IRS Office Safeguards Technical Assistance Memorandum

Protecting Federal Tax Information (FTI) In Virtual Environments
The guidance in this memo, which focuses on full virtualization, requires prior virtualization and/or system administration knowledge.  

Introduction
NIST Special Publication (SP) 800-125 defines full virtualization as, “the simulation of the software and/or hardware upon which other software runs. This simulated environment is called a virtual machine (VM). There are many forms of virtualization, distinguished primarily by computing architecture layer. 
There are two forms of full virtualization, baremetal virtualization and hosted virtualization. In baremetal virtualization, also known as native virtualization, the hypervisor runs directly on the underlying hardware, without a host OS; the hypervisor can even be built into the computer’s firmware. In hosted virtualization, the hypervisor runs on top of the host OS; the host OS can be almost any common operating system such as Windows, Linux, or MacOS. Hosted virtualization architectures usually also have an additional layer of software (the virtualization application) running in the VM that provides utilities to control the virtualization while in the VM, such as the ability to share files with the host OS. Hosted virtualization architectures also allow users to run applications such as web browsers and email clients alongside the hosted virtualization application, unlike bare metal architectures, which can only run applications within virtualized systems.”
This memo assumes agencies are seeking to employ full virtualization. For the purposes of this memo, the virtualized environment will be referred to as a virtual machine (VM). This memo will refer to the hypervisor as the layer which mediates the connection between the VM and the underlying hardware, assuming bare metal virtualization. We recognize that some agencies may employ hosted virtualization, which uses a hypervisor running on top of a host OS. Regardless of the type of virtualization the agency chooses to employ, the requirements outlined below apply to all virtualization components (where defined).
Recent advances in CPU architectures have made full virtualization faster than it was just a few years ago, and similar advances are expected to continue to be made both by CPU vendors and virtualization software vendors. Also, CPU architecture changes have made full virtualization more secure by strengthening hypervisor restrictions on resources. The current economic state may push agencies to adopt these new technology virtualization solutions and operating models earlier than anticipated. These new solutions and operating models offer operational benefits to agencies, but also come with unique challenges and potential pitfalls.  
Whether currently in use or planned to be deployed, there are FTI safeguarding measures required by the IRS Office of Safeguards to be in place given the security concerns associated with full virtualization technologies. This memo will provide the policy requirements for ensuing the confidentiality of FTI is maintained by agencies that provide access to customers and/or employees through a virtual machine.
Mandatory Requirements for FTI in a Virtual Environment
To utilize a Virtual Environment that receives, processes, stores or transmits FTI, the agency must meet the following mandatory requirements: 
1. The agency must notify the IRS Office of Safeguards 45 days prior to putting FTI in a virtual environment. 

2. When FTI is stored in a shared location, the agency must have policies in place to restrict access to FTI to authorized users.
3. Programs that control the hypervisor should be secured and restricted to authorized administrators only. 

4. FTI data transmitted via hypervisor management communication systems on untrusted networks must be encrypted using FIPS-approved methods, provided by either the virtualization solution or third party-solution, such as a virtual private network (VPN) that encapsulates the management traffic.    

5. Separation between VMs must be enforced, and functions which allow one VM to share data with the hypervisor or another VM, such as clipboard sharing or shared disks, must be disabled. 
6. Virtualization providers must be able to monitor for threats and other activity that is occurring within the virtual environment. This includes being able to monitor the movement of FTI into and out of the virtual environment.
7. The VMs and hypervisor/ host OS software for each system within the virtual environment that receives, processes, stores or transmits FTI must be hardened in accordance with the requirements of Publication 1075 and be subject to frequent vulnerability testing.
8. Special VM functions available to system administrators in a virtualized environment that can leverage the shared memory space in a virtual environment between the hypervisor and VM should be disabled.
9. Virtual systems are configured to prevent FTI from being dumped outside of the VM when system errors occur. 
10. Vulnerability assessment must be performed on systems in a virtualized environment prior to system implementation.

11. Backups (virtual machine snapshot) must be properly secured and must be stored in a logical location where the backup is only accessible to those with a need to know.
These requirements are explained in detail in the sections below.

#1 Notification

To utilize a virtual environment that receives, processes, stores or transmits FTI, the agency must meet the following mandatory notification requirements: 

· If the agency’s approved SPR is less than six years old and reflects the agency’s current process, procedures and systems, the agency must submit the Virtualization Notification (see Publication 1075 Exhibit 15), which will serve as an addendum to their SPR.

· If the agency’s SPR is more than six years old or does not reflect the agency’s current process, procedures and systems, the agency must submit a new SPR and the Virtualization Notification (see Publication 1075 Exhibit 15).

Before the SPR has been updated with the information from the Virtualization Notification Requirements, the IRS strongly recommends that a state agency planning on implementing a virtual environment contact the Office of Safeguards at SafeguardReports@irs.gov to schedule a conference call to discuss the details of the planned cloud computing implementation.
#2 Shared Data Storage
Many hosted virtualization systems allow VMs to share information with the hypervisor through shared disks or folders, which are normally created by emulating networked disks. In either case, if one VM has been compromised by malware, it might spread the malware through the shared disk or folder. This is a security vulnerability that does not exist on regular OSs unless they have shared network storage. Organizations that have security policies that cover network shared storage should apply those policies to shared disks in virtualization systems. The security policies should also include restricting access to FTI. (See detailed description #2). 

Many hosted virtualization systems also allow VMs to share information with the host OS through clipboard sharing. That is, copying information to the clipboard in the host OS allows that information to be pasted in the VMs, and vice versa. Similarly, putting information on the clipboard in one VM makes the same information show up on the clipboard in other VMs running on the same hypervisor. This is a handy feature for users, but it is also a vector for attacks between the VM and host OS. Because of this, organizations should have policies regarding the use of shared clipboards that restricts FTI from being transferred via shared clipboard features. 

#3 Access Restrictions 
The programs that control the hypervisor should be secured using methods similar to those used to protect other software running on desktops and servers. The security of the entire virtual infrastructure relies on the security of the virtualization management system that controls the hypervisor and allows the operator to start VMs, create new VMs, and perform other actions. Because of the security implications of these actions, access to the virtualization management system should be restricted to authorized administrators only.
Some virtualization management systems allow different level of access to different users, such as giving some users read-only access to the administrative interface of a VM, other users control over particular VMs, and yet other users complete administrative control. Most hypervisor software currently only uses passwords for access control, but this may be too weak for some organizations’ security policies and may require the use of compensating controls, such as a separate authentication system used for restricting access to the host on which the virtualization management system is installed. The agency may want to use a separate authentication system to restrict access to FTI data by contractors or non-authorized administrators. At a minimum, agencies must use password authentication for access to the virtualization management system and require a unique user ID and password for each authorized administrator. If available, agencies should utilize role-based access control to provision privilege levels on the virtualization management system. 
#4 FTI Data Transmission 

It is important to secure each hypervisor management interface, both locally and remotely accessible. The capability for remote administration can usually be enabled or disabled in the virtualization management system. If remote administration is enabled in a hypervisor, access to all remote administration interfaces should be restricted by a firewall. Also, hypervisor management communications should be protected. One option is to have a dedicated management network that is separate from all other networks and that can only be accessed by authorized administrators. Management communications carried on untrusted networks must be encrypted using FIPS 140-2 approved methods, provided by either the virtualization solution or a third-party solution, such as a virtual private network (VPN) that encapsulates the management traffic. 

#5 Guest Operating Systems Partitioning 

There can be a substantial risk in not properly partitioning the VMs. The hypervisor is responsible for managing VM access to hardware (e.g., CPU, memory, storage). The hypervisor partitions these resources so that each VM can access its own resources, but cannot encroach on the other VMs’ resources or any resources not allocated for virtualization use. This prevents unauthorized access to resources and also helps prevent one VM from injecting malware into another, such as infecting a VM’s files or placing malware code into another VM’s memory. Separately, partitioning can also reduce the threat of denial of service conditions caused by excess resource consumption in other VMs on the same hypervisor.  

To protect FTI data, the agency should disable all hypervisor services such as clipboard- or file-sharing between the VM and the hypervisor unless they are needed. Each of these services can provide a possible attack vector. File sharing can also be an attack vector on systems where more than one VM share the same folder with the hypervisor. 

#6 Virtualization Monitoring

The hypervisor is fully aware of the current state of each VM it controls. As such, the hypervisor may have the ability to monitor each VM as it is running, which is known as introspection. Introspection can provide full auditing capabilities that may otherwise be unavailable. Monitoring capabilities provided through introspection can include network traffic, memory, processes, and other elements of a VM. For many virtualization products, the hypervisor can incorporate additional security controls or interface with external security controls and provide information to them that was gathered through introspection. Examples include firewalling, intrusion detection, and access control. Many products also allow the security policy being enforced through hypervisor-based security controls to be moved as a VM is migrated from one physical host to another. 

Network traffic monitoring is particularly important when networking is being performed between two VMs on the host or between a VM and the host OS. Under typical network configurations, this traffic does not pass through network-based security controls, so host-based security controls should be used to monitor the traffic instead. 

Agencies should use introspection capabilities to monitor the security of each VM using a monitoring tool such as TripWire or another mechanism. Agencies must monitor for if a VM is compromised, its security controls may be disabled or reconfigured so as to suppress any signs of compromise. Having security services in the hypervisor permits security monitoring even when the VM is compromised. 

#7 System Hardening
NIST SP 800-125 specifies “secure all elements of a full virtualization solution and maintain their security. The security of a full virtualization solution is heavily dependent on the individual security of each of its components, from the hypervisor and host OS (if applicable) to VMs, applications, and storage.”

Each VM, the hypervisor, and host OS (if applicable), should be hardened in accordance with IRS Publication 1075 policy.  The Publication 1075 policy can be met by utilizing the Safeguards Computer Security Evaluation Matrix (SCSEM) to configure the security settings, e.g. patches, access controls, passwords, etc., for the applicable operating system and software that runs the Virtualized Management System.  For example if your VM is Windows 2003 use the Windows 2003 SCSEM to evaluate it and the VMware ESX SCSEM to evaluate the hypervisor. These SCSEMs are available for download from the IRS Safeguards web site (http://www.irs.gov/businesses/small/article/0,,id=177651,00.html).  

#8 Virtual Machines Administrative Functions
Special administrative features are available to system administrators in virtual environments, but these features, which leverage the shared memory space that exists in a virtual environment between the host OS and VM, are often the target of attacks. If these functions are exploited, FTI can be compromised and the system can be hijacked. The following are some example features that should be disabled:
· VMchat is an Instant Message (IM) utility which allows a system administrator to send messages between VMs. An attacker can exploit this memory space by inserting a dynamic link, which could cause complete system compromise.
· VM drag-in-drop is a feature which allows system administrators to drag a file between two systems. The attack, called a drag-in-hack, results when a file is moved from one VM to another and malicious code is executed as a result of the action.
· VMftp functions similarly to the file transfer protocol (FTP), which transmits information in the clear and is an insecure protocol.
#9 Virtual Machines Shared Memory
Virtual machines share memory and thus some actions, such as those stored in the BIOS, that would have remained with the physical machine’s RAM, are now stored both on the VM and the host OS. When errors occur, VMware ESX server will sometimes dump either data (FTI) or error information into a variety of locations, including, var/home directory on the host OS machine, potentially making the FTI data available to unauthorized personnel.
The Agency should ensure that FTI cannot be dumped outside of the VM when errors occur. Consider running a test to verify the assertions made in the SLA/ procedures operate as intended.
#10 Vulnerability Assessment
Prior to implementing Virtualization technology, the agency must perform a vulnerability assessment, assessing the hypervisor, VM, and host OS (where applicable), and develop a corrective action plan for addressing vulnerabilities identified.

#11 Image and Snapshot Management

A virtual machine snapshot captures a virtual machine image (the running configuration) at a moment in time and is used for backup, recovery, and system state capture purposes. Per NIST SP 800-125 “one of the biggest security issues with images and snapshots is that they contain sensitive data (such as passwords, personal data, and so on) just like a physical hard drive. Because it is easier to move around an image or snapshot than a hard drive, it is more important to think about the security of the data in that image or snapshot. Snapshots can be more risky than images because snapshots contain the contents of RAM memory at the time that the snapshot was taken, and this might include sensitive information that was not even stored on the drive itself.”

Agencies must ensure that snapshots are stored in a secured location which is only accessible to system administrators with a need to know. Other users or administrators who do not have a need to know should not be able to access the snapshot including viewing properties of the file.
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