STATISTICAL RESEARCH PROBLEMS IN GOVERNMENT

Fritz Scheuren, Internal Revenue Service*

Ivan Fellegi two years ago at these meetings,
when discussing statistical research problems in
government, presented a general mathematical
measurement model. He then went on to describe
several interesting 1issues at the design,
collection, data processing, estimation and
dissemination stages of the work at Statistics
Canada (Fellegi 1987).

In my brief remarks today, I'm going to follow
the pattern set by Ivan, except that the general

model I would 1ike to begin with is not
mathematical, but managerial [1]. Naturally,
too, 1'11 be speaking about U. S. Federal
government statistical operations, primarily
those at my agency, the Internal Revenue
Service. MWhile today's session has a focus

that is mainly mathematical, I think you will
find that the managerial issues I'm going to
mention 1ink right in.

Statistical Meta-Systems

In any event, a manager's view of the
government statistical business might
conceptualize on core activities (e.g., study
design) as systems or subsystems. Graphically,
we could reformulate Ivan's  1ist (to
oversimplify) as an interlocking set of steps
{see Figure A). 1In point of fact, of course,
the connections are not only sequential ones,

Figure A.--Initial Core Statistical Systems
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but, if all the feedbacks were shown, the graph
would look Tike a plate of spaghetti with lots
of meatballs and no sauce.

Supporting this core are what might be called
"meta-systems," within which all five of these
systems reside, (Maybe these meta-systems are
the sauce?)

Some examples might help here and I'11 mention

four. These will allow me to stress certain
general themes that I think bear on how
government and  academic statisticians can
cooperate.

Vision.--First, there is an agency mission or

vision within which all else is valued {e.q.,

he news that's fit to print."
is our most important product.")

"Progress
At IRS, at

-least in terms of nonsampling error issues, it's

best summed up by paraphrasing the old saying,
"There are only two things certain in 1life:
death and tax avoidance.”

Joking aside, there are some important
“foundation" 1issues that are worth noting,
because an agency's mission can affect the focus
and direction of its statistical programs (e.g.,
Norwood, 1989). THe mission of some statistical
agencies like the Census Bureau is essentially a
data-gathering one, Other statistical
organizations such as the SOI Division at IRS
are also bound by the administrative goals of
their agencies.

As Deming and others have pointed out,
historically the mainline government statistical
agencies have had a much stronger "enumerative"
or descriptive focus than an "analytic" or
cause-seeking one (Deming 1954). This needs to
change if we are to successfully move toward a

more integrated structure of national data
gathering and information usage. In my opinion,
whether or not the mission of government
statisticians is to establish causal

relationships, the data collection they do must
have this as one of its goals.

Tradition.--Second, around an agency mission a
tradition develops -- a corporate culture (Deal
and Kennedy 1982). Recently at IRS, we have
begun changing our cultural tradition under the
strong influences of Deming and Juran {Deming
1986; Juran 1964 and 1988).

The Statistics of Income Program at IRS, which
I currently head, is 75 years old and has always

conceived of itself as producing quality
statistical products. Even so, the focus on

process quality that Deming and Juran urge,
while not really new, is having a revolutionary
impact, especially in its emphasis on continuous
improvement or KAIZEN (as the Japanese call
it).



There are many good statistical problems which
-have arisen from this effort and 1 could spend
my whole time today on these ({Scheuren 1988).
Instead, let me just mention one way academic
and government statisticians can cooperate 1in
this arena. I'1"7 do this by pointing out
opportunities that, so far, have mainly been
"missed. :

‘Let me start with some background. 1In the
quality literature, there is a concept called
"benchmarking" [2]. The Japanese word is
DANTOTSU, which means striving to be the "best
of the best." Now, currently in the United
States, -we have a government-wide Federal
Committee on Statistical Methodology, which is a
‘highly useful way for the wvarious U.S.
'statistical agencies to get together and compare
methods. Many reports have been generated over
the years that, in one way or another, could be
related to this concept of benchmarking
(although, - frankly, the people involved,
including myself, would not have used this word
at the time). A common problem shared by most
of these reports is that the strivers for the

"best of the best" have not included enough
academic  statisticans -- a real missed
~opportunity.

Vehicles 1ike the U.S. National Academy of
Sciences'  Committee on National Statistics have
helped " bring academics 1in, but, generally
speaking, even then there has not been enough
attention by the academic community to the real
nuts and bolts of our business, nor has the

overnment statistical community really accepted
e degree of striving that it needs to make .

Tools.--Third, how the work is done depends
greatly on the computer ‘environment that exists
and the known body of statistical thinking that
an agency has assimilated into its ongoing
systems. This assimilation step can be all too
slow. (In fact, 'I'm almost certain to find
today, from some of you, that specific problems
1 mention have already been "solved" here in
Canada or, at least, that a fruitful Tline of
attack is being pursued.)

In this context, it's useful to make the
distinction between a theoretical result and its
implementation (i.e., between good theory and
good - technology). It almost goes without saying
that making a good idea in theory become a good

idea in practice ‘can sometimes be an incredibly
arduous task. Annoying special cases have a

tendency of cropping up. Since complex systems
have to be able to operate in failure mode, each
of these special cases may need to be dealt with
in the application. I won't say much more on
this, now, except to point to the general need
for Computer Assisted Design/Computer Assisted
Manufacturing (CAD/CAM) type statistical tools
to- be used more widely in government. To the
extent that toolmaking 15 the province of
academics, there is a wide open opportunity for
collaborative work.

People.--Fourth, perhaps the most fundamental
mefa-system, at least day-to-dgy, is. the people
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who do the work in a statistical agency. How
well motivated is the workforce? How well-
trained? How long do you expect them to stay?

How much are you willing to do to keep them
up-to-date? Obviously, too, some of these same
types of questions might apply to an agency's
customers, too. In my opinion, the need for
expert systems at nearly every stage of an

agency's work grows out of, at least, our
answers to these questions. We have high

turnover rates, in part, due to the low pay we
offer and, alas, the  tediousness still
associated with certain tasks [4].

The role of academics here begins with their
traditional function of providing well-trained
people for the labor pool. The need for a joint
government-academic program of  continuing
professional education is apparent, too -- more
and more so. Big gaps exist in "Quantitative
Literacy" among the citizenry in general, at
least in the United States, and attacking this
problem, possibly jointly, 1is clearly very
important .(e.g., as has been attempted by the
Quantitative Literacy Series 1987).

I could, naturally, go on (and on?) with a
discussion of still other general management
meta-systems, notably those underlying the
social contract which exists between a people
and its government, and which leads to there
being  statistical information gathering by

governments in the first place. Lots of changes

‘can be expected here that "Statistics," at least

as a profession, will have to cope with;
however, it's time to look directly at examples
from our core business -- those "meatballs on
the plate of spaghetti" that I talked about
earlier. -

Core Systems

‘Let's look at what those core systems are,
again (see Figure B). Please note that I am
employing a different partitioning than Ivan
used of the core statistical systems that make
up our business (e.g., Scheuren 1986). The
computer is so ubiquitious for us that I have

Figure B.--Core Statistical Systems Revisited
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already treated it as a meta-system, rather than
have something called Data Processing. [5].
Also, because I want to emphasize the
connectivity of our statistical systems to our
customers and suppliers, I have taken the
liberty of expanding on 1Ivan's remaining
groupings -- ‘adding user analysis, for ‘example,
in addition to weighting and aggregation. I see
weighting and aggregation as being nearly pure
producer functions, while user analysis is that
part of the estimation that 1is either
customer-done or, at least, very closely
customer-driven,

The. rest of my talk will focus on the research
.needs that exist within these core areas and how
academics can help., I'll draw briefly on about
a dozen or so examples from our own experiences
at IRS, You may want to ask me to go into depth
about these later, if I've intrigued you [6].
As we will see, the degree of cooperation or
collaboration that is possible between academic
and government statisticians varies greatly from
one core activity to another, with . possibly
different academic disciplines or subdisciplines
coming into prominence, as well,

Study Design.--What's new here, and very
important, 1is ‘the contribution that cognitive
pyschologists have been making to the
restructuring of survey instruments (e.g.,
Jabine et al. (Eds.) 1984; Fienberg and Tanur
1989). “Tax forms, our survey instruments at
IRS, have needed this look and now we are
undertaking it. We expect, ultimately, that
this systematic analysis of the data giver/data
gatherer interaction will not only improve the
questions that get asked on tax forms, but  the
questions that our customers ask of
Significant quality improvements and
savings are anticipated, as well,

cost

Sample design problems continue to offer new
challenges to survey statisticians {e.g., Mulrow

and Jones 1989); this is especially true in
studies which have multiple competing
objectives, For  example, how can you
simultaneously have good cross-section
estimates, good aggregate time series data and
good longitudinal microdata for policy
simulation ‘"experiments" (e.g., Czajka and

Walker 1989; Hinkins, Jones and Scheuren 1988;
Hinkins and Scheuren 1989), Clever partial
solutions exist; for example, for over a decade
we have been using an idea of Morris Hansen's,
whereby we convert taxpayer identifiers into
pseudo-random numbers (WESTAT 1974; Harte 1986).
Alan Sunter also wrote a fine paper recommending
this approach (Sunter 1986) and I believe an
improved version of what we are doing may be
tried soon at Statistics Canada [7].

At Teast in my experience, the problems . here
are quite hard and it would be a real
contribution for academics to try to bring
together what is now known. A paper 1ike that
by Duncan and Kalton (1987) is what I have.in
mind, In particular, what are the options and
tradeoffs for stratified designs of highly
skewed populations with lots of movement from
strata to strata over time? (Incidentally, the

us.’
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“therefore,

recent paper by Holt and Skinner (1989). offers
real promise here'and definitely should help.)

Data Capture, Cleaning and Completion.--The
statistical aspects of the capture, coding,
cleaning and . completion of data are often
considered unpleasant “housekeeping" by many
statisticians, even some inside government. A
Tot of very good work, however, has been done,
particularly here in Canada, on' these problems,
The paper by. Fellegi and Holt (1976) " is one
historical example. The December 1988 issue of
Survey Methodology contains others.- The need
for expert systems at the data cleaning and
completion stages 1is certainly an. aspect,
that many of you may .be able to
relate to. The growing use of Computer Assisted
Telephone Interviewing (CATI) ‘and Computer
Assisted Personal Interviewing (CAPI) (or, 4n
our context, electronic filing) should open. up
still other avenues for expert systems. . These
might be especially fruitful since they can.be
linked to the cognitive research I mentioned
earlier. . - R

There is a lot of conventional mathematical
statistical work needed here, too. For example,
the pioneering efforts by Rod Little and Don
Rubin, partly sponsored by . IRS, offer a
prototype, I hope, for others (e.g., Little. and
Rubin 1987; Rubin 1987). Multiple imputation;
obviously is a very useful device for many
problems, especially if the missingness can be
constructed to be ignorable (as is the case in
matr;x sampling,. e.g., Hinkins and Scheuren
1986). ' ‘ S

I, personally, have been intrigued for over 20
years by "Hot Deck" techniques which, -in their
name, if not in  their execution, retain to this
day a basic ad hoc. flavor (e.g., Oh and Scheuren
1980). These "and other methods, begun with
almost no- theory, may be profitably studied by
academics (e.g., David et al. 1986). It should
go without saying that mew theory can sometimes
grow out of good practice, just like improved
practice can grow out of improved theory.

One final point: I think, so far, that the
statistical literature has missed the boat to
some extent on the full implications of the
multivariate problem of missing data. .In -a
large omnibus survey or other data collection
effort, there are many.statistics for which the
missingness s dignorable; there may. well be
others for which it is not (Scheuren 1989a),
The models needed must encompass both types.of
missingness, Efforts by Fay, Little and others
are to be commended, here, but - there 1is
certainly room for a lot more work (e.g., Fay
1986 and 1989; Little 1989), : . .

Weighting and Aggregation.--This. stage of -the
work 1n a typical study may have wider appeal..
Some "housekeeping" activities may remain, 1ike
how to reweight for, say, unit.nonresponse. (if
this has not already been dealt with by multiple
imputation).  Little has a nice paper on. the
very important issues, here, in the Journal of
Business and Economic Statistics (Lit¥Te T1988).




The application of propensity scores that he
talks about has particular appeal (Rosenbaum and

Rubin 1983) over more conventional methods
(e.g., Oh and Scheuren 1983). Limitations
exist, however, as our experience at IRS

suggests (Czajka et al. 1987). The notion that
there is one all-purpose approach to the problem
of multivariate missingness (as data producers
might 1ike) probably is mistaken (e.g., Voodburn
and Heeringa 1989). Perhaps we need to go back
towards a user-driven  analysis-by-analysis
approach to missingness. Whatever we do,
though, our data collection efforts need to be
better structured by the uncertainties in this
area (Horvitz et al. 1989); one way academics
could help heré is™ to develop a richer class of
measurement error models, including a lot more
on consumer (user) concerns rather than, as we
have historically, primarily looking at producer
variables (e.g., Anderson et al. 1979). The
weight attenuation issue, whiTe perhaps minor in
the overall scheme of things, is another place
where more collaborative work could help greatly
(e.g., Little 1986; Oh and Scheuren 1987a;
Potter 1988).

Tabulations of various sorts have been the
prime outputs of old-line government statistical
organizations like the Division I head. Efforts
to "jazz up" these often dull products may seem
too humble a <calling for most of you;
nonetheless, there are real untapped
possibilities here, especially if tables are
approached with the imagination that has been
recently bestowed on graphical displays [8].

Dissemination and User Analysis.--There are
many, many issues that might. be touched on
here. Let me talk briefly about just three:
Statistical Disclosure Avoidance, Tabular
Reanalysis by Outside Users, and Microsimulation
Modelling. It turns out that these seemingly
different topics are quite related.

First, Statistical Disclosure Avoidance is an

enormous problem, . On the one hand, we want to
make all the microdata we produce publicly
available so researchers can benefit fully; on
the other hand, we have to protect respondents

(or taxpayers, 1in my case) from having
identifiable information - inadvertently
disclosed. I have done some research .on this

topic, myself (e.g., Strudler, Oh and Scheuren
1986; Oh and Scheuren 1984), If there 1is a
statistical solution, it may 1ie 1in the
development of synthetic- data sets designed for
particular  purposes (e.g., Paass 1989),
Important pioneering efforts at formulating the
problem have been taken (e.g., Duncan and
Lambert 1986 and 1989; Paass 1988); even so, I
feel this is a wide open area for further
research and recommend it highly to you (maybe
you can help keep me out of trouble).

'Because the microdata release problem is so

intractable, a 1lot of reliance . remains on
aggregated outputs (those ‘“awful" tables 1
Disclosure

mentioned a 1little while ago).
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problems can still exist with aggregation and,
while there has been more success here, lots
sti11 needs to be done. (Cox et al. 1986 may be
a useful recent reference.) ~—

The reanalysis potential of published tables
is something that has been uppermost in my mind
lately, as we move from publication on paper to
simultaneous publication on paper and floppy
disk (and eventually on CD-ROM). It's hard to
get an agency like mine to make such a change,
but we have been getting a lot of help recently
from the Ruggles family (Richard, Nancy, when
she was alive, and their two daughters). I
believe Statistics Canada may also be looking at
the Ruggles' software, too (Ruggles et al.
1989). Anyway, what the Ruggles' and, perhaps;
others have done is to go several steps beyond
LOTUS in easing the reanalysis of aggregate
data. To complete the picture, a system like
the Ruggles' needs to be connected up with
software that carries out various conventional
grouped data techniques (like contingency
tabulation packages and curve-fitting
approaches, such as those in Oh and Scheuren
1987b, among others). It may seem to you that
all the work may already have been done here; I
think, though, that when you get into it, you
will find that this is not the case. Again, a
real contribution may be possible.

Finally, microsimulation modelling must be
mentioned, since many users take government
macro- or microdata and restructure them so that
policy modelling "experiments" can be
conducted, This work has been carried out over
many years by a lot of ingenious people. Until
recently, government statistical agencies were
largely responsible just for some of the inputs;
however, last year Statistics Canada, in an
excellent piece of work, began to produce public
microdata models (Wolfson et al. 1989). Even
this superb effort can be justifiably criticized
for the inherent weaknesses it has due to the ad
hoc nature of many of the data handling
Techniques that had to be employed (Scheuren
1989b). What is badly needed is a much moire
statistically-principled approach. In fact, of
all the problems 1 have mentioned today, this
microsimulation may be the most important. In
the last two years, my agency has run two large
Conferences on the topic of Tax Microsimulation

Modelling (Alvey and Kilss 1988 and 1989).
There was also a Revenue Canada Taxation
Conference in 1985 that made important

contributions (Revenue Canada Taxation 1985), 1
would be. happy to provide more background on
this area after the talk, including copies of
the Proceedings of these conferences.

Concluding Comments

Ivan Fellegi began his talk of two years ago,
with a section on "motivation." I have left
this to last, since it seems a good way to wrap
things up.

There are many ways to look at the science of
statistics. Envision, if you will, first, a
view of our science which focusses on the path



from questions to models to data

QUESTIONS

DATA MODELS

and then back to the questions, again -- perhaps
with a partial answer; usually with information

that leads to more and, presumably, better
questions. :
We can, of course, reverse the direction of

the arrows in this picture, so we go from

QUESTIONS

DATA MODELS

questions directly to data, then mathematical
models, then back to the question step, and so
on. Tukey has been particularly influential
with his work on exploratory data analysis in
focussing us on the notion that we can begin
with the data, 1in the absence of formal
mathematical models, and do exceedingly valuable
things (Tukey 1977).

Now, in general, both government and academic

statisticians take both paths. Most academics,

I think it's fair to say, find it more
interesting to take the path from models to
data. Models are their sine qua - non.
Meanwhile, government statisticians ~generally

spend their energy collecting data to answer
questions, 1i.e., on the path from data to
questions. The data are (seemingly) paramount.

A potential difficulty for both groups lies in
their institutional separation -- a separateness
that can lead to a mindset that's best explained
by reminding you of the modern fable about the
drunk and the lamp post. As you may recall, the
story goes that --

There was a drunk stumbling around a lamp post
and someone came up to him and asked, “"ARE YOU
0.K.?" to which the drunk replied:
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"NO, I LOST SOMETHING."

The. good Samaritan, then, said:
YOU FIND IT?

“CAN I HELP
WHERE DID YOU LOSE IT?"

The drunk points, "OVER THERE."

Somewhat .perplexed, the passerby says, "WELL,
IF YOU LOST IT OVER THERE, WHY ARE YOU LOOKING
HERE BY THE LAMP POST?" '

"BECAUSE THE

Smiling, the drunk- answers)

LIGHT'S BETTER."

Obviously, telling this story here could be
misunderstood. Frankly, though, it's not at all
evident who the drunk and who the good samaritan
represent -- maybe the best and worst in both
groups. OFf course, some of the “"government
types" 1like to. hang on to their data Tamp
posts. On. the other hand, academics can
sometimes be excessively fond of their models.
Clearly, to re-express the theme of today's
session, the Tight from both Tamp posts may be
better than just one. In any case, I hope 1
intrigued at least some of you to share some of
your Tight. Thank you for listening.

FOOTNOTES

* This paper was originally presented at the
Annual Meeting of the Statistical Society
of Canada, in Ottawa, Ontario, on May 31,
1989, .
[1] In defense of my departure from what Ivan
did, I might mention that Margaret Martin,
in her 1980 Presidential address to the
American Statistical Association, talked
about government statistics as more of a
management science than a mathematical one
(Martin 1981); clearly, it is both.

One other point on coverage might be made
here, Because I am still largely following
Ivan's model, there are certain aspects of
our work at IRS that I'm not going to cover
at all. These deal principally with how we
apply statistics to the job of collecting
taxes, rather than to the job of producing

publicly  available information, For
individuals interested "in the rest of the
story," some partial sources I might -

recommend include the most recent issue of
Statistical Science, which has a piece on
the statistics of auditing (Panel on
Nonstandard  Mixtures of Distributions
1989). That a 1lot of problems remain,
here, is evidenced by the latest issue of
the Journal of Business and Economic
Statistics, which has an article 1in this
topic (Wurst et al. 1989). Coincidentally,
the second piece in the latest issue of
Statistical Science (Panel on Discriminant
Analysis,  CTassification and Clustering
1989) also deals indirectly with an area of
major administrative concern at IRS: how
to decide which taxpayers to choose to
audit. (See, also, Hiniker 1987.) Pro-
blems in estimating the so-called




[2]

(3]

[4]

(5]

[6]

“Underground Economy" are legendary and
well-covered, with many other issues, in
the just-finished report on Tax Compliance
by the U.S. National Academy of Sciences
(Conmittee on National Statistics 1939).
Some interesting empirical Bayes applica-
tions have come up in some internal IRS
work I'm involved with, personally, where
we are measuring the quality of our
toll-free telephone assistance operation
(Batcher and Scheuren 1989).

In the most recent five issues of Quality
Progress (from January to May 1989), there
has been an excellent series on
benchmarking -- see Camp (1989).

A source of real optimism, here, although
still without sufficient academic input, is
the  Washington Statistical Society's
Workshop Series on Quality, now in its
second year. )

An excellent example of an expert system at
the analysis stage is contained in a 1987
paper by Gale, about a system called
STUDENT. At the U.S. Census Bureau there
is a system called SPEER, for the editing
and imputation of economic data, that we
are looking at (Greenberg and Surdi 1984).
While not a fully-developed expert system,
SPEER offers great promise for our work.

It might be worth noting that tax forms in

the United States, our basic survey
instruments, are all designed on
computers. The data we capture are

increasingly being obtained electronically
(Wedick 1986). This year, for example,
nearly two million individual 9income tax
returns will be filed via modem; nearly a
billion information documents are currently
being filed on magnetic tape or floppy
disk. Incidentally, as you may know,
Revenue Canada Taxation 1is undergoing
roughly the same changes, here, as we are;
they're slightly ahead in some things,
slightly behind in others. (This is unlike
the United Kingdom, for instance, where the
tax system is not yet computerized.)

Now there are obvious trade-offs between
covering a lot of topics briefly or a few

topics in detail (as Ivan did). My
"solution" to this dilemma 1is to just
advertise where I think some of the

research needs exist that academics could
help on.

In the U.S tax system there are two sets of
taxpayer identification numbers (or TIN's)
used: for individuals there is the social
security number (SSN), which roughly
corresponds to the social insurance number
(or SIN) in Canada. For businesses we have
the employer identification number (EIN).
Both the SSN and EIN can be transformed
into pseudo-random numbers which can be
shown to have reasonably good properties
(Harte 1986).
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[8] what I have in mind, here, might be as
simple as the devices talked about in
recent issues of Chance. More elaborate

examples are found in Scheuren et al.
(1980) or Oh and Scheuren T(T975).
Ehrenberg (1985) is also a helpful
reference.
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