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Introduction 
 
The Internal Revenue Service’s (IRS) Statistics of 
Income (SOI) Division has a long history of 
collecting and disseminating critical tax statistics.  
The SOI function goes back to the enactment of the 
modern income tax in 1913.  It was documented that 
“the Secretary of the Treasury shall prepare and 
publish not less than annually statistics reasonably 
available with respect to the operations of the internal 
revenue laws.”  Today, SOI conducts tax studies on 
the operations of the tax laws with respect to 
individuals, corporations, partnerships, sole 
proprietorships, estates, nonprofit organizations, and 
trusts, as well as inbound and outbound international 
activities.   
 
One of the critical steps in conducting tax studies is 
collecting and analyzing customer feedback.   SOI 
relies on results from a number of satisfaction 
surveys to assess its communication and feedback, as 
well as evaluate the information and services 
provided to its customers.  SOI has made a 
commitment to administer satisfaction surveys for its 
primary customers at the Office of Tax Analysis 
(OTA), the Joint Committee on Taxation (JCT), and 
the Bureau of Economic Analysis (BEA), as well as 
for selected internal employees and external 
customers.  As a critical source of valuable 
information, the surveys allow SOI to tailor data 
collection, analysis, and dissemination efforts more 
effectively.  This paper will focus on providing an 
historical perspective of conducting customer 
surveys, summarizing results from several customer 
surveys, and offering future plans for expanding 
customer satisfaction initiatives within SOI. 
 
Background  
 
In an effort to emphasize the importance of customer 
feedback and continuous improvement, SOI has 
made a commitment to collect customer satisfaction 
data on an annual basis.  The surveys allow SOI the 
opportunity to assess the quality of service provided 
to its primary stakeholders.  SOI conducts five 
customer satisfaction surveys with customers within 
and outside of the Service. 


 
 
SOI’s efforts to collecting customer feedback were 
reignited in 2000 when a decision was made to 
collect survey data in the Treasury Department at the 
OTA.  Additionally, the Statistical Support Section 
(SSS) of SOI, a group of mathematical statisticians 
providing statistical assistance to various 
organizations within the IRS, started collecting 
feedback from its customers in 2000.  In 2002, SOI 
expanded the customer satisfaction survey process to 
include customers at the JCT and the BEA. 
 
In an effort of widening the scope of gathering 
customer feedback even further, the customer 
satisfaction initiative was expanded in 2003 to 
individuals contacting SOI’s Statistical Information 
Services (SIS) office.  The SIS office was established 
approximately 15 years ago to facilitate the 
dissemination of SOI data and reports and respond to 
all data information requests.  Since its origin, the 
SIS office has established a reputation for always 
providing an answer or referral to the many 
challenging tax statistics questions of the general 
public.   
 
Capturing Critical Information from the 
Customer Satisfaction Surveys 
 
The various SOI customer satisfaction surveys are 
designed to be relatively brief and visually engaging, 
encouraging individuals to participate in the survey 
process.  They have two goals.  First, the surveys are 
designed to collect critical information about the 
services that SOI staff provide to their primary 
customers.   Second, the surveys are designed to 
measure the overall customer satisfaction with SOI’s 
products, services, and personnel.  One way SOI can 
strive to improve satisfaction is by collecting 
customer feedback, identifying customer needs, 
determining how well it is meeting their needs, and 
finding ways to improve service to its customers. 
 
The OTA, JCT, and BEA surveys are composed of 
five sections—four of which include customer 
contact, staff characteristics, product opinion, and 
overall satisfaction.  Each question is designed to 
obtain feedback on specific indicators in the different 
areas.  The survey also includes two open-ended 
questions that elicit miscellaneous comments 







 


regarding relationships between SOI and its 
customers. 
The Statistical Support Section of the SOI also 
surveys its primary customers.  The SSS employees 
work as consultants, providing statistical assistance to 
various organizations outside of SOI, but within the 
IRS.  Similar to the OTA/JCT/BEA objectives, the 
SSS survey goals are to measure the level of service 
provided by SSS statisticians, as well as gauge 
overall customer satisfaction.  Further, the SSS 
survey includes questions measuring the extent of 
customer contact, staff characteristics, product 
opinion, and service improvements.   
 
The Statistical Information Services office started 
surveying its customers in the spring of 2003.  The 
SIS office is responsible for fielding inquires 
regarding data produced and published by SOI and 
other organizations in the IRS.  It receives inquiries 
most often by telephone, e-mail, and fax, but is also 
contacted via mail and through face-to-face visits.  
The goals of the SIS survey are to measure the level 
of customer satisfaction concerning services provided 
to customers during the most recent inquiry, identify 
problems that customers encounter when contacting 
the SIS office, and improve the tools and products 
customers access while searching for IRS data. 
  
 
Methods of Data Collection 
 
In 2003, hard copies of the survey, along with a cover 
letter explaining the importance of the data 
collection, were hand carried from SOI to OTA.  
Individuals completed and returned the surveys using 
interoffice envelopes.  In 2004, the OTA and JCT 
surveys were administered electronically.  
Respondents downloaded and completed the survey, 
then e-mailed the completed survey back to SOI. 
 
The BEA survey has been administered in an 
electronic fashion over the past two years.   A cover 
letter, explaining the intent of the survey, was e-
mailed to each individual with the survey 
electronically attached.  Like the OTA and JCT 
surveys, the BEA respondents downloaded and 
completed the survey, then e-mailed the completed 
survey back to SOI. 
 
The SIS survey was also electronically administered 
over the past two years.  The survey was e-mailed to 
all individuals who contacted the SIS office between 
March and June 2004.  Individuals were asked to 
complete a survey that was embedded in an e-mail 
message.  In 2003, individuals were asked to 
download the survey, complete the various questions, 


and return the survey by attaching it to an e-mail 
message. 
Since all of the SSS customers are internal employees 
within the IRS firewall, the SSS has the opportunity 
to survey its customers using web-based technology.  
The customers are asked to click on an attached web 
link that leads them to the SSS survey.  Respondents 
simply point and click through a series of questions 
on the web-based survey.  Once the survey is 
completed, responses are electronically submitted to 
a desired database. 
 
Summary of Results from 2003 and 2004 OTA, 
JCT, and BEA surveys 
 
Table 1 highlights the number of surveys distributed 
to customers at OTA, JCT, and BEA, as well as the 
response rates for the 2003 and 2004 customer 
surveys.  Although the number of respondents at JCT 
and BEA is small, collecting and assessing data from 
these organizations are of critical importance to SOI.  
The response rates vary from a low of 38 percent on 
the 2004 OTA survey to a high of 93 percent on the 
2003 BEA survey.   
 
Table 1 – Response Rates for OTA, JCT, and BEA 
Customer Surveys 
 


Surveys 
Distributed 


Response Rate  


2003 2004 2003 2004 
OTA    47       47 55%    38% 
JCT    15      14   87%    79% 
BEA    14      15   93%    87% 


 
 
Discussions are under way to address and remedy the 
precipitous drop in the response rate of the OTA 
survey.  In addition, discussions have been ongoing 
to determine the appropriate universe of individuals 
who should receive customer satisfaction surveys 
from SOI.  The lack of frequent contact with SOI 
products and staff has been correlated with lower 
response rates. 
 
Table 2 highlights the usefulness of SOI’s data and 
products.  Results from this  survey question are 
included in SOI’s scorecard of performance 
indicators.  Specifically, the usefulness question 
elicits how strongly the respondents agree or disagree 
with the statement that SOI products and services met 
their needs.  In all three surveys, the extent of 
agreement (combination of agree and strongly agree) 
with SOI’s products and services meeting the needs 
of OTA, JCT, and BEA was over 80 percent. 
 







 


 
 
Table 2 – Usefulness of SOI’s Data and Products 
 


Office Surveyed 
OTA JCT BEA 


 
 


2003 / 
2004 


2003  / 
2004 


2003 /  
2004 


Strongly 
Agree 


54% / 
23% 


  39%  /  
9% 


46% 
/ 39% 


Agree  42%  /  
61% 


46% / 
81% 


46% / 
46% 


Not Sure   0% /    
6% 


8% /  
0% 


0% /  
0% 


Disagree  4% /   
0% 


0% / 
 9% 


0% 
 / 8% 


 
Product 
Met  
Customer 
Needs 


Strongly 
Disagree 


  0% /       
0% 


8% 
 / 0% 


8% / 
 0% 


 
 
Table 3 highlights the overall customer satisfaction 
rates from OTA, JCT, and BEA for the years of 2003 
and 2004.  As the data reveal, all three customers 
provided very positive opinions regarding overall 
satisfaction with SOI.  Interestingly, the customer 
satisfaction rates have remained fairly constant over 
the past several years. 
 
Table 3 – Overall Satisfaction with SOI 
 


 OTA        JCT         BEA  
 2003 / 


2004 
2003 / 
2004 


2003 / 
2004 


Totally 
Satisfied 


65% / 
56% 


54% / 
55% 


54% / 
69% 


Somewhat 
Satisfied 


23% / 
28% 


31%/ 
45% 


39% / 
31% 


Neither 4% / 
6% 


  8% /  
0% 


  8% / 
0% 


Somewhat 
Dissatisfied 


4% / 
0% 


0% /       
0% 


  0% / 
0% 


Totally 
Dissatisfied 


4% / 
0% 


  0%  / 
0% 


   0%  / 
0% 


 
 
 
 
 
 
 


Overall 
Satisfaction 


No 
Response 


0% / 
0% 


  8%  / 
0% 


0% / 
   0% 


 
 
The surveys concluded with several open-ended 
questions, seeking recommendations and suggestions 
for providing outstanding service to the customer 
base.  Verbatim responses from the three 
organizations covered a wide array of concerns and 


were not terribly specific in nature.  Therefore, it 
became challenging to synthesize these responses 
into themes where improvements could be easily 
made.  In time, the verbatim responses were grouped 
into broad categories.  The most recurring themes 
focused on finding the right balance between quality 
and timeliness, improving communication when 
changes in data structure or timing are necessary, and 
developing additional documentation for data 
products and services.  
 
 
Results from the 2003 and 2004 Statistical 
Information Services Survey 
 
The SIS office receives data inquiries, along with 
other statistical and tax-related questions, from a 
wide variety of customers.  Most of the questions 
received by the SIS office come in the form of phone 
calls or e-mails.  In 2003, a sample of customers 
contacting the SIS office between January and July 
was offered an opportunity to complete the survey.  
In 2004, customers contacting the SIS office between 
March and June were offered an opportunity to 
complete the survey. Table 4 highlights response 
rates from the 2003 and 2004 SIS survey. 
 
Table 4 – Survey Response Rates for the SIS 
Customer Survey 
 


 Surveys Distributed Response Rate 


2003 259 55% 


2004 425 43% 


 
As shown above, the overall response rate dropped 
between 2003 and 2004.  Declines in response rates 
remain a challenging problem.  SOI needs to explore 
all viable options at its disposal to reverse this 
discouraging, downward trend in response rate.  In 
fact, several steps are currently under way to address 
the drop in participation in the survey.  Possible 
changes being considered for the upcoming 2005 
survey include developing a multimode survey and 
updating the format of the survey. 
 
Table 5a and 5b compare the usefulness of the SIS 
office’s data and products for 2003 and 2004.  
Separate tables are shown since the response scale for 
this question changed slightly between 2003 and 
2004.  Specifically, the usefulness question asked if 
products and services produced by SOI met the needs 
of the customer.  As previously mentioned, results 
from this question are incorporated into SOI’s 







 


scorecard of performance indicators that are collected 
and disseminated on a quarterly basis.   
 
Table 5a – Usefulness of SIS’s Data and Products 
in 2003  
 


Product Met 
Customer Needs 


2003  


Strongly Agree 52%  
Agree 30%  


Disagree 8%  
Strongly Disagree 5%  


Not Applicable 5%  
 
Table 5b– Usefulness of SIS’s Data and Products 
in 2004   
 


Product Met 
Customer Needs 


2004 


Strongly Agree 43% 
Agree 33% 


Not Sure 10% 
Disagree 7% 


Strongly Disagree 7% 
 
Table 5a and 5b show a slight decline in results 
between 2003 and 2004.  Overall, the percentage of 
customers either agreeing or strongly agreeing that 
SOI’s products and services met their needs 
decreased from 82 percent in 2003 to 76 percent in 
2004. 
 
Table 6a and 6b highlight the overall satisfaction 
with the SIS office.  Separate tables are shown since 
the response scale for this question changed between 
2003 and 2004  
 
Table 6a – Overall Satisfaction with SIS in 2003  
 


Overall Satisfaction 2003  


Very High 52% 
High 35% 


Average 11% 
Low 2% 


Very Low 0% 
 
Table 6b – Overall Satisfaction with SIS in 2004 
 


Overall Satisfaction 2004 


Totally Satisfied 44% 
Somewhat Satisfied 42% 


Neither 10% 
Somewhat 


Dissatisfied 
3% 


Totally Dissatisfied 1% 
 
As the tables show, customer satisfaction rates, 
defined as very high or high for 2003 and totally or 
somewhat satisfied for 2004, remained constant over 
the past two years.  The overall rating of customer 
satisfaction was 87 percent in 2003, compared with a 
satisfaction rating of 86 percent in 2004.   
 
Results from the 2003 and 2004 Statistical 
Support Section survey 
 
Table 7 highlights response rates from the 2003 and 
2004 SSS surveys.  Interestingly, the response rate 
for the 2003 and 2004 surveys are nearly identical.   
 
Table 7 – Response Rates for the SSS Customer 
Survey 
 


 Surveys 
Distributed 


Response Rate 


2003 90 74% 
2004 103 75% 


 
Table 8 highlights the usefulness of data and products 
produced by the Statistical Support Section.  As 
mentioned earlier, the SSS employees work as 
consultants, providing statistical assistance to various 
organizations outside of SOI.  These consultants 
provide guidance and expertise related to sampling, 
questionnaire design, cognitive research, and other 
analytical services.  Comparing results between 2003 
and 2004 reveals a slight decline in the overall 
usefulness rating of products and services.  The rating 
was 98 percent in 2003, compared to 95 percent in 
2004. 
 
Table 8 – Usefulness of SSS’s Data and Products 
 


Statistical Support 
Survey 


 
 


2003   2004 
Strongly 


Agree 
73%  70% 


Agree 25% 25% 
Not Sure 2%  3% 
Disagree 0%  1% 


 
Product 
Met  
Customer 
Needs 


Strongly 
Disagree 


0%  1% 


 
 
Table 9 highlights the overall satisfaction with the 
SSS.  The table provides customer satisfaction rates 
for 2003 and 2004.  For the most part, customer 
satisfaction rates remained exceptionally high over 







 


both years.  The overall rating of satisfaction was 99 
percent in 2003, compared with a satisfaction rating 
of 98 percent in 2004.   
 
Table 9 – Overall Satisfaction with SOI 
 


Statistical Support 
Survey 


 
 


2003 2004 
Totally Satisfied 87% 91% 


Somewhat 
Satisfied 


12%      7% 


Neither 0% 2% 
Somewhat 


Dissatisfied 
0% 0% 


Totally 
Dissatisfied 


1% 0% 


 
 


   Overall 
Satisfaction 


No Response 0% 0% 
   
 


Future of Collecting Customer Feedback Within 
the Statistics of Income Division 


 
SOI has recently expanded its survey satisfaction 
initiative to readers and users of the SOI Bulletin.  
The 2004 Summer SOI Bulletin includes a short 
customer satisfaction survey.  Similar to the other 
surveys mentioned in this article, the SOI Bulletin 
survey collects feedback from customers who receive 
the SOI Bulletin on a regular basis.  Respondents are 
asked to tear out, complete, and return the perforated 
survey.  Results from the survey will be used to make 
necessary improvements to the SOI Bulletin.  The 
SOI Bulletin survey is also being distributed to a 
select group of advisors who provide valuable 
opinions and advice to SOI.  Results from this survey 
will be summarized in early 2005.   
 
A commitment has also been made in gathering 
customer feedback regarding internal SOI LAN and 
end-user support.  Recently, SOI distributed an 
electronic customer satisfaction survey to its 
employees.  The purpose of the survey is to gather 
data on the quality and level of service by SOI’s 
Technical Team.  Results from the survey are 
currently being tabulated and analyzed. Final results 
should be available by December 2004. 
 
Finally, SOI is working toward surveying customers 
visiting the TaxStats website.  TaxStats is SOI’s 
website, offering a wide array of tax statistics, tables, 
and information.  In the fall of 1996, a select group of 
IRS products became available to the public on 
TaxStats.  Over the years, TaxStats has grown 
dramatically—now an integral part of the SOI.  


Capturing opinions and perceptions from TaxStats 
users is the next logical area for SOI’s customer 
satisfaction focus.  Specifically, plans are under way 
to develop an automated web-based customer 
satisfaction survey for TaxStats customers.  If all 
goes as planned, SOI may be able to conduct a survey 
of TaxStats customers by the end of 2005.   
 
 
Conclusions 
 
Measuring customer satisfaction will continue to be a 
major priority for SOI.  A commitment to collecting 
and evaluating customer satisfaction data will ensure 
that SOI does not lose its focus on critical issues that 
impact its primary customers.  Furthermore, an 
emphasis on collecting customer satisfaction data 
will reinforce the SOI culture of providing 
outstanding service to customers.  As is evident from 
the data presented in this paper, SOI has done an 
excellent job of exceeding the expectations of its 
customers.  However, SOI should not rest on its 
successes, but, instead, work even harder to ensure 
that it continues to meet or exceed the many 
expectations of its customers. 
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NEW ESTIMATES OF THE DISTRIBUTION OF INDIVIDUAL INCOME AND TAXES 
 
Different approaches have been used to measure the distribution of individual income over time.  


Survey data, such as those from the U.S. Census Bureau’s Current Population Survey (CPS) and Survey 
of Income and Program Participation (SIPP), have been compiled with comprehensive enumeration, but 
underreporting of incomes, inadequate coverage at the highest income levels, and omission of a key 
income type jeopardize the validity of results.  Administrative records, such as individual income tax 
returns, may be less susceptible to underreporting of income but exclude certain nontaxable income 
types.  In addition, estimates of change can be unreliable in periods when the tax law has been 
substantially altered.  Record linkage studies have capitalized on the advantages of both approaches, but 
are costly and severely restricted by the laws governing interagency data sharing.  


 
This paper is the fourth in a series examining trends in the distribution of individual incomes and 


tax burdens based on a consistent and comprehensive measure of income derived from individual 
income tax returns.1,2,3  In the three previous papers, we demonstrated that the shares of income 
accounted for by the highest income-size classes have clearly increased over time, although some of 
this increase was tempered by corresponding increases in the shares of taxes paid by these groups.  We 
also demonstrated the superiority of our comprehensive and consistent income measure, the 1979 
Retrospective Income Concept, particularly in periods of tax reform. 


 
In this paper, we continue the analysis of individual income and tax distributions. The paper has 


four sections.  In the first section, we briefly summarize this measure of individual income derived as a 
“retrospective concept” from individual income tax returns.  In the second section, we present the 
results of our analysis of time series data on individual incomes and taxes.  Next, we estimate Lorenz 
curves and compute Gini coefficients from these data and summarize our findings.  Finally, data 
sources, limitations, and conclusions are presented. 


 
 


DERIVATION OF THE 1979 RETROSPECTIVE INCOME CONCEPT 
 
The tax laws of the 1980’s and 1990’s made significant changes to both the tax rates and definitions 


of taxable income.  The tax reforms of 1981 and 1986 significantly lowered individual income tax rates, 
and the latter also substantially broadened the income tax base.  The tax law changes effective for 1991 
and 1993 initiated rising individual income tax rates and further modifications to the definition of 
taxable income.1,2,3  Law changes effective for 1997 substantially lowered the maximum tax rate on 
capital gains.  With all of these changes, the questions that arise are what has happened to the 
distribution of individual income, the shares of taxes paid, and average taxes by the various income-size 
classes? 


 
In order to analyze changes in income and taxes over time, consistent definitions of income and 


taxes must be used. However, as noted above, the Internal Revenue Code has been substantially 
changed in the last 22 years—both the concept of taxable income and the tax rate schedules have been 
significantly altered. The most commonly used income concept available from Federal income tax 
returns, Adjusted Gross Income (AGI), was designed to facilitate tax administration, and its definition 
has changed over time to reflect modifications to the Internal Revenue Code.  These changes made it 
difficult to use AGI for inter-temporal comparisons of income. 


 
For this reason, an income definition that would be both comprehensive and consistent over time 


was developed.4,5,6,7  The 1979 Retrospective Income Concept was designed to include the same income 
and deduction items from items available on Federal individual income tax returns. Tax Years 1979 







through 1986 were used as base years to identify the income and deduction items, and the concept was 
subsequently applied to later years by including the same income components common to all years.  
As shown in Figure A (see end of file for all figures and tables), the calculation of the 1979 
Retrospective Income Concept includes several items partially excluded from AGI for the base years, 
the largest of which was capital gains.  The full amounts of all capital gains, as well as all dividends and 
unemployment compensation, were included in the income calculation.  Total pensions, annuities, IRA 
distributions, and rollovers were added, including nontaxable portions that were excluded from AGI.  
Social Security benefits were omitted because they were not reported on tax returns until 1984.  Also, 
any depreciation in excess of straight-line depreciation, which was subtracted in computing AGI, was 
added back. 


 
For this study, retrospective income was computed for all individual income tax returns in the 


annual Statistics of Income (SOI) sample files for the period 1979 through 2000.  Loss returns were 
excluded and the tax returns were tabulated into income-size classes based on the size of retrospective 
income and ranked from highest to lowest.  Percentile thresholds were estimated or interpolated for 
income-size classes ranging from the top 0.1 percent to the bottom 20 percent.8,9,10  For each size class, 
the number of returns and the amounts of retrospective income and taxes paid were compiled.  From 
these data, income and tax shares and average taxes were computed for each size class for all years.  
Table 1 presents the income thresholds for all of the years.   


 
 


THE DISTRIBUTION OF INCOME AND TAXES 
 
With this database, we sought to answer the following questions—have the distribution of 


individual incomes (i.e., income shares), the distribution of taxes (i.e., tax shares), and the average 
effective tax rates  (i.e., tax burdens) changed over time?  As a first look at the data, we examined the 
income thresholds of the bottom (or entry level) of each income-size class and a clear pattern emerged. 
While all of the income thresholds have increased over time, the largest increases in absolute terms, and 
on a percentage basis, were with the highest income-size classes. 


 
For example, while $233,539 was needed to enter the top 0.1 percent for 1979, $1,696,322 was 


needed for entry into this class for 2000.  This represents a more than 626-percent increase.  Also, while 
$79,679 of retrospective income was needed to enter the top 1-percent size class for 1979, $354,035 
was needed for entry into this size class for 2000, an increase of 344 percent.  For the top 20 percent, 
the threshold increased by 157 percent, and, for the bottom 20 percent, the increase was only 118 
percent.  Since much of these increases are attributable to inflation, we computed constant dollar 
thresholds, using the Consumer Price Index, which are plotted in Figure B and shown in Table 2.11 


 
What is most striking about these data are the changes between 1979 and 2000 for the various 


income-size percentile thresholds.  For example, the threshold for the top 0.1 percent grew (using a 
1982-1984 base) from $321,679 for 1979 to $985,088 for 2000, an increase of 206 percent.  Similarly,   
the threshold for the taxpayers in the 1-percent group rose from $109,751 for 1979 to $205,595 for 
2000, an increase of over 87 percent.  However, the thresholds for each lower percentile class show 
smaller increases in the 22-year period; the top 20-percentile threshold increased only 8.2 percent, and 
the 40-percent and all lower thresholds declined in inflation-adjusted dollars, with larger percentage 
reductions for the smaller income-size classes. 


Income shares 
 
The data on income shares by percentile -size classes are provided in Table 3 (see end of file for 


all figures and tables) and summarized in Figure C (see end of file for all figures and tables) 







for 1979 through 2000.  The share of income accounted for by the top 1 percent of the income 
distribution has climbed steadily from a low of 9.58 percent (3.28 for the top 0.1 percent) for 1979 to a 
high of 21.58 percent (10.49 for the top 0.1 percent) for 2000. While this increase is quite steady, there 
were some significantly large jumps, particularly for 1986, due to a surge in capital gains realizations 
after the passage, but before implementation, of the Tax Reform Act of 1986 (TRA).  The top 1-percent 
share also increased for 1996 through 2000, when sales of capital assets also grew considerably each 
year.  Notable declines in the top 1-percent share occurred in the recession years of 1981 and 1990-
1991. 


 
This pattern of an increasing share of total income is mirrored in the 1-to-5 percent class but to a 


considerably lesser degree.  For this group, the income share increased from 12.60 percent to 15.25 
percent in this period.  All of the other lower percentile -size classes, from the 5-to-10 and 10-to-20 
percent classes to the four lowest quintiles, show declines in shares of total income over the 22-year 
period.  Overall, the top quintile increased its share of total income from 50 percent for 1979 to over 62 
percent for 2000. 


 
Tax shares 


 
Data on tax shares by the percentile -size classes are shown in Table 4 (see end of file for all figures 


and tables) and summarized in Figure D(see end of file for all figures and tables).12   The share of taxes 
accounted for by the top 1-percent group also climbed steadily in this period, from initially at 19.75 
percent (7.38 for top 0.1 percent) for 1979, then declining to a low of 17.42 percent for 1981, before 
rising to 36.30 percent (19.44 for top 0.1 percent) for 2000.   The corresponding percentages for 2000 
for the 1 percent and 0.1 percent groups are 37.68 and 19.44 percent, respectively accounting for the 
2000 tax rebate, which is discussed below.  As with incomes, there were some unusually large 
increases, particularly for 1986, but also for 1982, 1983, 1988, 1992, 1993 (the first year of the 39.6-
percent top marginal tax rate), 1995, 1996, 1999, and 2000.  One common feature for all these years 
was that net capital gains reported in AGI showed double -digit growth from the previous year.6,7 


 
The 1-to-5 percent size class exhibited relatively modest change in its share of taxes, increasing 


from 17.53 percent to 19.88 percent in the period.  The 5-to-10 percent class, and all lower income-size 
classes, had declining shares of total tax.  The top quintile increased its share of taxes from 66.82 
percent to 81.09 percent of the total in the 1979 to 2000 period. 


 
Average tax rates 


 
Average tax rates by income-size class are presented in Figure E (see end of file for all figures and 


tables) and Table 5 (see end of file for all figures and tables). What is most striking about these data is 
that the levels of the average tax burdens increase with income size in most years (the only exceptions 
being 1980 and 1986 for just the two highest groups).  The progressivity of the individual income tax 
system is clearly demonstrated. 


 
Despite the fact that the overall average tax rate increased by less than one percentage point 


between 1979 and 2000 (i.e., rising from 13.96 percent to 14.85 percent), the average rate for all but the 
very lowest size class actually declined.13 While this at first appears to be inconsistent, it is clear how 
this did in fact occur – over time, the proportion of income has shifted to the upper levels of the income 
distribution, where it is taxed at higher rates. As for the tax share data, accounting for the 2000 rebate 
had a significant effect, lowering the overall average tax rate to 14.28 percent. 


 
In examining the average tax data by income size, four distinct periods emerge.  First, the average 


tax rates were generally climbing up to the implementation of the Economic Recovery Tax Act (ERTA) 







effective for 1982.  This was an inflationary period, and prior to indexing of personal exemptions, the 
standard deduction, and tax brackets, which caused many taxpayers to face higher tax rates.  (Indexing 
became a permanent part of the tax law for Tax Year 1985.6)  Also, this period marked the recovery 
from the recession in the early 1980’s. 


 
Similarly, average taxes also climbed in the period after 1992, the period affected by the Omnibus 


Budget and Reconciliation Act (OBRA).  This was not surprising for the highest income-size classes, 
ones affected by the OBRA-initiated 39.6-percent top marginal tax rate, but the average tax rate 
increases are also evident in the smaller income-size classes for most years in the 1993 to 1996 period 
as well. 


 
For the majority of intervening years (i.e., 1982 through 1992), average tax rates generally declined 


by small amounts for most income-size classes, although the period surrounding the implementation of 
the 1986 Tax Reform Act (TRA) gave rise to small increases in some classes.  Despite the substantial 
base broadening and rate lowering initiated by TRA, for most income-size classes, the changes to 
average rates were fairly small.  However, it should be kept in mind that individuals can and do move 
between income-size classes. 


 
The rates for the top 0.1 percent clearly show the effects of the 1986 capital gains realizations, in 


anticipation of the ending of the 60-percent long-term gains exclusion, which began in 1987.  The 
average tax rate for this income-size class dropped for 1986, but rose sharply for 1987, before dropping 
again for each of the next three years. 


 
To assess what happened, it is important to look at the underlying data.  The substantial increase in 


capital gains realizations for 1986 swelled the aggregate income and tax amounts for upper income 
classes and also raised the income thresholds of these top classes.  However, since much of the increase 
in income for these size classes was from net long-term capital gains, which had a maximum effective 
tax rate of 20 percent (i.e., a 50-percent maximum marginal tax rate combined with the 60-percent 
exclusion), it is not surprising that the average tax rate for these top size classes declined. 


 
Last, are those years affected by the Taxpayer Relief Act of 1997 (1997 through 2000), where the 


top rate on long-term capital gains was reduced significantly from 28 to 20 percent.  For 1997, the first 
year under this law, when the lower rates were only partially in effect, the average tax rate fell for the 
top 0.1-percent group of taxpayers but increased for all other groups.  However, for 1998, the first full 
year under lower capital gains rates, all groups up to the 40-to-60 percent class had reduced average tax 
rates (while the lowest two quintiles had virtually the same average tax rates).   For all groups (except 
for the 20-40 and the 60-to-80 percent groups in 1999), the average rates returned to increasing for both 
1999 and 2000. 


 
The Economic Growth and Tax Relief Reconciliation Act of 2001 has further reduced marginal tax 


rates over several years.  One of these reductions was an introduction of a ten-percent bracket on the 
first $6,000 ($12,000 if married filing a joint return) of taxable income.  In an attempt to fuel a recovery 
from recession, this reduction was introduced retroactively in the form of a rebate based on Tax Year 
2000 filings.  Therefore, we simulated the rebate on the Tax Year 2000 Individual File to see its effects 
on average tax rates. When the rebate is taken into account, the average rates decreased for all groups, 
except for the top 0.1 and the 1-5 percent, reversing the pre-rebate increases. 


 


LORENZ AND GINI ANALYSIS OF THE DISTRIBUTIONS 
 







To further analyze the data, we estimated Lorenz curves and computed Gini coefficients for all 
years.  The Lorenz curve is a cumulative aggregation of income from lowest to highest, expressed on a 
percentage basis. To construct the Lorenz curves, we re-ordered the percentile classes from lowest to 
highest and used the income thresholds as “plotting points” to fit a series of third-order regression 
equations for each income-size interval in the 22 years, both before- and after-taxes. 


 
Lorenz curves for 1979 and 2000 are plotted in Figure F (see end of file for all figures and tables).  


The 45-degree diagonal or “identity function” in the figure represents the unlikely situation of everyone 
having equal amounts of income.  In this scenario, 10 percent of the tax return filers would account for 
10 percent of the income, as would 50 percent, 90 percent, etc.  Clearly, although such a situation is 
only a mathematical possibility, it is a useful yardstick by which to measure the degree of income 
inequality. 


 
The Lorenz curve for 1979 is above and to the left of that for 2000 — this is because for each 


cumulative percent of tax returns (as measured on the horizontal axis), the cumulative percent of 
income for 1979 (measured on the vertical axis) exceeds that for 2000.  Clearly this is a situation of less 
income inequality for 1979, which is also evident from the income share data in Figure C (see end of 
file for all figures and tables) and Table 3 (see end of file for all figures and tables).  


 
Once the Lorenz curves were estimated for all years, Gini coefficients were calcula ted. Intuitively, 


the Gini coefficient is a measure of the degree of inequality—that is, a higher Gini value represents 
more inequality.  From Figure F (see end of file for all figures and tables), the Gini coefficient is 
measured as follows: 


 
Gini coefficient = Area A  /  (Area A + Area B)  * 100 


 
that is, the Gini coefficient is the estimated area above the Lorenz curve but beneath the 45-degree 
diagonal (i.e., the amount of “inequality”) expressed as a percentage of the entire area below the 45-
degree diagonal.  Thus, if the Lorenz curve were bowed down and to the right, Area A would increase 
thereby increasing the amount of inequality and the magnitude of the Gini coefficient. 


 
Gini coefficients for all 22 years were estimated for both before- and after-tax income distributions 


and are presented in Figure G (see end of file for all figures and tables). The Gini coefficients generally 
increased throughout the 22-year period signifying rising levels of inequality for both the pre- and post-
tax distributions.  This result was not unexpected since it parallels the rising shares of income accruing 
to the highest income-size classes. Over this period, the before-tax Gini coefficient value increased 
from 0.469 to 0.588 (25.4 percent), while the after-tax Gini value increased from 0.436 to 0.551 for a 
slightly higher percentage increase (26.4 percent). 


 
So what has been the effect of the Federal tax system on the size and change over time of the Gini 


coefficient values?  One way of looking at this question is to compare the before- and after-tax Gini 
values.  Although this is not a perfect measure, since the tax law can also affect the pre-tax income 
distribution, it is still a useful comparison.14 


 
From this comparison, two conclusions are clear.  First, Federal income taxation decreases the Gini 


coefficients for all years.  This is not surprising in that the tax rate structure is progressive, with average 
rates rising with higher incomes, so after-tax income is more evenly distributed than before-tax income.  
A second question is whether the relationship between the before-tax and after-tax Gini coeffic ient 
values has changed over time.  From Figure G (see end of file for all figures and tables), the after-tax 
series closely parallels the before-tax series, with reductions in the value of the Gini coefficient ranging 
from 0.027 to 0.037.  The largest differences, which denote the largest redistributive effect of the 







Federal tax system, are usually in the periods of relatively high marginal tax rates, particularly 1979-81 
and for 1993 and later years.15  In fact, simulating the rebate for Tax Year 2000 results in the largest 
difference (0.037) over all the years.  If this would have been the only change in marginal rates of the 
new tax law, the results would be to increase the redistributive effects of Federal taxes.  However, for 
Tax Year 2001 and beyond, the marginal rates of higher income classes will also be reduced over time 
until the highest rate will be reduced from its current value of 39.6 percent to 35 percent for 2006. 


 
To investigate further, the percentage differences between before and after tax Gini values were 


computed and are shown as the fourth column in the figure. These percentage changes in the Gini 
coefficient values, a “redistributive effect,” show a decline ranging from 5.3 to 6.9 percent.  As for the 
differences, the largest percentage changes are for the earliest and latest years, periods when the 
marginal tax rates were high.15  The largest percentage reduction was for 1979, but the size of the 
reduction generally declined until 1986, fluctuated at relatively low levels between 1986 and 1992, and 
then increased from 1993 to 1996.  However, coinciding with the capital gains tax reduction for 1997, 
the percentage change again declined for 1997 through 1999.  Nevertheless, it increased for 2000, with 
and without the rebate included. 


 
So what does this all mean?  First, the high marginal tax rates prior to 1982 appear to have had a 


significant redistributive effect.  But, beginning with the tax rate reductions for 1982, this redistributive 
effect began to decline up to the period immediately prior to the 1986 Tax Reform Act (TRA).  
Although TRA became effective for 1987, a surge in late 1986 capital gains realizations (to take 
advantage of the 60-percent long-term capital gains exclusion) effectively lowered the average tax rate 
for the highest income groups thereby lessening the redistributive effect. 


 
For the post-TRA period, the redistributive effect was relatively low, and it didn’t begin to increase 


until the initiation of the 39.6-percent tax bracket for 1993.  But since 1997, with continuation of the 
39.6-percent rate but with a lowering of the maximum tax rate on capital gains, the redistributive effect 
again declined.  Overall, it appears that the redistributive effect was higher in years that had relatively 
high marginal tax rates for both ordinary and capital gain income. 


 
To further examine the Gini coefficients over time, we began to survey the literature for other 


estimates of Gini values.  While this work is clearly in its infancy, one finding was that our estimates 
generally exceed those of other researchers, particularly those based primarily on Census income 
concepts.16  If each of these is a valid measure of its respective population, the questions that arise are 
“What are the reason or reasons for the differences?” and “Which Gini coefficient series is most valid?” 


 
As stated earlier, distributional studies based on Census CPS and SIPP data clearly have more 


complete coverage of transfer income, which is primarily received at the lower end of the income 
distribution. So from this standpoint, the Census-based data have a clear advantage. However, the tax 
data are based on substantially more complete sampling at the highest income levels and, as our data 
show, much of the increased inequality is attributable to changes to the income shares of these groups.  
Further, the tax data have one other important difference that primarily affects the incomes of the upper 
income groups — the inclusion of realized capital gains. 


 
Another "enhancement" to this work would be to estimate the Gini coefficients directly from 


microdata instead of using estimates derived from using the retrospective thresholds as essentially as 
plotting points to fit a nonlinear model.  While we believe that this would be an improvement, we 
maintain that our application of a relatively consistent methodology for the 22 years in this study would 
not appreciably change any of our findings or conclusions. 


 







Economists generally agree that an ideal measure of income would consist of consumption plus any 
change in net worth.17  Implementing such a concept on a current study of income distribution would be 
very difficult, since changes in asset values are neither widely compiled nor easily measured.  So, while 
the Census-based studies often exclude all capital gains, our study and most others based on tax return 
data generally include “realized” capital gains, a less-than-ideal proxy for all capital gains.  However, 
despite its shortcomings, some estimate of capital income is essential in measuring the income of high 
income-size groups.  And, since capital gains are so highly concentrated at the upper end of the income 
distribution, it is not surprising that our income distribution measures more concentration at higher 
income values, which result in higher estimated Gini coefficient values. 


 
Another issue in Gini estimation concerns the unit of measurement—that is, whether the unit is an 


individual, family, or household, for example.  The tax data are not really any of the above, per se.  
They are a combination of individual and family, based on the filing status elected by the taxpayer.  
Beginning with 1987, a primary taxpayer was required to list the name and Social Security Number of 
any dependents claimed as personal exemptions, even if those dependents had to file their own tax 
returns.  So, even though it would be possible to link such tax returns and aggregate their “family 
income,” the retrospective income concept does not currently include this, treating such dependents as 
separate taxpayers.  As a result, such dependent taxpayers would appear to be low-income, unrelated 
individuals, thereby giving rise to more inequality and higher Gini coefficient values, ceteris paribus. 


 
To attempt to ascertain some measure of this effect, we excluded the returns of dependents claimed 


on a tax return who also filed their own tax returns.  And while this comparison was only for one year, 
we believe it gives a reasonable first look at the degree to which this phenomenon affects estimated 
Gini coefficient values.  For 1997, by excluding these dependents, we calculated a decrease in the Gini 
coefficient value of 0.03, a 5-percent decrease in inequality.  So clearly, the inclusion of the tax returns 
of these dependents does raise the Gini values, but our initial examination of this effect seems to 
indicate that it is quite small. 


 
 


DATA SOURCES, LIMITATIONS, AND CONCLUSIONS 
 
The Statistics of Income (SOI) Division of IRS produces annual studies of individual income and 


taxes by sampling and compiling data from Forms 1040, Individual Income Tax Return.6  Returns were 
selected as part of random, stratified cross-sectional samples.  For this study, returns from these samples 
were then tabulated into size classes of retrospective income, and the percentile thresholds are 
determined by estimation or interpolation.10  


 
Although the retrospective income concept is a consistent measure for inter-year income 


comparisons, it has shortcomings.   First, persons with incomes below the filing thresholds are not 
required to file tax returns and are excluded from the database.  To the extent that the size of the 
nonfiling population changes from year-to-year, such comparisons can be a cause for concern. 
However, for the period of this study, we feel that this is not a major shortcoming, but one that still 
needs further investigation.  Since the focus of this study has been on the upper tail of the income 
distribution, minor changes in the lowest end of the filing population would not be expected to 
influence the top income-size classes by much. 


 
Our data are based on successive cross-sectional samples and are not a panel. In the underlying 


microdata, individuals can move in and out of annual studies, as well as across the thresholds of 
income-size classes.  Also, as previously noted, the database is derived from individual tax return 
filings and is not a family income concept.  No attempt was made to link the income of dependents to 
their parents’ returns.  Cash and in-kind public assistance, as well as earned income tax credit refunds, 







are also excluded from retrospective income.  Further, while Federal individual income taxes are 
included, Social Security (FICA) taxes, corporation income taxes, and excise taxes are not.  Overall, we 
believe that retrospective income is an outstanding measure even though it does have limitations in 
coverage and scope. 


 
Some conclusions can be drawn from examination of these data.  Both the income and tax shares of 


the top 0.1 and 1-percent size classes increased substantially in this period.  The income share of the 1-
to-10 percent group increased modestly, as did its share of the taxes.  The income share of the top 
quintile increased from 50 percent to over 62 percent of the total, and its share of taxes increased from 
two-thirds to nearly four-fifths of the total. 


 
The bottom four quintiles all had declining shares of total income between 1979 and 2000.  Further, 


while the declines in the percentage shares of total income decreased with decreasing income size, the 
percentage changes in the shares were actually largest with the lowest quintiles.  Clearly, the pre-tax 
income shares have shifted upward.  However, the declining shares of pre-tax income of the bottom 
quintiles were somewhat mitigated by their declining shares of taxes. 


 
Concerning average tax rates, most income-size classes had declining average rates between 1979 


and 2000.  These declines halted in the period 1990 through 1995 (depending on percentile class) and 
have been generally increasing ever since.  Overall, the levels of average taxes clearly increase with 
increasing income size, which is conclusive evidence of tax progressivity. 


 
In summary, the upper tail of the income distribution has increased its share of total income at the 


expense of the lower income-size classes.  However, this rise in inequality in pre-tax income has been 
somewhat offset by increases in taxes paid by the top income-size classes, particularly from the tax rate 
increases for 1993 through 1995.  However, starting with 1996, even with these higher tax rates, the 
tremendous growth in capital gains further increased inequality.  This has been compounded by the 
lowering of tax rates on long-term capital gains starting in 1997. 
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Figure A.—Components of the 1979 Retrospective Income Concept for 2000 
Retrospective Income  = 


Salaries and wages1 
Plus (+): 


Interest1 
Dividends1 
Taxable refunds1 
Alimony received1 


Capital gains minus allowable losses reported on Schedule D1 
Capital gains and losses not reported on Schedule D1 
Other gains and losses (Form 4797)1 
Business net income or loss1 
Farm net income or loss1 
Rent net income or loss1 
Royalty net income or loss1 
Partnership net income or loss1 
S Corporation net income or loss1 
Farm rental net income or loss1 
Estate or trust net income or loss1 
Unemployment compensation1 
Depreciation in excess of straight-line depreciation2 
Total pension income3 
Other net income or loss1 
Net operating loss1 


Minus (-): 
Disallowed passive losses (Form 8582)4 
Moving expenses1 
Alimony paid1 
Unreimbursed business expenses4 
_______________________________________________ 
1 Included in adjusted gross income (AGI) for Tax Year 2000. 
2 Adjustment to add back excess depreciation (accelerated over straight-line depreciation) 
deducted in the course of a trade or business and included in net income (loss) amounts. 
3 Includes taxable and tax-exempt pension and retirement distributions, including IRA 
distributions. 
4 Not included in AGI for Tax Year 2000. 


 







Figure B--Constant Dollar Income Thresholds, 1979-2000
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Figure C--Income Shares by Income Percentile Size-Classes, 1979-2000
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Figure D--Tax Shares by Income Percentile Size-Classes, 1979-2000
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Figure E--Average Tax Rates for Income Percentile Size-Classes, 1979-2000
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Figure G—Gini Coefficients for Retrospective Income, 
      Before and After Taxes, 1979 - 2000


Year
Gini Before 


Tax
Gini  After 


Tax
Difference


Percent 
Difference


1979 0.469 0.436 0.032 6.9
1980 0.473 0.442 0.031 6.6
1981 0.471 0.439 0.032 6.8
1982 0.474 0.444 0.030 6.3
1983 0.482 0.455 0.028 5.8
1984 0.490 0.463 0.027 5.6
1985 0.496 0.468 0.027 5.5
1986 0.520 0.492 0.028 5.3
1987 0.511 0.482 0.030 5.8
1988 0.530 0.500 0.030 5.6
1989 0.528 0.500 0.028 5.4
1990 0.527 0.499 0.028 5.3
1991 0.523 0.495 0.028 5.3
1992 0.532 0.503 0.029 5.5
1993 0.531 0.499 0.032 6.0
1994 0.532 0.499 0.032 6.1
1995 0.540 0.506 0.033 6.2
1996 0.551 0.516 0.035 6.3
1997 0.560 0.526 0.035 6.2
1998 0.570 0.536 0.034 6.0
1999 0.580 0.545 0.035 6.1
2000 0.588 0.552 0.036 6.2


2000 Rebate 0.588 0.551 0.037 6.3


 
Figure F -- Lorenz Curves, 1979 and 2000 
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Table 1.-- Income Thresholds for Percentile Size-Classes, 1979-2000   (Whole dollars)
Year 0.10% 0.25% 0.50% Top 1%  Top 5% Top 10% Top 20% Top 40% Top 60%   Top 80%


1979 233,539 150,152 109,134 79,679 41,167 32,586 24,721 15,721 9,356 4,676


1980 278,456 171,202 119,955 85,498 44,570 35,496 26,862 17,002 10,106 5,008


1981 288,339 179,771 129,142 93,679 49,483 39,143 29,451 18,577 11,055 5,504


1982 317,728 191,470 134,595 97,376 51,914 41,237 31,016 19,342 11,637 5,857


1983 363,445 213,885 148,627 105,038 55,429 43,596 32,639 20,127 11,970 6,003


1984 411,066 235,191 161,954 114,370 59,420 46,258 34,543 21,179 12,607 6,306


1985 474,814 265,728 179,536 124,120 63,460 48,923 36,217 22,025 13,201 6,552


1986 609,216 342,917 216,071 147,688 68,347 52,034 38,131 23,059 13,605 6,673


1987 545,319 314,630 212,848 145,646 69,216 53,092 39,050 23,318 13,600 6,358


1988 701,904 387,814 250,835 161,795 73,442 55,524 40,405 24,072 14,104 6,589


1989 705,817 393,483 259,975 169,588 77,552 58,436 42,168 24,906 14,514 6,854


1990 722,864 416,116 269,015 174,721 80,408 60,630 43,689 25,929 15,090 7,095


1991 666,809 396,115 267,079 180,316 83,317 62,421 44,600 26,336 15,349 7,281


1992 786,865 455,489 302,436 197,080 87,389 65,295 46,339 27,380 15,970 7,612


1993 759,407 449,741 301,110 199,399 89,119 66,534 47,206 27,651 16,125 7,785


1994 791,410 468,447 311,544 210,742 93,186 69,118 48,979 28,429 16,658 8,051


1995 863,680 507,161 338,955 224,523 98,420 72,210 50,807 29,339 17,151 8,248


1996 1,005,314 563,882 371,158 246,277 103,489 75,574 52,915 30,443 17,749 8,421


1997 1,192,727 647,477 414,814 268,889 110,949 79,598 55,265 31,962 18,682 8,998


1998 1,343,653 723,767 469,602 301,513 120,262 84,904 58,228 33,373 19,603 9,569


1999 1,517,265 815,106 513,424 332,253 126,643 89,172 60,781 34,537 20,194 9,714


2000 1,696,322 902,317 554,335 354,035 134,134 93,715 63,451 36,014 21,065 10,200







Table 2.--Constant Dollar Income Thresholds for Percentile Size-Classes, 1979-2000   (Whole 1982-84 = 100 dollars)
Year 0.10% 0.25% 0.50% Top 1%  Top 5% Top 10% Top 20% Top 40% Top 60%   Top 80%
1979 321,679 206,821 150,322 109,751 56,704 44,884 34,051 21,654 12,887 6,441
1980 337,932 207,769 145,576 103,760 54,090 43,078 32,600 20,633 12,265 6,078
1981 317,205 197,768 142,070 103,057 54,437 43,062 32,399 20,437 12,162 6,055
1982 329,252 198,415 139,477 100,908 53,797 42,733 32,141 20,044 12,059 6,069
1983 364,905 214,744 149,224 105,460 55,652 43,771 32,770 20,208 12,018 6,027
1984 395,636 226,363 155,875 110,077 57,190 44,522 33,246 20,384 12,134 6,069
1985 441,277 246,959 166,855 115,353 58,978 45,467 33,659 20,469 12,269 6,089
1986 555,854 312,880 197,145 134,752 62,360 47,476 34,791 21,039 12,413 6,089
1987 480,034 276,963 187,366 128,210 60,930 46,736 34,375 20,526 11,972 5,597
1988 593,325 327,822 212,033 136,767 62,081 46,935 34,155 20,348 11,922 5,570
1989 569,207 317,325 209,657 136,765 62,542 47,126 34,006 20,085 11,705 5,527
1990 553,071 318,375 205,826 133,681 61,521 46,389 33,427 19,839 11,546 5,428
1991 489,581 290,833 196,093 132,391 61,173 45,830 32,746 19,336 11,269 5,346
1992 560,845 324,654 215,564 140,470 62,287 46,540 33,029 19,515 11,383 5,426
1993 525,541 311,239 208,381 137,992 61,674 46,044 32,669 19,136 11,159 5,388
1994 534,015 316,091 210,219 142,201 62,879 46,638 33,049 19,183 11,240 5,433
1995 566,719 332,783 222,411 147,325 64,580 47,382 33,338 19,251 11,254 5,412
1996 640,736 359,389 236,557 156,964 65,959 48,167 33,725 19,403 11,312 5,367
1997 743,132 403,412 258,451 167,532 69,127 49,594 34,433 19,914 11,640 5,606
1998 824,327 444,029 288,099 187,859 74,930 52,900 36,279 20,793 12,214 5,962
1999 910,723 489,259 308,178 207,011 78,905 55,559 37,870 21,518 12,582 6,052
2000 985,088 523,994 321,913 205,595 77,894 54,422 36,847 20,914 12,233 5,923







Table 3.--Income Shares by Percentile Size-Classes, 1979-2000   (Percentages)
Year Top 0.1%   0.1-1%   1-5%    5-10%  10-20%   20-40%   40-60%   60-80% Low 20%
1979 3.28 6.30 12.60 10.89 16.94 23.91 14.82 8.37 2.89
1980 3.64 6.45 12.46 10.88 16.94 23.83 14.71 8.28 2.83
1981 3.41 6.29 12.59 10.99 17.07 23.79 14.68 8.28 2.90
1982 3.91 6.28 12.46 10.94 17.00 23.71 14.49 8.29 2.91
1983 4.30 6.58 12.68 10.98 16.93 23.38 14.24 8.06 2.84
1984 5.05 6.74 12.78 10.93 16.76 23.04 14.02 7.90 2.77
1985 5.05 7.13 12.96 10.99 16.71 22.81 13.82 7.80 2.73
1986 7.22 8.03 13.16 10.72 16.13 21.79 13.12 7.30 2.56
1987 4.92 7.83 13.49 11.14 16.82 22.62 13.47 7.34 2.38
1988 6.69 8.68 13.53 10.91 16.22 21.75 12.93 7.07 2.22
1989 5.98 8.62 13.80 11.10 16.43 21.85 12.91 7.09 2.24
1990 5.77 8.67 13.81 11.11 16.48 21.86 12.98 7.08 2.26
1991 5.02 8.37 14.17 11.33 16.70 21.97 13.02 7.13 2.29
1992 5.86 8.94 14.18 11.15 16.37 21.50 12.72 6.97 2.30
1993 5.66 8.73 14.31 11.22 16.50 21.52 12.75 6.99 2.31
1994 5.59 8.77 14.44 11.29 16.48 21.45 12.66 6.99 2.32
1995 6.03 9.11 14.62 11.31 16.33 21.11 12.41 6.84 2.24
1996 7.04 9.51 14.78 11.18 16.00 20.62 12.09 6.64 2.14
1997 8.01 9.94 14.90 11.00 15.63 20.07 11.80 6.50 2.14
1998 8.69 10.38 15.15 10.97 15.37 19.54 11.41 6.36 2.14
1999 9.48 10.84 15.29 10.84 15.10 19.13 11.12 6.16 2.04
2000 10.49 11.09 15.25 10.72 14.85 18.69 10.87 6.03 2.02







   Table 4.--Tax  Shares by Percentile Size-Classes, 1979-2000   (Percentages)
Year Top 0.1%   0.1-1%   1-5%    5-10%  10-20%   20-40%   40-60%   60-80% Low 20%
1979 7.38 12.37 17.53 12.54 17.00 20.25 9.71 3.07 0.16
1980 6.20 11.69 17.68 12.77 17.39 20.66 10.04 3.27 0.31
1981 6.28 11.14 17.59 12.92 17.62 20.76 9.99 3.39 0.31
1982 7.37 11.62 17.02 12.57 17.19 20.74 9.70 3.42 0.36
1983 8.51 11.88 16.91 12.51 16.82 20.18 9.52 3.31 0.35
1984 9.42 11.99 16.94 12.47 16.51 19.56 9.38 3.33 0.39
1985 9.50 12.55 16.97 12.51 16.32 19.28 9.22 3.28 0.37
1986 11.97 13.40 17.01 11.81 15.69 18.17 8.70 2.95 0.31
1987 10.20 14.13 18.59 12.35 15.71 17.92 8.13 2.59 0.35
1988 12.48 14.68 18.09 11.72 15.22 17.26 7.72 2.49 0.31
1989 10.57 14.25 18.73 11.93 15.71 18.02 7.92 2.53 0.30
1990 10.31 14.40 18.44 11.83 16.05 18.03 8.09 2.49 0.32
1991 9.94 14.11 18.88 12.09 16.19 18.23 7.84 2.40 0.28
1992 11.77 14.97 18.68 11.78 15.46 17.46 7.40 2.23 0.26
1993 12.67 15.65 18.53 11.95 14.84 16.92 7.12 2.09 0.23
1994 12.45 15.63 18.82 12.00 14.94 16.77 7.02 2.09 0.23
1995 13.39 16.17 18.73 11.97 14.55 16.27 6.70 2.00 0.23
1996 14.88 16.74 18.74 11.60 14.01 15.53 6.39 1.88 0.22
1997 15.39 17.30 18.75 11.44 13.72 15.00 6.30 1.86 0.24
1998 16.33 17.37 19.28 11.48 13.20 14.30 5.92 1.87 0.25
1999 17.33 17.71 19.62 11.21 12.88 13.60 5.66 1.74 0.23
2000 18.70 17.60 19.40 11.02 12.64 13.18 5.51 1.71 0.24


2000 Rebate 19.44 18.24 19.88 11.09 12.43 12.44 4.85 1.39 0.23







   Table 5.--Average Tax Rates by Percentile Size-Classes, 1979-2000   (Percentages)
Year Total Top  0.1% 0.1 - 1%   1-5%    5-10%  10-20%   20-40%   40-60%   60-80% Low 20%
1979 13.96 31.41 27.43 19.42 16.08 14.01 11.82 9.15 5.11 0.76
1980 14.58 24.86 26.42 20.70 17.12 14.97 12.64 9.95 5.75 1.61
1981 15.12 27.85 26.77 21.14 17.77 15.60 13.19 10.29 6.19 1.63
1982 14.01 26.41 25.93 19.14 16.09 14.16 12.26 9.38 5.78 1.73
1983 12.98 25.69 23.44 17.31 14.79 12.90 11.20 8.68 5.32 1.61
1984 12.93 24.11 22.98 17.14 14.75 12.74 10.98 8.65 5.46 1.82
1985 12.91 24.31 22.72 16.92 14.70 12.60 10.91 8.61 5.43 1.76
1986 13.08 21.69 21.83 16.91 14.41 12.72 10.91 8.67 5.29 1.59
1987 12.92 26.82 23.32 17.81 14.33 12.07 10.24 7.80 4.56 1.90
1988 13.09 24.41 22.13 17.50 14.06 12.28 10.38 7.82 4.62 1.82
1989 12.97 22.92 21.45 17.61 13.95 12.41 10.69 7.96 4.63 1.75
1990 12.79 22.83 21.25 17.08 13.61 12.46 10.55 7.97 4.50 1.80
1991 12.53 24.81 21.15 16.70 13.38 12.16 10.40 7.55 4.22 1.52
1992 12.66 25.44 21.21 16.67 13.37 11.95 10.28 7.36 4.04 1.41
1993 13.06 29.20 23.41 16.90 13.90 11.74 10.27 7.29 3.91 1.30
1994 13.26 29.50 23.61 17.28 14.09 12.02 10.40 7.35 3.95 1.33
1995 13.63 30.22 24.19 17.46 14.42 12.14 10.50 7.36 3.99 1.37
1996 14.09 29.77 24.81 17.87 14.62 12.34 10.61 7.45 3.99 1.44
1997 14.30 27.46 24.88 17.99 14.87 12.55 10.69 7.64 4.09 1.63
1998 14.01 26.34 23.45 17.84 14.67 12.03 10.26 7.27 4.11 1.61
1999 14.42 26.37 23.55 18.50 14.92 12.30 10.25 7.35 4.08 1.66
2000 14.85 26.48 23.57 18.90 15.28 12.65 10.47 7.52 4.20 1.78


2000 Rebate 14.28 26.47 23.49 18.62 14.78 11.96 9.50 6.37 3.30 1.64
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1.  Introduction
    Statistical work conducted within large administrative structures can have 
a somewhat different character than that carried out in exclusively statistical 
settings.  Our experience as the statistical component of a large tax 
collection organization, the U.S. Internal Revenue Service (IRS), certainly 
bears this out.  Although interweaving statistical and administrative 
activities has its limitations, SOI can (and does) act as a focal point for a 
broader and better use of administrative systems for statistical purposes.
    This short "autobiography" highlights the statistical procedures and 
operations that we employ in the SOI Division to meet the many needs of our 
customers.  Section 1 provides a brief introduction to who we are.  Sections 2 
and 3 focus on specifics about our operations, programs, and customers.  
Section 4 consists of a partial list of the challenges before us and invites 
those who have similar challenges to join in a common effort.  In this paper, 
at various points, we also touch on the research activities that are part of 
our daily work.  Full citations are available; the research articles themselves 
can be found in our regular series on the statistical uses of administrative 
records (Alvey, W., Kilss, B. and Jamerson, B. (eds.) 1981-1992).
1.1  Some History
    Histories of statistics, depending on the author, have our profession 
beginning at least as a descriptive activity in China around 2 A.D. (with their 
first Census).  In those early days, there was no separation between the 
statistical and administrative undertakings of government; indeed, the term 
"statistics" comes from the word "state" and, in its original usage, meant 
simply numerical "facts about the state."  Modern statistical inference 
probably began around 1750, although the concept of probability emerged around 
1660 (e.g., Fienberg 1992).  We at IRS have ties to these foundations of our 
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profession, and IRS statisticians proudly see themselves directly linked to 
these traditions.
    Our statistical work at IRS actually began about 80 years ago with 
ratification of the sixteenth amendment to the U.S. Constitution (in 1913) and, 
later that year, the enactment of the first modern U.S. income tax law.  The 
Revenue Act of 1916 required the annual publication of statistics.  Despite 
many revisions to the tax law, the original goal of that Act, to collect 
statistical information on tax collections, continues today.  Specifically, the 
current Internal Revenue Code (which is based on the Tax Reform Act of 1986) 
states that we will --
    "....prepare and publish, not less than annually, statistics reasonably 
    available with respect to the operations of the internal revenue laws, 
    including classifications of taxpayers and of income, the amounts claimed 
    or allowed as deductions, exemptions, and credits."  
For reasons now obscure, the words underlined above were joined together to 
give the IRS statistical operation its name -- the "Statistics of Income (SOI) 
program."
    The U.S. uses a self-assessment system for the collection of most Federal 
taxes.  Under this system, taxpayers, whether individuals or businesses, report 
their financial affairs and calculate their tax liabilities, which are then 
subject to audit by the IRS.  Our basic data source is primarily these tax 
returns and related documents.  While this source is quite different from 
survey-oriented agencies, the SOI program still has the same overall mission as 
other government statistical organizations -- to collect and process data so 
that they become meaningful information and to disseminate this information to 
its customers and users; hence, the title of our article, "Turning 
Administrative Systems into Information Systems."
    The costs of administering the U.S. Federal income tax system are 
substantial; the annual budget of the U.S. Internal Revenue Service for the 
�
                                      -3-
current (1992) fiscal year is $6.7 billion.  The SOI program presently requires 
an annual budget of about $25 million (about 0.4% of the IRS total) to 
accomplish its statutory responsibilities.  If revenues from reimbursable 
studies are also considered, the SOI figure amounts to nearly $28 million.  
Thus, despite its key role in converting administrative data into statistical 
information, the SOI program represents a very small portion of IRS resources 
-- often resulting in a relatively low priority in the overall IRS mission.
    Perhaps our greatest organizational strength is the close relationship we 
have with key government decisionmakers at the highest levels within the U.S. 
Federal executive and legislative branches.  This closeness assures a high 
degree of relevance in our work.  Still, many of our products are prepared for 
and made available to the general public.
                          2.  From Data to Information
    SOI core statistical systems have much in common with those of other 
government statistical organizations (Fellegi 1987).  This section describes, 
in some detail, how these statistical activities are applied in SOI programs.  
Statistical sampling is a major tool in our study designs (Subsection 2.1), and 
computers are a ubiquitous element in our environment.  Data collection is a 
highly structured and disciplined process (Subsections 2.2 and 2.3).  Sample 
estimates are usually obtained by randomization-based weighting of selected 
cases (Subsection 2.4); public-use microdata files are made available after 
being "sanitized" to meet disclosure concerns.  Aggregate tables are compiled 
and frequently published (Subsection 2.5), and research on methods, often 
driven by operating concerns, is conducted in ongoing attempts at improvement.
2.1  SOI Sample Design and Selection.-- U.S. tax returns are filed and 
administratively processed in one of ten IRS regional locations, called 
"service centers."  Once processed, the data from each of these centers are 
compiled into a computerized "master file" system which is the administrative 
backbone of the agency.  SOI operations begin by sampling returns from the 
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master file system; the master file offers a sampling frame that enables use of 
efficient and sophisticated sample designs.
    Generally, statistics compiled for the SOI studies are based on stratified 
probability samples of returns.  As the returns are processed in the master 
file system, they are assigned sampling strata based on criteria such as income 
(or other measures of economic size), industry, and presence of supplemental 
forms or schedules.  Each taxpayer, whether an individual or business, has a 
unique number -- the social security number for individuals and the employer 
identification number for businesses.  These unique taxpayer identification 
numbers (TIN's) are used as the seed for a pseudo-random number (a transform of 
the TIN) which, along with the sampling strata, determines whether a given 
return is to be selected into the sample.
    The algorithm for generating the TIN transform stays the same from year to 
year.  Consequently, by applying an approach suggested by Ben Tepping and the 
late Morris Hansen (Westat, Inc. 1974), we select any return into the SOI 
sample provided that it falls into a stratum with the same or higher 
probability of selection.  If it falls into a stratum with a lower selection 
probability, the likelihood of selection will correspond to the ratio of the 
second year to the first year's selection probabilities.  (See also Sunter 
1986.)
    Of over 200 million tax returns processed each year for administrative 
purposes, only about half a million are sampled for statistical analysis.  
However, since sampling rates generally increase with increases in the size of 
financial amounts (for example, income or assets), the returns in the samples 
are, on average, disproportionately larger and more complex than those in the 
administrative (population) files.  Thus, in comparison to IRS administrative 
processing, which captures 100 percent of the tax returns but only limited item 
content, SOI programs collectively represent a small overall volume -- however, 
with a proportionately higher fraction of complex returns and much 
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more item content.2.2  Data Capture Techniques.-- After sampling, the 
electronically available information from the master file system is 
substantially augmented with additional data items captured from the (still 
largely paper) tax returns themselves.  Statistical abstraction can take as 
little as a few minutes for a simple return to as long as several days for a 
large multinational corporate return.
    Until a few years ago, the basic SOI information processing was conducted 
in a "batch-mode," involving several operational units at all ten service 
centers.  Within each center, data was manually abstracted from the returns, 
key-entered, and error corrected by different employees in different functional 
units.  A fragmented system such as this denied "ownership" and accountability 
and was not conducive to maintaining high levels of quality.
    To improve the quality and efficiency of SOI field processing, a network of 
minicomputers was built solely for statistical processing.  This new system, 
which is now fully deployed, uses on-line transaction processing so that all 
data capture operations are completed in one pass.  In addition to reducing 
handling costs and removing overlapping responsibilities, accountability and 
ownership have been improved because one person is now responsible for assuring 
the validity of all data processing for any sample case.  (Philosophically, 
although implemented with different hardware and software, this approach 
closely resembles BLAISE, developed by the Netherlands Central Bureau of 
Statistics.)
    Another processing improvement was to reduce the number of field sites to 
just five of the ten IRS service centers.  Programming is done mainly by staffs 
of computer specialists at three "hub" sites.  The backbone of the system is a 
Treasury Department telecommunications network, which electronically links the 
geographically dispersed operations so that data can be efficiently transferred 
between locations.  This capability enables "experts," wherever located, to 
better monitor processing and to accelerate �
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efforts to attain still higher levels of quality.
2.3  Data Cleaning and Completion.-- Due to substantial penalties for 
misreporting, the detailed income and expenditure data on tax returns are 
generally regarded as more reliable than similar survey data.  Even so, SOI 
employees go to great lengths to protect against nonsampling errors, such as 
those due to taxpayer or data entry error.  Extensive on-line tests for 
consistency and reliability are made based on the structure of the tax law and 
the improbability of various data combinations.  Subsamples of work are 
independently reprocessed and compared as a further check.
    Missing data problems arise, albeit infrequently (under 1% of the cases).  
To handle these, missing items can sometimes be obtained through telephone or 
written followups.  More often, though, the missing data are obtained through 
imputation.  For example, an estimate can be made using: other information on a 
return (or in an accompanying schedule); prior-year data for the same taxpayer; 
or data from a "similar" return for the same year.  The multiple imputation 
techniques of Rubin (1987) have proven highly successful too, and their use is 
increasingly applied to our work.
2.4  Weighting and Estimation.-- On the whole, the SOI approach to making 
statistical summaries, using design-based inferences for the calculation of 
estimates and their standard errors, is quite straightforward.  In our 
applications, the probability with which a return is selected for an SOI sample 
depends on the sampling rate prescribed for the stratum in which it is 
classified.  Weights are computed by dividing the (population) count of returns 
filed for a given stratum by the count of sample returns for that same 
stratum.  In some studies, it is possible to improve the estimates by employing 
post-strata, based on supplemental criteria or refinements of those used in the 
original stratification.  Weights are then computed for these post-strata using 
additional population counts -- oftentimes with fairly 
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computer-intensive methods, such as raking ratio estimation.
    Model-assisted estimates and bootstrapping techniques have been explored 
for selected SOI programs, but their deployment remains infrequent.  A 
combination of randomization weighting and model-assisted techniques is now 
used to make preliminary estimates prior to the completion of sampling.  In one 
application, because the cases obtained late in the sampling period are not 
random (they tend to be more complex), propensity score weighting has been 
tried (Czajka, Hirabayashi, Little and Rubin 1991).
2.5  Published Tables and User Analyses.-- Extensive aggregate tables have 
always been produced as part of the SOI program.  While many of these continue 
to be solely for government analysts and policymakers, there is also a large 
(paper) publication effort in the quarterly SOI Bulletin and other annual and 
periodic SOI reports.  Electronic media products are increasingly available on 
magnetic tape, floppy disk, CD ROM, and in a computer bulletin board format.
    Microsimulation modeling "experiments" have become the modus operandi in 
the U.S. and many other countries for policy analysis (Wolfson, Gribble, Bordt, 
Murphy and Rowe 1990).  This is the case for SOI data users as well.  Recently, 
the U.S. National Academy of Sciences made a number of important 
recommendations for improvements to microsimulation modeling (Citro and 
Hanushek (eds.) 1991), and we have begun to rethink our work as a result.  
Prior to the National Academy report, a major redesign effort for our microdata 
products had already begun, and further efforts are now being planned, 
especially on improving metadata (e.g., as in David 1992).
                           3.  Programs and Customers
    SOI data are the key source of information used by the U.S. Treasury's 
Office of Tax Analysis and the Congressional Joint Committee on Taxation for 
revenue estimation and analyzing the functioning of the tax system.  SOI data 
are also used extensively to measure and analyze the U.S. economy in the 
National Income and Product Accounts of the U.S. Commerce Department's Bureau 
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of Economic Analysis.  Other users of SOI data cover a broad spectrum of 
researchers, tax practitioners, and the public at large.  (See Figure A.)  
Equally broad is the wide range of SOI studies.  As briefly described below, 
these studies, numbering nearly 60 in all, encompass topics involving 
individuals, businesses, international activities, nonprofit organizations and 
many other specialized areas.



Figure A. -- Statistics of Income User Inquiries by Type, 1991

                                                                     

        Inquirer                         Telephone          Written
                                                                     

Total                                     100.0%             100.0%

Business:
  Consultant/researcher.................   17.2                9.1
  Accounting firm.......................    4.2               13.0
  Law firm..............................    2.3                8.5
  Other private business................    8.4               12.8

Government:
  Congressional.........................    7.0                2.4
  Internal Revenue Service..............   15.7                1.3
  Other federal government..............    8.0                1.5
  State/local government................    6.9                4.6
  Public library........................    0.5                0.6

Other:
  Trade association.....................    7.0                7.4
  College or university.................    7.1               10.6
  Private citizen.......................    8.3               22.5
  Student...............................    1.5                1.3
  Foreign...............................    1.1                1.0
  Media.................................    4.8                3.5
  Other.................................    0.1                0.0
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3.1  Individual SOI Program.-- Income and tax statistics from individual income 
tax returns have been published annually by the IRS beginning with tax year 
1913.  The content of this and related programs is largely determined by the 
Treasury for use in tax policy analysis and in estimating future tax revenues.  
The needs of other researchers for individual income tax data are addressed on 
a cost-reimbursable basis.
    Historically, the main individual SOI program has been based on large 
annual cross-sectional samples; currently, though, a major redesign of the 
program is being conducted jointly with Treasury (and Congressional) staff  
(Czajka and Walker 1989).  The program is being refocused in three respects: 
    1.  Because the annual cross-sectional samples were not conducive to 
        multi-year modeling, for such events as sales of capital assets, the 
        sample has been redesigned creating a large panel of individuals 
        imbedded within the annual cross-sectional samples.
    2.  Family "economic units," reflecting households rather than individuals, 
        are more desirable as the focus of tax analysis.  Thus, social security 
        numbers of dependents reported on the tax returns of parents are being 
        used to obtain dependents' returns which are linked to parents' returns 
        to form tax family units.
    3.  Finally, stratifiers and selection rates have been restructured to 
        enhance existing samples of returns with greater policy interest, such 
        as those with very high incomes or relatively complex returns.
    In the U.S., providers of income (employers, banks, etc.) must report 
income they receive and submit a summary to the taxpayer and the IRS.  These so 
called "information documents" can be linked to the tax return to verify that 
the return is complete.  In a study just underway, these information documents 
have been linked to tax returns on a record-by-record basis (using social 
security numbers).  The resulting linked file makes it possible to �
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examine the combined income of taxpayers and their dependents.  A striking 
feature of the project is that the combined database covers over 97% of the 
U.S. population.  This high coverage suggests that the U.S. consider giving a 
substantially expanded role to administrative records in census-taking.  
Further work on administrative record census-taking is being planned and could 
well parallel research conducted in Canada and elsewhere (e.g., Jensen 1987; 
Leyes 1991; and van de Stradt 1992).
3.2  SOI Business Programs.-- Although businesses can be legally organized in a 
variety of ways, most U.S. business activity is conducted by corporations, 
partnerships, or sole proprietorships.  Information from SOI programs for these 
three types of businesses are published annually.  For corporations this annual 
series, like that for individuals, goes back to 1913; for sole proprietorships 
and partnerships, the unincorporated types of business, these series go back to 
1917 and 1939, respectively.  In addition to their use in tax policy analysis, 
the sole proprietorship and partnership studies are the only source of data 
available to the Commerce Department for use in estimating unincorporated 
business net income or loss in the National Income and Product Accounts.
3.3  SOI International, Nonprofit, and Estate and Wealth Studies.-- 
International studies are conducted biennially or periodically in two 
broadly-defined areas: foreign investment and activity abroad by U.S. persons 
and investment and activity in the U.S. by foreign persons.  Major statistical 
programs are also conducted annually or periodically on nonprofit organizations.
    Included among the other special studies is a project that examines Federal 
taxes paid at death.  These so-called "estate tax studies" are conducted 
annually based on the returns filed for the estates of very wealthy decedents.  
In addition, SOI periodically undertakes use of estate tax returns and 
mortality rates to estimate the wealth of top (living) wealthholders �
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(Smith and Calvert 1965).  In estimating wealth, we employ the estate 
multiplier technique originated by Mallet in the U.K. in the nineteenth century 
(Mallet 1908).  A long-term research project is also underway based on estate 
tax filings from 1916 to the present to examine intergenerational transfers of 
wealth through inheritance.  All the work for the period 1916 to 1950 has been 
completed and, for some regions of the U.S., data through the mid-1970's have 
been obtained.
                             4.  Shaping the Future
    It goes almost without saying that, as civil servants, we are reluctant 
risktakers.  Despite this seemingly unavoidable tendency, preparing for the 
future is a task full of opportunities.  Some areas where the SOI program is 
shaping, or being shaped by, the future include: the continuing revolution 
going on in statistics, computing, and allied professions; changes in 
management styles and organizational practices (driven largely by Japanese 
successes in quality and productivity); and, last but not least, SOI's attempts 
to address its continuing chronic weaknesses in meeting growing customer needs 
and demands.  Each of these "opportunity challenges" is looked at briefly, 
followed by some concluding remarks.
4.1  Changes in Statistical Practice.-- Historically, SOI, like most government 
statistical agencies, has retained a much stronger "enumerative" or descriptive 
focus than an "analytic" or "inferential" one (Norwood 1989).  For SOI to 
continue this enumerative focus is a major impediment to developing an improved 
structure of information collection and analysis.  Without a doubt, the 
"science" side of our business must be given greater emphasis (as advocated in 
Triplett 1991).  A more analytical focus will not only allow us to continue to 
attract and retain outstanding employees, but it will also bring us closer to 
our customers.  Recent years have seen encouraging trends, with much SOI work 
now being done jointly with our major customers.  The coming improvements in 
microsimulation modeling, partly driven by new SOI �
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longitudinal samples, should see this trend continue.
    Many government statistical agencies, including SOI, have not kept up with 
the explosive growth of statistical theory and methods.  This is ironic 
because, in some cases, important methodological developments are being made 
within the government.  Many such agencies, again including SOI, are trying to 
change this.  Most SOI statistical methods are close to best practice; however, 
the range of tools employed, while growing, remains fairly narrow.  An example 
of the way our methods will continue to grow and modernize is the partnership 
role SOI has taken, under the leadership of the U.S. Federal Reserve Board, in 
periodically mounting the Survey of Consumer Finances -- an exceedingly complex 
series of household interviews designed to estimate personal wealth (Kennickell 
and Woodburn 1992).
    We are also entering into a partnership with the U.S. Bureau of Labor 
Statistics in the use of cognitive methods (e.g., Tanur and Fienberg 1992) as a 
way of improving tax forms (our "questionnaires").  Indeed, there has been an 
increasing institutional acceptance at IRS of this improved approach because it 
both reduces taxpayer burden and elicits more accurate responses.
4.2  Restructuring Management Practices.-- Long-term initiatives are underway 
to improve "quality" management in SOI.  During the 1980's, conventional 
quality control techniques for detecting errors were slowly replaced by quality 
improvement techniques designed primarily to prevent errors.  Japanese 
practices have been studied, and the ideas of both Deming and Juran are being 
implemented (e.g., Deming 1986; Juran 1988).
    Our early piecemeal improvement attempts are now giving way to an 
integrated approach.  In particular, SOI has just begun deploying its second 
annual total quality organization (TQO) plan.  (See Figure B.)
�
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    The five key strategies are: a sharpened focus on customers; increasing 
efforts towards a flatter, more participatory structure to foster change; 
continuing incremental improvements towards deployment of "lean production" 
(Womack, Jones and Roos 1990) in our processing systems; putting tough, 
tangible measurements in place; and, finally, working toward even better plans 
for future years.

�
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    As a result of these initiatives, the relationships between SOI and our 
customers and suppliers are changing.  Productivity and quality gains have 
already been enormous.  For example, in 1980, the SOI program consisted of 26 
projects; now, in 1992, this number has more than doubled to about 60.  
Furthermore, this two-fold growth in programs was accompanied by a parallel 
four-fold increase in the amount of data extracted from the various tax and 
information returns, all at virtually no increase in inflation adjusted- 
costs.  The substantial productivity achieved is due to many factors, including 
methodological enhancements and computing improvements discussed earlier, but 
perhaps most of all to our still early efforts to embrace modern management 
techniques.
    We are proud of what has been achieved so far.  On the other hand, much 
more remains to be done if our new way of doing business is to fully succeed.  
The key to the eventual outcome will be the extent to which all of our people 
are drawn into the process and the degree to which teamwork structures -- 
emphasizing reciprocal responsibility -- replace traditional hierarchies.
4.3  Chronic Weaknesses.-- Despite recent strides, SOI systems continue to have 
major chronic weaknesses.  Two of these, timeliness and access, which may be 
concerns elsewhere, bear some discussion.  Timeliness of SOI studies has become 
a primary focus for improvement and one in which some successes have been 
achieved.  All of the major SOI studies have a sampling period that extends for 
one year (or more) beyond the close of the applicable accounting period to 
ensure the inclusion of late filed returns.  Significant efforts are being made 
to complete statistical processing within a minimum time after the close of the 
filing period.  Forecasts of final results are now becoming more frequent, and 
our plans call for still more to enable projections "on demand."
    Finding ways to obtain wider public access, while protecting taxpayers' 
confidential information, is considered extremely important to SOI.  Tax �
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returns are protected by law from public scrutiny, and strict procedures govern 
the handling of returns and computer tape files containing such information.  
Even after specific identifiers (e.g., name, address, and social security 
number) are removed, the remaining tax return data may still be confidential.  
SOI's main customers (Treasury and the Joint Committee on Taxation) are 
authorized to receive detailed tax return (microdata) files, so computer tape 
files of tax return information are regularly provided.
    Public-use microdata files of individual tax data have been produced 
regularly since 1960.  These files are particularly important since, in the 
U.S., they are the only source of information on high income individuals and 
the only reliable source of information on property income.  Moreover, making 
more tax microdata publicly available to researchers outside of government has 
been done on a very limited basis (Spruill 1983).  Broadening access, despite 
the difficulties (e.g., Dalenius 1988), is being given a new emphasis.  Some 
approaches we plan to examine involve ideas in Paass (1988), Rubin (1991), and 
Duncan and Lambert (1989), among others.
4.4 Concluding Comments.-- In this article there has been some discussion about 
what the Statistics of Income Program is and what it is trying to become.  In 
comparison to most other major U.S. government statistical agencies, SOI is 
small.  Because our mission is highly focused, most of what we do is not widely 
known, even in the U.S., let alone internationally.  We have strong traditions 
that give us a sense of continuity and confidence -- unfortunately, sometimes 
at the price of being overly conservative in the face of a changing environment.
    As part of efforts to meet future goals, SOI has participated in and 
contributed, in a modest way, toward many of the worldwide paradigm shifts now 
sweeping statistics and statistical organizations.  We have benefitted 
especially from the revolution in computing, albeit belatedly; the quality �
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revolution is also one where we started late but where we have made some 
important strides.  Applying newly invented or improved concepts and tools to 
old problems has been energizing; indeed, the excitement has not only led us to 
tackle new problems, it has given us the impetus to "reinvent ourselves."
    We have come to believe that only by reinventing ourselves will we be able 
to successfully address the present and especially the future needs of all our 
customers.  Towards this goal, comments and suggestions are sought.  We invite 
those who have similar challenges to join in a common effort (Hostetter 1992).
�
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Figure B. -- SOI 1993 Total Quality Organization Plan Strategies
                                                                               

    Strategy                                    Strategy                
                                                                               

Customer Focus -- Provide greater 
access to SOI data in a more timely 
and flexible manner. Develop and 
market new products and services 
designed to increase benefits to 
customers.

Employee Focus -- Make SOI a more 
desirable, fulfilling, and 
productive place for people to work. 
For example, build communication 
systems that facilitate a freer 
exchange of information within SOI 
and with customers and suppliers.

Lean Production -- Create data 
processing systems that are "best in 
class". For example, develop the 
                                                                               



capability to accept changes 
throughout project life cycles. 
Reduce the amount of rework or 
corrections needed at each 
processing stage of a project. Help 
suppliers develop and maintain a 
steady workflow and a stable 
workforce.

Measurement Systems -- Integrate and 
improve existing quality and 
resource measurement systems to aid 
project teams in achieving self- 
management.

Planning Processes -- Develop an 
increasingly systematic planning 
process to improve the focus of SOI 
quality initiatives.
�
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Figure B. -- SOI 1993 Total Quality Organization Plan Strategies
                                                                                        

    Strategy                                    Strategy                
                                                                                        

Customer Focus -- Develop new products      Communication Networks  -- Build communica-
designed to benefit customers. Build        tion systems that facilitate free exchange 
long-term relationships with customers.     of information within SOI and among SOI,
Provide greater access to SOI data in       its customers, and suppliers. Make SOI a
a more timely and flexible manner.          more desirable, fulfilling, and produc-
                                            tive place to work.
Lean Production -- Develop processes
to maintain a steady work-flow and a        Measurement Systems -- Integrate and improve 
stable workforce as well as the abil-       existing quality measurement and control 
ity to accept changes throughout proj-      systems. Implement automated tax return 
ect life cycles. Create data edit           control systems. Develop a system to 
systems that are "best in class".           place management of resources in the 
Reduce the amount of rework or cor-         hands of project teams.
rections needed at each processing          
stage of a project.                         Continuous Improvement -- Develop a 
                                            systematic planning process to improve the 
                                            focus of SOI quality initiatives.

                                                                                        


Leyes comment -- need to market new products and services with customer too!
�



Figure B. -- SOI 1993 Total Quality Organization Plan Initiatives
                                                                                       

Goal            Vital Issue               Goal             Vital Issue
                                                                                       

1   Expand Customer Products -              6   Optimize Edit Systems - Create data edit
    Develop new products designed to            systems that make use of the "best of 
    benefit the customer. Build a long-         class" ideas from all SOI systems, are
    term relationship with customers.           easy to use, and provide the best 
                                                product to the customer.

2   Enhance Customer Service - Provide      7   Prevent Rework - Reduce the amount of
    greater access to SOI data in a more        corrections to SOI files after editing 
    timely and flexible manner.                 has been completed.

3   Enhance Employee Career                 8   Manage Quality - Integrate and improve
    Environment - Make the Statistics of        existing quality measurement and control
    Income Division a more desirable,           systems.
    fulfilling, and productive place to
    work.                                   9   Integrate Return Inventory Management
                                                Systems - Implement automated tax return 
                                                control systems for sampled returns
4   Improve Communications - Build              in all SOI studies.
    communication systems that facilitate       
    free exchange of information within     
    SOI and between SOI, its customers,     10  Manage Division Resources - Develop a
    and suppliers.                              system to place management of resources
                                                in the hands of project teams.

5   Lean Production - Develop a process     
    to maintain a steady work-flow and      11  Improve the Planning Process -
    a stable workforce as well as the           Develop a structured planning process
    ability to accept changes throughout        to improve the focus of SOI quality 
    project life cycles.                        initiatives.
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Trends in 401(k) and IRA Contribution Activity, 
1999-2002--Results from a Panel of Matched Tax 


Returns and Information Documents
Peter Sailer and Victoria L. Bryant, Internal Revenue Service,                                             


 and Sara Holden, Investment Company Institute


By combining individual tax returns (Form 1040) 
and information returns (such as Forms W-2 
and 5498) in one panel database, the Statistics 


of Income (SOI) Division has made it possible to study 
trends in contributions by individual taxpayers over time 
to Individual Retirement Arrangements (IRA’s), as well 
as the participation in other types of retirement plans. 
Using a simple random panel of over 71,000 individual 
taxpayers who filed for Tax Years 1999 through 2002, 
this paper will analyze persistency in taxpayers’ contri-
bution activities in traditional IRA’s and in 401(k) plans.  
Several possible factors affecting persistency will be 
considered, including age, marital status, gender, and 
income.   


All of the analysis in this paper is limited to those 
taxpayers who filed for all 4 years in the study--1999–
2002.  In the case of joint returns, primary and secondary 
taxpayers were considered separately.  Weighted, the file 
represents 143.2 million taxpayers, about 81 percent of 
the original 177.0 million who filed for 1999.  Changes 
in marital status or marriage partners did not affect 
inclusion in the study--as long as an individual was 
represented as a taxpayer on a return for all 4 years, he 
or she could be included in the panel.


	Taxpayers’ Use of Traditional IRA’s


At yearend 2002, nearly 50 million taxpayers held 
a total of $2.5 trillion in IRA assets. The bulk of these 
were traditional IRA’s: 40 million taxpayers with $2.3 
trillion in assets. Traditional IRA’s may be contributory 
and/or the result of rollovers from qualified employer-
sponsored retirement plans. This paper focuses on con-
tribution activity among taxpayers in the 1999–2002 
panel dataset. 


	Definition of Traditional IRA Plans  


Individual Retirement Arrangements (IRA’s) were 
created by the Employee Retirement Income Security 
Act (ERISA) of 1974.  These first IRA’s, termed tradi-


tional IRA’s, were still the principal type of IRA’s held 
by most taxpayers in 2002.  In general, contributions 
to traditional IRA’s could be made by individuals who 
received taxable compensation (e.g., wages, salaries, 
commissions, self-employment income).  For 1999 
through 2001, the limit was generally the lesser of 
$2,000 or the individual’s taxable compensation.  For 
2002, the maximum contribution amount was raised to 
$3,000 for taxpayers under age 50, $3,500 for those age 
50 or older (the extra $500 being a “catch-up” contribu-
tion; both catch-up contributions and the higher limits 
were legislated by the Economic Growth and Tax Relief 
Reconciliation Act of 2001 (EGTRRA)).  Additional 
restrictions based on age, coverage by a retirement plan 
at work, income, and filing status limit the amount that 
could be contributed on a tax-deductible basis in any 
particular tax year.  In general, taxpayers less than 70½ 
years of age who were not covered by a retirement 
plan at work could make a traditional IRA contribution 
that would be deductible on their income tax returns.  
However, households with an individual covered by a 
qualified pension plan at work generally found this de-
duction limited based on income level and filing status 
(see Internal Revenue Service, Publication 590, for an 
explanation of the rules).  


	Persistency in Traditional IRA   
 Contributions  


Figure 1 shows that 4.1 million of the taxpayers 
represented by the 1999–2002 panel dataset made con-
tributions to traditional IRA plans for Tax Year 1999.  
Earlier papers explored some of the characteristics of 
individuals making IRA contributions in a given year 
(see Sailer, Gurka, and Holden (2003); and Sailer and 
Holden (2005)).  This paper will explore the persistence 
of the 1999 traditional IRA contributors in following 
years.  Figure 1 shows that, for 2000, only 2.7 million 
of the 1999 participants made contributions.  By 2001, 
only 1.9 million persisted, and, by 2002, the participation 
was down to 1.4 million--34.8 percent of the original 
contributors in 1999.
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One possible reason for dropping out of the IRA 
savings program could be that some taxpayers lost the 
immediate tax incentive of being able to deduct the 
amount contributed.  As discussed earlier, taxpayers 
who were covered by employer-provided pension plans 
had income limits above which IRA contributions could 
not be deducted.  Contributions could still be made by 
taxpayers who exceeded the income limitation, but 
the immediate tax benefit of a deduction would not be 
available. Nevertheless, income generated by the IRA 
investment remains nontaxable until it was withdrawn 
in either event.


Figure 2 divides taxpayers into two groups: Those 
who were eligible for the deduction in all 4 years, and 
those who were not eligible in at least 1 year.  It shows 
that the persistency rate for those who were continuously 
deduction-eligible was higher than for those who were 
not--42.7 percent versus 27.1 percent in the fourth year, 
respectively.


Further research showed that marital status and 
gender were not significant factors in determining 
persistency of traditional IRA contributions.  Age of 
taxpayer, however, did make a difference.  Persistency 
rose steadily from 19.6 percent for taxpayers under age 
25 in the beginning year to 40.4 percent for taxpayers 
in the 45-to-54 age group, then fell off at higher ages 


(Figure 3).  Since age 70½ is the cutoff age for making 
traditional IRA contributions, no persistency was pos-
sible above that age.


Figure 1: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 
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Size of adjusted gross income (the best indicator of 
total household income on the tax return) also made a 
difference although, somewhat unexpectedly, the distri-
bution proved to be bimodal, with the “Under $25,000,” 


Figure 2: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 


2000–2002: Persistence of Contributions
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Figure 3: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 


2000–2002, by Age in 1999
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By 2002, some 3.7 percent of the 1999 contributors 
were no longer eligible to contribute due to their ages.  
Also in 2002, some 12.2 percent no longer had earned 
income (salaries and wages or self-employment income) 
and thus were ineligible.  A total of 21.8 percent of the 
1999 IRA contributors still met the basic age and in-
come requirements, but had opted to save for retirement 
under different plans--401(k) plans, Roth IRAs, SEP 
or SIMPLE IRA plans--or had coverage under another 
employer-sponsored retirement plan.  This left 17.4 per-
cent of the 1999 contributors who were not contributing 
to any pension plan, even though they appeared to be 
eligible to do so.


The motivation of taxpayers who stopped con-
tributing to retirement plans is, of course, a matter of 
speculation.  But the matched database of tax returns 
and information documents does contain information 
that supports somewhat informed speculation.  Look-
ing at the taxpayers who stopped contributing between 


the “$75,000 under $100,000,” and the “$500,000 or 
more” income classes showing lower persistency rates 
(Figure 4).  Persistency is most difficult for lower-in-
come taxpayers, and, given the many other investment 


Figure 4: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 


2000–2002, by Size of AGI in 1999
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Figure 5: Taxpayers with 4-Year Deduction 
Eligibility and Traditional IRA Contributions 
for 1999 Who Filed for 2000–2002, by Size 


of AGI in 1999
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opportunities for those with high incomes, perhaps not 
that relevant for higher-income taxpayers.  The lower 
persistency rates in the middle of the distribution may 
be related to the phaseout of the deductibility of tradi-
tional IRA contributions for some taxpayers at those 
levels.  When only taxpayers who were eligible for IRA 
deductions in all 4 years were considered, persistency 
was higher across all income groups and did not vary 
as much among the lower-to-middle income groups 
(Figure 5).


	Reasons for Leaving the Program


In Figure 6, several factors are considered that may 
have caused taxpayers who contributed to traditional 
IRA plans in Tax Year 1999 not to contribute in sub-
sequent years.  As mentioned previously, reaching age 
70½ disqualifies a taxpayer from making contributions.  
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1999 and each of the 3 succeeding years, Figure 7 shows 
that between 90,000 and 130,000 of these individuals, 
depending on the year, had started making withdrawals 
from their pension plans (information reported on Form 
1099-R).  So, while they were still receiving earned 
income, they were presumably semiretired and no lon-
ger felt the need to build up their pension reserves.  A 
substantial number of these taxpayers were not receiving 
pension income, but had experienced a drop in adjusted 
gross income since 1999, and may not have felt able to 
afford pension plan contributions.  By 2002, these tax-
payers numbered 326,000--over half the individuals who 
had stopped making pension contributions.  A smaller 
number of taxpayers (64,000 for 2002) did not have a 
drop in overall income, but did have a drop in salaries and 
wages (earned income), which may have had a similar 
effect.  And another 92,000 of these taxpayers changed 
employers between 1999 and 2002, or changed from 
employee to self-employed individuals--changes which 
may have disrupted their contribution patterns.


Figure 6: Taxpayers with Traditional IRA 
Contributions in 1999 Who Filed for 


2000–2002


100


65.7
54.3


44.9


6.3


8.8
12.2


13.6
19.8


21.8
1.1


2.3


3.7


17.414.813.4


0


10


20


30


40


50


60


70


80


90


100


1999 2000 2001 2002


Tax Year


Pe
rc


en
t o


f t
ax


pa
ye


rs
 w


ith
 c


on
tr


ib
ut


io
ns


 in
 


19
99


No Coverage
Other Coverage
No Earned Income
Turned 70½
Traditional IRA Contribution


	Taxpayers’ Use of 401(k) Plans


At yearend 2002, nationwide, 401(k) plans had accu-
mulated $1.5 trillion in assets (see Investment Company 
Institute (August 2005)). This paper uses information 
from individuals’ W-2 forms in conjunction with the 
Individual Tax Return (Form 1040) to analyze taxpayer 
contributions to 401(k) plans among taxpayers in the 
1999–2002 panel dataset. 


	Definition of 401(k) Plans  


The key provision of 401(k) plans, which are a type 
of employer-sponsored defined contribution plan, is the 
ability to defer salaries by making before-tax contribu-
tions (deferrals) to an account maintained in the given 
participant’s name.  In most instances, the participant 
directs the investment of the account assets, which 
grow tax-free until they are withdrawn.  In many cases, 
the plan sponsor may make a matching contribution 
(for example, contributing 50 cents for every dollar the 
participant contributes up to 6 percent of salary; for a 
detailed analysis of 401(k) plan participant contribution 
activity, see Holden and VanDerhei (October 2001)). 


Figure 7: Closer Look at Taxpayers With 
Traditional IRA Contributions for 1999 and No 
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Contribution limits in 401(k) plans are higher than 
in IRA’s. In Tax Year 1999, the participant deferral limit 
in 401(k) plans was $10,000 ($10,500 in 2000 and 2001, 
and $11,000 in 2002). “Catch-up” contributions were 
also permitted in 401(k) plans starting in 2002 under 
EGTRRA. 


	Persistency in 401(k) Contributions  


A comparison of persistency in 401(k) contributions 
(Figure 8) to that for the traditional IRA contributions 
(Figure 1) shows that persistency of contributors to 
401(k) plans is much higher.  Over 60 percent of con-
tributors to 401(k) plans in 1999 contributed for the 
following 3 years as well--as compared to 34.8 percent 
for contributors to IRA plans.  


	Note


The views in this paper are those of the authors and 
do not reflect those of the Investment Company Institute 
or its members, nor are they the official positions of the 
Internal Revenue Service.  Any errors are solely the 
responsibility of the authors.
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	Future Research


The Statistics of Income Division is developing 
a larger, stratified panel, which will contain data for 
over 140,000 individual taxpayers.  The data shown in 
this article will be rerun from this larger panel when 
it becomes available. In addition, further analysis of 
taxpayers with 401(k) contributions in 1999 and not in 
later years will be explored. 







- 172 -


saiLer, Bryant, anD hoLDen


Sailer, Peter J. and Nutter, Sarah E., “Accumula-
tion and Distribution of Individual Retirement 
Arrangements, 2000,” SOI Bulletin, Internal 
Revenue Service, Statistics of Income Division, 
Washington, DC, Spring 2004, pp. 121-134.   
(http://www.irs.gov/pub/irs-soi/00retire.pdf).


Sailer, Peter J.; Weber, Michael E.; and Gurka, Kurt 
S. (2002). “Are Taxpayers Increasing the Buildup 


of Retirement Assets?  Preliminary Results from 
a Matched File of Tax Year 1999 Tax Returns and 
Information Returns,” National Tax Association 
Proceedings, 95th Annual Conference on Taxa‑
tion, Washington, DC, pp. 364-369.


U.S. Internal Revenue Service, “Individual Retirement 
Arrangements (IRA’s),” Publication 590, for Tax Year 
2002.  (http://www.irs.gov/pub/irs-prior/p590--2002.pdf).











Improving the Quality of U.S. Tax 
Statistics:  Recent Innovations 


in Editing and Imputation 
Techniques at the Statistics 


of Income Division of the U.S. 
Internal Revenue Service


by Scott M. Hollenbeck, Melissa Ludlum, 
and Barry W. Johnson 










- 1 -


Improving the Quality of U.S. Tax Statistics:  
Recent Innovations in Editing and Imputation 


Techniques at the Statistics of Income Division 
of the U.S. Internal Revenue Service


Scott M. Hollenbeck, Melissa Ludlum, and Barry W. Johnson, Internal Revenue Service


T he Statistics of Income (SOI) Division of the 
United States Internal Revenue Service (IRS) 
is charged by the U.S. Congress with preparing 


and publishing statistics on the U.S. tax system.  SOI 
was established in 1916, soon after the adoption of a 
Federal income tax, and the fi rst SOI report, based on 
tax returns fi led by individuals and corporations, was 
released in 1918.  Early SOI reports were used primar-
ily by the U.S. Treasury Department, the Congress, 
and the Commerce Department for tax research, esti-
mating revenue, and constructing the National Income 
and Product Accounts.  As SOI programs and products 
have expanded, users in other Government agencies, 
academic researchers, the media, and the general pub-
lic have come to rely on tax data produced by SOI for 
studying the U.S. economy and evaluating tax policy 
initiatives (see Wilson, 1988, for a more complete his-
tory of the SOI program).


In order to fulfi ll its directive, SOI has created a 
structured system for transforming administrative data 
into statistical fi les, using its own data collection sys-
tems, wholly autonomous of main IRS tax return pro-
cessing.  SOI annually conducts approximately 110 
different projects involving data collection from tax 
returns and information documents.  Project content is 
developed by working closely with data users to ensure 
both continuity and utility.  Teams of SOI economists, 
computer specialists, statisticians at SOI headquarters 
in Washington, DC, and specially trained employees 
located in IRS submissions processing centers in Geor-
gia, Missouri, Ohio, Texas, and Utah work together to 
extract and perfect information from tax documents in 
order to create statistically valid data.  For most stud-
ies, data are extracted from stratifi ed random samples 
of returns as they are fi led.  


This paper will provide an overview of SOI data 
collection systems, focusing on three main programs—


studies of individual income tax returns, corporate 
income tax returns, and information returns fi led by 
tax-exempt charities and private foundations.  It will 
briefl y outline the three programs and highlight re-
cent innovations, including the use of digital images 
as source documents and the integration of electroni-
cally fi led tax return information with data provided on 
traditional, paper returns.  The paper will also discuss 
procedures used to impute record-level data for returns 
that were selected for SOI samples but unavailable for 
processing, as well as detail the challenges and benefi ts 
of automating the statistical processing of certain elec-
tronically provided data.  Finally, SOI’s use of imputa-
tion to approximate values for missing data items will 
be discussed.


 SOI Individual, Corporate, and Tax-
Exempt Programs


SOI conducts annual studies of returns fi led by in-
dividuals and corporations to report and pay income 
taxes, as well as information returns fi led by tax-exempt 
organizations.  The SOI individual income tax program 
includes information reported on Form 1040 and its at-
tachments (see Internal Revenue Service 2006b), while 
the corporation income tax program includes informa-
tion from Form 1120 and its attachments (see Internal 
Revenue Service 2006a).  SOI studies of tax-exempt or-
ganizations include information captured on Forms 990 
and 990-PF fi led by charities and private foundations, 
respectively.  These organizations operate for charitable 
purposes, such as those that are religious, scientifi c, lit-
erary, or educational, and are exempt from Federal in-
come tax, but are required to fi le information returns an-
nually with the IRS that detail asset holdings, revenue, 
and expenses (see Arnsberger, 2006; Ludlum and Stan-
ton, 2006).  For each of these SOI studies, a stratifi ed 
random sample of returns is selected based on a variety 
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storage capacity has allowed SOI to use data reported 
for previous tax periods to validate current-year val-
ues.  The addition of digital dashboards, which provide 
current statistics on inventory, productivity, and qual-
ity, has helped improve the management of many SOI 
studies.  The following section discusses the impact of 
two important advances, digital imaging and electronic 
fi ling, on SOI programs. 


SOI Return Imaging and Split-Screen 
Edit Systems


In 1998, SOI began producing digital images of tax 
returns and information documents.2  Gradually, SOI 
expanded this operation to include all other tax forms 
and information documents that historically had been 
microfi lmed and stored for research and data correc-
tion or validation.  SOI currently images more than 30 
different IRS forms.  For some forms, the entire popu-
lation is captured digitally, while, for others, only re-
turns selected into SOI samples, or those with select 
characteristics, are imaged.  Depending on the type of 
return, the images are made available to a wide range 
of users, including SOI staff, other IRS functions, the 
U.S. Congress, the U.S. Treasury Department, and, in 
the case of tax-exempt organizations, the general pub-
lic.  In 2006, SOI imaged over 71.5 million tax and in-
formation return pages.


Digital Tagged Image File Format (TIFF) images 
have provided SOI with several opportunities to im-
prove the quality and effi ciency of its operations.  One 
such innovation is the transition from single-view GUI 
Oracle-based data editing applications to more sophis-
ticated split-screen systems.  These systems display an 
electronic copy of the tax return on one side of a 24-
inch, wide-aspect monitor and the GUI data editing ap-
plication on the other.  The return image is displayed at 
full size, although editors are able to use zoom features 
to magnify the image.  In addition, the image and the 
editing system are synchronized, meaning that, as data 
are collected or verifi ed and the editor scrolls or moves 
to new data entry screens, the application automatically 


of return characteristics, using information captured on 
the IRS Masterfi le during administrative processing.1  


In producing statistical fi les from tax return infor-
mation, SOI employs state-of-the-art computer tech-
nology and rigorous data perfection procedures.  Cus-
tom data collection applications, using Graphical User 
Interface (GUI) technology, are designed to correct 
taxpayer errors, reduce nonsampling error, and mini-
mize data collection costs.  For most studies, certain 
core data items extracted from the IRS Masterfi le are 
preloaded for each sampled return.  Specially trained 
workers, known as “editors,” then transcribe and code 
additional information from the returns, schedules, and 
attachments.  They also modify taxpayer reported data 
as needed in order to ensure that the data conform to 
SOI customer specifi cations.  Data are automatically 
validated as they are entered, using computer validity 
checks to verify coded values and key mathematical 
relationships.  In most cases, editors are required to re-
solve potential errors identifi ed by these checks before 
entering additional data.  To monitor overall data qual-
ity, subsamples of edited returns are subjected to item-
by-item quality review.  Finally, subject-matter experts 
carefully review all fi les for accuracy before releasing 
them to customers.


 Recent Technological Innovations


Advances in computer technology that have trans-
formed almost every aspect of daily life in the U.S. have 
also had a tremendous impact on both IRS and SOI op-
erations.  Paper documents submitted to the IRS can 
now be displayed and transmitted in a “paperless” en-
vironment, and electronic data provided to the IRS are 
beginning to replace traditional paper tax and informa-
tion returns.  Improved software systems and increased 
computer-processing capacity have allowed SOI to 
expand interactive testing of data, providing editors 
with instant feedback when money amounts or codes 
are inconsistent with pre-established editing rules.  The 
use of sophisticated editing tools, online dictionaries, 
and calculators has also greatly expanded.  Increased 


1  The IRS transcribes selected data items during initial processing of all tax and information returns.  These data are used for administrative purposes, such as verifying tax 
computations and recording payments.  Collectively, these data are referred to as the IRS Masterfi le in this paper. 
2  Initially, this work was done in partnership with the Tax-Exempt and Government Entities business unit at IRS and The Urban Institute, a Washington, DC, research organi-
zation, to fulfi ll IRS regulations, which require that information returns fi led by nonprofi t institutions be made available to the general public.
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Fiscal year
Document


format
Returns
per hour


Accuracy
rate*


Private foundations
2004 Paper 5.9 99.9
2005 Images 4.8 99.7
2006 Images 5.7 99.9


Charities
2004 Paper 4.5 99.8
2005 Paper 4.5 99.7
2006 Images 4.8 99.8


Figure 1: Tax-Exempt Organization Studies 
Production Statistics


*Accuracy rates are calculated based on data from quality 
review samples and represent the number of error-free data 
items divided by the total number of data items collected.


changes the view of the return presented.  Editors are 
given both online and paper copies of data editing and 
error correction instruction manuals.


The fi rst SOI project to take full advantage of digital 
images was the Private Foundations study.  SOI analysts 
and computer specialists developed a system that uses 
Adobe Acrobat software to present Portable Document 
Format (PDF) images of the tax return, created from 
the TIFF fi les.  Editors are able to use all standard fea-
tures of Adobe Acrobat Reader to view and manipulate 
the images.  While fi eld personnel were initially appre-
hensive about working with images, rather than paper 
documents, when surveyed 5 months after the system 
was introduced, most felt that their work was more en-
joyable in the split-screen environment and advocated 
the adoption of this technology by other SOI projects.  
Figure 1 shows that, while productivity and data quality 
diminished somewhat when the split-screen system was 
introduced, these statistics quickly rebounded to levels 
comparable with paper processing.  After the success 
of this project, split-screen applications were developed 
for other SOI studies, including those of public chari-
ties, tax-exempt bonds, and, most recently, corporation 
income taxes.  Several other split-screen applications 
are in various stages of development.  


While the use of digital images has not had a sub-
stantial impact on the speed or quality with which data 
are input, use of this technology has had important ef-


fects in other ways.  Signifi cantly, because imaging       
allows SOI to process paper returns quickly, SOI’s im-
pact on other areas of IRS that work with paper docu-
ments has been minimized.  The availability of images 
has also reduced the number of missing returns, which 
are returns that were selected for an SOI study but were 
not available to SOI, usually because they were con-
trolled by another IRS function  This has reduced the 
need to impute returns or make sample weight adjust-
ments to reduce sampling bias.


Perhaps the greatest benefi t of working with digital 
images has been the increased availability of documents 
to a geographically disbursed work force.  Economists 
and statisticians in Washington, DC, and editors in fi eld 
locations, such as Ogden, UT, are able to view docu-
ments simultaneously, greatly simplifying problem res-
olution and eliminating the need to mail or fax sensitive 
information between offi ces.  Images are also helpful 
during the post edit phase of data collection.  Once data 
have been collected for the sample of returns selected 
for a study, economists and statisticians further test and 
analyze these data before providing them to customers.  
In the past, when errors were suspected, paper docu-
ments were ordered from the IRS fi les function and 
sent to Washington.  This time-consuming and costly 
process effectively limited research to only those docu-
ments that appeared to contain the most signifi cant er-
rors.  Access to digital images for the entire SOI sample 
of returns for some studies has allowed analysts to look 
at many more returns, improving fi nal data quality.  


Electronic Filing and the Tax Return 
Database—SOI Individual Income Tax 
Study 


Improved communication technology and broad 
dissemination of computer technology in the U.S. have 
allowed IRS to expand its capacity to receive return in-
formation from fi lers in electronic, rather than paper, 
formats.  In 1986, IRS introduced a pilot electronic 
fi ling program, allowing certain taxpayers in three 
U.S. cities to fi le their individual income tax returns 
electronically, via licensed “transmitters,” resulting in 
about 25,000 submissions.  In 1992, the IRS achieved 
another milestone by allowing taxpayers to e-fi le these 
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Fiscal year* 2004 2005 2006
Total filing 
population 131.3 132.8 133.9


Number e-file, 
population 61.5 68.5 72.8


Percent e-file, 
population 46.8% 51.6% 54.4%


Source:  Internal Revenue Service Data Book (2004, 2005, 
2006) Publication 55B


(Numbers in millions)


Figure 2: Electronically Filed Individual 
Income Tax Returns


* Fiscal year runs from October 1 through September 30


returns from home computers, with more than 125,000 
individual income tax fi lers participating in a pilot con-
ducted in the State of Ohio.  IRS annually has expanded 
the individual income tax “e-fi le” program to include 
additional forms and schedules so that approximately 
98 percent of all individual income tax fi lers were eli-
gible to fi le electronically by 1994, with the eventual 
goal of enabling electronic fi ling for all taxpayers.  
Electronic fi ling of individual income tax returns grew 
to more than 73 million in Calendar Year 2006 (see Fig-
ure 2).  In 2007, electronic fi lers whose reported Tax 
Year 2006 adjusted gross income was less than $52,000 
were eligible for free electronic fi ling through selected 
software vendors.  For those with larger incomes, this 
software could be purchased from commercial vendors 
or returns could be electronically fi led by most paid tax 
return preparers, usually for a nominal fee.  


Electronic fi ling provides several benefi ts to taxpay-
ers, including convenience, faster refunds, and accuracy.  
Taxpayers can fi le returns using a number of convenient 
and expedient methods, including from their home 
computers or via their tax preparers.  IRS issues refund 
checks for electronically fi led returns more quickly than 
for those that are paper-fi led.  Generally, IRS issues a 
refund check within 3 weeks of acknowledging an elec-
tronically fi led return; refund checks for paper returns 
are issued within 6 weeks of receipt.3  In addition, elec-


tronically fi led returns are less likely to contain errors, 
due to embedded mathematical tests and program logic 
that automatically provide the proper additional forms 
and schedules based on information entered into the pro-
gram by the fi ler.  As a result, electronically fi led returns 
are 99-percent less likely to generate any correspon-
dence with IRS submissions processing personnel.4  


Electronically fi led individual income tax return 
data that are transmitted to the IRS are currently stored 
in the Tax Return Database (TRDB).  This data set 
contains all of the data items provided for each return, 
as opposed to the more limited number of data items 
retained on the IRS Masterfi le.  Data derived from the 
TRDB have become an important component of SOI’s 
annual individual income tax studies.  Traditionally, 
Masterfi le data were combined with extensive data 
extracted manually from source documents by SOI 
editors, to produce a fi le containing nearly 2,000 vari-
ables.  With the introduction of e-fi le data to the SOI 
individual income tax program, all data items avail-
able from the TRDB for e-fi led returns, as well as data 
items from the Masterfi le, were preloaded to the SOI 
editing system.  SOI editors would then validate the 
data by manually triggering validation tests and then 
making any necessary corrections.  This reduced cost 
by decreasing the time it took to process the e-fi led re-
turns, since the editors did not have to transcribe data 
for these returns, just validate them.  As the IRS has 
expanded the number of forms and schedules that can 
be e-fi led, SOI data transcription costs have decreased 
signifi cantly. 


Although much of the data from e-fi led returns can 
be easily validated using the consistency tests embed-
ded in the SOI edit system, not all line items can be 
handled in this manner.  One of the added benefi ts of 
SOI statistical data fi les over administrative data col-
lected by the IRS when returns are received, is that dur-
ing SOI processing, some data items are reassigned, or 
reallocated, from the way they are originally reported 
by the taxpayer.  For example, in some instances, the 
computer programs that are used to e-fi le Form 1040 
allow the taxpayer to report several similar items on 


3  Source:  IRS Web site, http://www.irs.gov/newsroom/articl/0,,id=108001,00. html.
4  Source:  IRS Web site, http://www.irs.gov/efi le/article/0,,id=118450,00.html.
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MeF Total sample Percent MeF Total sample Percent
Tax-exempt organizations 223 21,700 1.0% 3,700 27,500 13.5%
Private foundations 10 11,450 0.1% 210 11,500 1.8%
Corporations 2,702 146,269 1.8% 23,000 112,400 20.5%


2004 2005
Figure 4:  MeFile Returns in SOI Samples, by Tax Year 


Number Percent of total Number Percent of total Number Percent of total
Estate and trust income tax 1,328,445 35.6% 1,350,186  36.6% 1,360,876 36.8%
Corporation income tax 12,477 0.5% 51,224       2.1% 136,311 5.6%
Small corporation income tax 35,053 1.0% 149,704     4.1% 389,133 10.2%
Partnership income tax 91,159 3.6% 107,571     4.0% 274,721 9.9%
Tax exempt organizations 465 0.1% 3,228         0.4% 11,115 1.3%


Figure 3: Selected Electronically Filed Returns, by Fiscal Year


* Fiscal year runs from  October 1 through September 30
Source:  Internal Revenue Service Data Book (2004, 2005, 2006) Publication 55B 


Type of tax return 2004 2005 2006


a single line of the tax form, but SOI customers of-
ten require separate data fi elds in order to distinguish 
among different types of information.  “Other income” 
is a data item that typically must be reallocated to new 
fi elds by SOI editors.  Taxpayers are allowed to make 
multiple entries for various “other income” sources on 
Form 1040, line 21, all of which are stored together on 
the TRDB, along with brief text descriptions for each 
separate money amount.  In addition to amounts prop-
erly reported as other income on line 21, some taxpay-
ers improperly allocate income amounts to this line that 
should have been reported elsewhere on the return.  In 
both cases, SOI editors will reallocate these amounts 
to different SOI data fi elds, based on the descriptions, 
in order to provide a more accurate picture of a tax-
payer’s income source.  The result for SOI customers 
is a fi le of data from electronic and traditional paper 
sources that is as consistent and as accurate as possible.  
Recently, SOI has automated much of the processing of 
e-fi led individual income tax data using a combination 
of validation tests and data correction and imputation 
procedures described later in this paper.  


Modernized Electronic Filing—SOI 
Businesses and Tax-Exempt Entities 
Studies


Electronic fi ling has gradually spread from forms 
related to the individual income tax to other types of 
tax and information documents processed by the IRS.  
In 1987, IRS introduced e-fi ling for certain business in-
come tax returns.  A major milestone for the IRS was the 
introduction of Modernized Electronic Filing (MeF) in 
2004.  Unlike the earlier system, which collected only 
numeric and character data strings and stored the infor-
mation in traditional databases, MeF, based in Exten-
sible Markup Language (XML), collects both taxpayer 
data and information tags.5  


With the advent of MeF, the IRS greatly expanded 
its capacity for accepting electronically fi led return data, 
including tax returns fi led by businesses and corpora-
tions, as well as information returns fi led by tax-exempt 
organizations.  In 2005, the IRS mandated that certain 
types of fi lers submit their tax returns and information 


5  XML allows developers to set standards for the types of information that should appear in a document, and in what sequence, making it possible to defi ne the content of 
a document separately from its formatting.  This simplifi es the task of reusing the content in other applications but also allows for the recreation of the look and feel of a 
traditional paper document if desired. XML also provides a basic syntax that simplifi es the process of sharing information between different kinds of computers and different 
applications.
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documents electronically.  For tax years ending on or 
after December 31, 2006, all large corporations, those 
with total assets of at least $10 million and that fi led 
at least 250 annual Federal returns (including all excise 
and employment tax returns, as well as wage and in-
come statements that must be fi led for each employee) 
are required to fi le their corporate income tax returns 
(Form 1120) electronically.  Organizations are primarily 
required to provide data in XML format, although some 
PDF documents are allowed, and organizations may ap-
ply for an exemption to the rules if they are able show 
that the rules impose an undue technological or fi nancial 
burden.  For SOI studies of Form 1120, the relatively 
large organizations subject to the new requirement con-
stitute a signifi cant portion of the annual sample.  


Beginning in 2005, the IRS established a mandato-
ry schedule for electronic fi ling of Forms 990 and 990-
PF by charities and private foundations, similar to that 
imposed on corporations.  For tax years ending on or 
after December 31, 2006, all public charities with $10 
million or more in assets that fi le at least 250 returns 
annually, and all private foundations and nonexempt 
charitable trusts, regardless of asset size, that fi le 250 
or more returns annually are required to fi le electroni-
cally.  Again, these relatively large organizations rep-
resent signifi cant portions of SOI samples of charities 
and private foundations.  Figure 3 shows the growth in 
electronic fi ling for selected entities.  


Integration of XML Data


Beginning in 2006, SOI, working with other func-
tional areas in IRS, developed programs to render return 
images from the MeF data in XML format by convert-
ing the data to TIFF images stored on SOI’s comput-
er network.  These images are then available for SOI 
processing and are being seamlessly integrated with 
scanned digital images of traditionally fi led returns in 
SOI split-screen data collection applications.  There are 
subtle differences between the rendered and traditional 
images, the most signifi cant being that electronically 
fi led returns generally have fewer attached supporting 
documents, such as balance sheets, appraisals, and in-
come statements, than returns fi led on paper.  Figure 4 
details the number of MeF returns that were included in 
selected SOI study samples.


For corporate and tax-exempt returns fi led electron-
ically, SOI is now working to extract statistical data di-
rectly from the XML code, rather than simply rendering 
images.  The extracted data are being stored in Oracle 
databases and will be made available to SOI projects.  
Field personnel will access the data using either existing 
data editing systems or new systems that look and feel 
similar to the systems used to edit data from paper re-
turns.  In both cases, data will be subjected to extensive 
consistency testing, and editors will have opportunities 
to make corrections and apply codes and other adjust-
ments needed to make data conform to the analytical 
requirements of data users.  It is anticipated that this in-
novation will greatly reduce the cost of data collection 
for the SOI corporate and tax-exempt programs.  


 Unit and Item Nonresponse in SOI 
Samples


In addition to improving the data collection process-
es of SOI programs, recent technological advances have 
allowed SOI to refi ne its methodologies for addressing 
unit and item nonresponse in the individual, corpo-
rate, and tax-exempt organization programs.  A variety 
of computer tests, balancing routines, and ratio-based 
procedures that alter and impute return information are 
used in these techniques.  To assist with the imputation 
of missing information, analysts use data derived from 
a variety of sources, including Masterfi le information, 
prior-year data, and electronically fi led returns.  


Because individuals and organizations that fail to 
fi le required tax and information returns are subject to 
strict penalties and fi nes, unit nonresponse is not a large 
problem in most SOI programs.  However, the need for 
timely data to use for budgeting and planning means 
that a few late fi led returns will be missing at the close 
of an SOI study period, resulting in a sample that “does 
not fully cover the population for the target period of 
interest” (McMahon, 2002).  To adjust for records that 
will be fi led after the close of a study period, SOI uses 
proxies.  These fall into two groups: 1) records created 
using values from prior studies that are updated using 
either survey or publicly available information and 2) 
records for recent prior years that are fi led during the 
selection period.
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Item nonresponse in SOI data fi les most often 
arises when fi lers fail to follow preparation instruc-
tions fully or when SOI programs require data that 
are not directly reported on IRS tax and information 
returns, such as certain corporation and nonprofi t bal-
ance sheet items.  In a few instances, missing data re-
sult when taxpayers neglect to fi le required support-
ing schedules and documents timely.  SOI frequently 
uses data from prior-year returns as the basis for im-
puting these missing values.  Finally, for some pro-
grams, a small number of timely fi led returns are se-
lected for SOI processing, but are unavailable to SOI 
during a study period, primarily because some other 
function of the IRS has control of the documents.  
For these “missing” returns, limited Masterfi le data 
are available, but the detailed data needed to satisfy 
SOI program requirements are not.  For some key 
returns, imputation can be used to construct a valid 
record for statistical purposes; for others, sample 
weight adjustments can be made to ensure that fi nal 
samples represent key characteristics of all returns in 
a fi ling population.


SOI Individual Income Tax Program


In SOI’s sample of individual income tax re-
turns, approximately 3.0 percent of returns that will 
ultimately be fi led for a particular tax year study are 
unavailable to SOI during the period allotted for data 
collection.  For these cases, proxy returns are used 
as substitutes if the proxies are from 1 of the most 
recent 3 tax years.  McMahon (2002) points out that 
these proxy returns more accurately represent data 
for late-fi led returns than the core of timely fi led re-
turns, because late-fi led returns are not randomly 
distributed among tax fi lers.  Thus, making typi-
cal adjustments to design-based sample weights of 
timely fi led returns to represent the unfi led returns 
would bias the resulting estimates.  The use of proxy 
returns is a better alternative; however, this practice 
also seems to introduce some bias.  Research has 
shown that proxy returns systematically understate 
“true” values for late-fi led individual income tax 
returns, especially for those fi lers who derive sub-
stantial income from nonbusiness, nonfarm sources 
(McMahon, 2002).


For timely fi led returns, the use of computer 
tests and balancing routines has become essential 
for correcting errors and estimating missing values 
for certain returns, and are proving especially useful 
for automating the processing of certain electroni-
cally fi led returns in the individual income tax pro-
gram.  Known as “forced balancing,” this methodol-
ogy relies on SOI’s Post Edit Reconciliation Process 
(PERP).  PERP is an automated system of computer 
programs originally designed to ensure that data col-
lected from the myriad forms and schedules that can 
be fi led by individuals in fulfi llment of their annual 
income tax reporting requirements were in balance 
with one another after SOI edit processing had been 
completed.  At its inception, PERP was only used to 
review data, not to alter them in any way.  If forms 
were not in balance, subject-matter experts in SOI 
headquarters would manually review them.  Any 
changes to the fi nal data fi le were initiated through 
the SOI editing system, and, after all changes had 
been made, the return would then be re-evaluated us-
ing the PERP program.  


Use of the PERP system to automatically impute, 
or force into balance, return information was initially 
limited to those returns that were considered “miss-
ing” after they were selected to be a part of the SOI 
sample, typically about 250 returns per year.  Using 
the limited data available for these returns from the 
Masterfi le, routines were created to impute the miss-
ing details of forms and schedules.  These routines 
were designed to ensure that detailed data summed 
to available totals for each form and that data carried 
from one form to another were consistent.  Ratio-based 
adjustments were automatically applied to bring detail 
into balance with totals that had been proven correct 
through other tests embedded in the program. 


As the number of electronically fi led returns 
increased, SOI experimented with using the PERP 
system to process relatively simple e-fi led returns, 
bypassing the normal fi eld review.  Only returns for 
which all fi elds needed for the SOI program were 
available from the TRDB were initially processed 
using PERP; returns containing data items which 
required any sort of reallocation or reclassifi cation 
continued to be processed through the regular SOI 
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Tax year 2004 2005
SOI sample 200,295 292,837
E-file portion of SOI sample:
   Number e-file, SOI sample 64,670   114,897
   Percent e-file, SOI sample 32.3% 39.2%
   Returns processed through PERP 18,193   47,753
   Percent processed through PERP 28.1% 41.6%
   Returns requiring manual editing 28 8
   Returns with change in AGI 14 23
   Returns with change in total tax liability 36 191
   Approximate editing hours saved 1,400 4,100


Figure 5:  E-filed Returns Processed Through PERP


editing program.  Returns eligible for automated pro-
cessing were identifi ed at the time of sampling.  If these 
returns satisfi ed all the PERP tests, meaning the return 
was internally consistent, the return was considered 
fi nished and added to the fi nal SOI study fi le.  If an er-
ror was detected, the return was either passed through 
the tests of the regular editing process by an editor, or 
manually reviewed and adjusted by a National Offi ce 
analyst, depending on the complexity of the problem.  


Tax Year 2004 was the fi rst year that e-fi led returns 
were processed automatically through the PERP pro-
gram without having fi rst been processed through the 
regular SOI editing system.  In Tax Year 2004, the basic 
individual income tax program had a total sample size 
of 200,295 returns, of which 64,670 were e-fi led.  Of 
the e-fi led returns in the sample, 18,193 returns were 
processed solely through the PERP program (see Fig-
ure 5).  For returns that were identifi ed as potentially 
containing errors, most could be resolved by a simple 
review.  Only 28 returns processed using the PERP 
system required National Offi ce analysts to make cor-
rections that were so extensive that it was necessary to 
pass the return data through the regular editing system 
to make the adjustments.  Once corrected and retested 
using PERP, these records were considered “forced 
closed” and added to the fi nal data fi le.  


Income and tax data from electronically fi led re-
turns closed through PERP proved to be quite reliable.  
Only 14 of the more than 18,000 returns processed re-
quired a change in adjusted gross income (AGI) in or-
der to satisfy the PERP tests.  Nearly all of the changes 
to these 14 returns were minimal, most likely due to 
rounding.  There were 36 returns that required a change 


to total tax liability.  As with the AGI corrections, these 
changes were small and resulted in virtually no overall 
change to aggregate tax liability reported for the entire 
sample of returns that were closed through PERP.  


Using PERP to close selected e-fi led returns as a 
part of SOI sample processing proved to be cost-effec-
tive.  The ability to “force close” these returns saved 
a substantial amount of editing time over that which 
would have been required for editors to validate the re-
ported data manually.  To estimate these cost savings, 
the average edit time per return for each sample code, 
computed for e-fi led returns processed manually, was 
multiplied by the number of returns that were closed 
through PERP for each SOI sample code.  For Tax Year 
2004, using the PERP system to force close e-fi led re-
turns saved approximately 1,400 editing hours, includ-
ing overhead costs.  


After reviewing the success of using the PERP sys-
tem to process a large number of returns in Tax Year 
2004, a number of new tests were added to expand the 
program for Tax Year 2005.  In 2005, the SOI sample 
size increased to 292,837 returns, including more than 
50,000 additional electronically fi led returns.  Over 
40 percent of the e-fi led returns in the sample, 47,753 
returns could be forced closed through the expanded 
PERP program.  Of these, only 8 returns required a Na-
tional Offi ce analyst to process the corrections using 
the regular SOI editing program on them.  The rest of 
the returns either passed all the tests or were reviewed 
by National Offi ce analysts and accepted as fi led.  


Like their Tax Year 2004 counterparts, electronical-
ly fi led Tax Year 2005 returns that were closed through 
PERP required few changes to the data.  Just 23 re-
turns had a change in AGI, mostly small changes due 
to rounding.  Just 191 returns had a change in total tax 
liability after being force closed.  Again, the changes 
to these returns resulted in no signifi cant change to the 
aggregate AGI or tax liability of the overall sample of 
electronically fi led returns.  Closing nearly 48,000 re-
turns automatically through PERP resulted in saving 
4,100 hours of editing time, including overhead costs.  
By expanding the number of returns that could be 
forced closed using the PERP program, SOI has greatly 
reduced the cost of collecting data, freed resources for 
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Tax year 1998 1999 2000 2001 2002
Critical cases missing, 
Advance Data File 140 161 242 193 170


Cases that responded 
to SOI Questionaires 76 80 119 89 97


Imputed Cases, Final 
Data File 5 4 0 27 19


Figure 6: Corporate Income Tax Study, Missing Critical Cases


Tax year 1998 1999 2000 2001 2002
Number of returns 
containing imputed 
data


70 68 38 41 33


Percent of returns 
containing imputed 
data


0.05 0.05 0.03 0.03 0.02


Figure 7:  Corporation Income Tax Returns, Imputed Balance 
Sheet Items


other purposes, and enabled the expansion of the Form 
1040 sample size at virtually no cost.  


Another important tool used to validate, correct, 
and impute tax return data in SOI samples is the abil-
ity to browse SOI data collected for a taxpayer in a 
prior tax year.  Prior-year SOI data are not only useful 
to analysts during professional review of PERP error 
logs, but also to editors who are using the regular SOI 
editing programs.  When appropriate, prior-year data 
can be used to fi ll in “missing” data for the current year.  
For example, editors are required to assign an indus-
try code based on information the taxpayer provides on 
Form 1040, Schedule C, Profi t or Loss from Business.  
If editors are unable to determine the appropriate code, 
they can immediately access the assigned code and as-
sociated business description for the previous year and, 
if the business description is the same for both years, 
assign the previous year’s code for the current year. 


SOI Corporation Income Tax Study


SOI studies of corporation income tax data use sev-
eral approaches to impute values in their “Advance” 
and “Final” data fi les for returns considered essential 
to the sample.  In the corporate sample, large or “su-
percritical” cases comprise just 0.3 percent of total re-
turns fi led, but represent approximately 58.0 percent 
of total assets reported in any given year.  Thus, their 
absence would distort the statistical estimates, particu-
larly at the industry level (Davitian, 2005).  For those 
supercritical cases for which no tax return is available, 
an alternate record is built using available data.  Al-
ternate records can be constructed using a combination 
of data from the IRS Masterfi le (in those cases where 
a return was fi led but for some reason is not available 
for SOI processing), data collected from questionnaires 
sent by SOI directly to these corporations, and imputed 
values based on prior-year data.  When possible, data 
provided from a questionnaire are used as the basis for 
an imputed corporate tax record in the SOI Advance 
Data File; however, nonresponse is often a signifi cant 
problem.  Figure 6 shows the number of supercritical 
cases for which returns were missing, by study year, 
along with the number of corporations that responded 
to SOI questionnaires.  It should be noted that some 
apparent nonrespondents in each year are actually cor-


porations that were not required to fi le because they had 
fi led as a subsidiary of a parent corporation that year.  
In most cases, actual return data are available for nearly 
all supercritical cases by the time the fi nal corporation 
income tax data fi le is prepared.


Like most SOI studies, missing data items are rare 
in the corporation income tax program.  For those rela-
tively few cases where a balance sheet entry is missing, 
a ratio-based imputation procedure is used.  The ratios 
are determined using the most recent data available, ei-
ther the specifi c corporation’s prior-year return data (if 
those data were not imputed) or the most current tax 
year data available for the minor industrial group that 
includes the corporation.  If the total asset and liabili-
ties amounts are reported, details are imputed to equal 
these key sums.  If these items are missing as well, they 
are fi rst imputed, and then the details are imputed to in-
sure that the detail balances with the imputed totals (see 
IRS, 2006; Uberall, 1995).  Figure 7 shows that few 
records in SOI corporation data fi les contain imputed 
balance sheet amounts.


SOI Tax-Exempt Organization Studies


SOI studies of tax-exempt organizations also oc-
casionally impute missing large-case returns.  Data are 
imputed based on information reported on previous and 
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subsequent year returns, as well as limited current-year 
data available on the Masterfi le.  In some cases, data for 
the year of interest are reported directly on returns fi led 
for the previous and subsequent years.  Current-year 
data items that cannot be obtained directly from the 
two returns are imputed by applying ratio-based meth-
ods to available data from both alternate years, as well 
as to information available from the Masterfi le.  Less 
typically, if only one alternate-year return is available 
and no supplemental Masterfi le data exist, data from 
the available previous-or subsequent-year are used as a 
proxy for current-year values.  


In addition, SOI studies of tax-exempt organiza-
tions make extensive use of IRS Masterfi le and alter-
nate-year return information in validating and correct-
ing data included on fi nal study-year fi les.  Charities 
and private foundations fi le information returns to re-
port detailed balance sheet and income statement infor-
mation annually in order to demonstrate that they are 
complying with IRS regulations that govern their tax-
exempt status.  Balance sheet information is reported 
on annual Forms 990 and 990-PF for a 2-year period, 
and, for private foundations, assets are valued at both 
book and fair market values.  Private foundations report 
information on charitable distributions made over a 5-
year period on the annual returns that they fi le.  SOI’s 
tax-exempt organization program makes use of these 
interdependencies by integrating return information for 
prior years into the data collection systems, regularly 
using these data to validate and improve information 
provided by a fi ler.  Information reported on subse-
quent-year information returns, when available, is also 
incorporated into adjustments and imputations.  Thus, 
if values for key fi elds are missing or appear incorrect 
for a particular tax year, information from a previous 
year can often be substituted.  IRS Masterfi le data are 
also integrated into these systems and can be used to 
verify or correct a limited number of fi elds.  For exam-
ple, Masterfi le data are used to verify and correct tax-
exemption type codes, which are assigned by the IRS 
when an organization is granted tax-exemption, but are 
also self-reported by fi lers on their annual returns.  


All studies of tax-exempt organizations use ra-
tio-based procedures to impute missing or incorrectly 
reported items, incorporating either prior-year data or 


similar information reported elsewhere on the return.  
Frequently, fi lers will provide lump-sum fi gures for 
key items, such as expenses, assets, or income, while 
SOI programs require that such fi gures be allocated to 
detailed subcategories.  When detailed data for a simi-
lar item are reported elsewhere on the return, editors 
use automated computer routines to impute detailed 
amounts from the reported lump-sum values.  For ex-
ample, if a private foundation reports its end-of-year 
fair market value of total assets as a lump-sum value, 
but detailed data are available for these assets at book 
value, the system uses book value ratios to impute the 
fair market value detail lines.  In cases where similar 
data are not reported on the return and a lump-sum val-
ue is reported, editors use automated computer routines 
to impute detailed amounts from reported lump-sum 
values, based on prior-year data.  For example, chari-
ties are required to report detailed categorizations of 
their expenses, annually.  If only a lump-sum value is 
reported, an automated routine, using ratios based on 
prior-year values, will impute amounts in order to allo-
cate the total among the various detailed categories.  In 
addition, to improve the longitudinal consistency of the 
annual study fi les, editors consistently substitute prior-
year data for certain current-year values.  For example, 
the system generally imputes the beginning-of-year 
book value of total assets for tax-exempt organizations 
based on the end-of-year book value reported on the 
prior-year return.  Figure 8 shows the frequency of im-
puted balance sheet items from returns fi led by chari-
ties and private foundations.


 The Future


It is anticipated that the nature of SOI fi eld opera-
tions and SOI products will change markedly over the 
next decade as the number of returns and information 
documents fi led electronically increases and data pro-
cessing technology continues to evolve.  SOI antici-
pates using technological and effi ciency gains to pro-
vide more information, to provide information more 
quickly, and to produce and provide these data more ef-
fi ciently.  In a recent draft 10-year plan, many changes 
to processes and products are outlined.  Known collec-
tively as “SOI 2016,” this vision of the future assumes 
that within 10 years, SOI will be collecting data in a 
nearly paperless environment, using either the popula-
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Beginning-of-year assets imputed based on prior year return 24,100 77.6 28,409 86.8


Beginning-of-year assets imputed based on current year return 206 0.7 187 0.6


End-of-year book or fair market value assets imputed based on 
current year return 229 0.7 194 0.6


 Tax Year 2003 Tax Year 2004
Figure 8:  Tax-Exempt Organization Returns, Imputed Balance Sheet Items


Percent of 
sample


Percent of 
sampleNumber Number


Item imputed


tion of data provided electronically by fi lers or digital 
images created by SOI or other functions in the IRS.  
These data will be available in real time–that is, as the 
IRS receives returns.


A signifi cant future change to SOI processing will 
be the introduction of Optical Character Recognition, 
Intelligent Character Recognition, or other similar tech-
nologies, which will be used to capture data from paper-
fi led returns in order to speed the data editing process.  
SOI is currently experimenting with these technologies 
and hopes to have a prototype in production by 2008.  
The introduction of automated editing software, cou-
pled with increased use of electronically provided data, 
will change the nature of SOI fi eld operations.  SOI 
staff will continue to edit data and resolve data incon-
sistencies; however, the data transcription burden will 
be nearly eliminated.  In addition, more data testing, er-
ror resolution, and coding will be performed in an auto-
mated, batch mode, prior to editors accessing the data.  
As a result, existing editing resources will be available 
to perform more complicated imputation, correction, 
and analysis.  One area that will almost certainly see 
an increase is the use of longitudinal editing, the use 
of prior-year data to identify and correct outliers and 
anomalies in the data.  


SOI products will also change signifi cantly in the 
next decade.  Automated data cleaning routines and de-
creased transcription costs are already enabling larger 
sample sizes and the use of population fi les for some 
analysis.  Expansion of unedited or forced balanced 
data will allow for sample size increases needed to sup-
port small-area estimates.  In addition, customers have 


expressed particular interest in making greater use of 
panel data, obtaining population data for the creation of 
ad hoc panels and for researching infrequent data items, 
and linking data across tax forms.  SOI is working to de-
velop routines that will fi nd and fi x large value errors in 
the entire population of individual income returns, cur-
rently 135 million records annually, to support some of 
these needs.  Similar efforts are planned for documents 
fi led by tax-exempt organizations and other entities.  
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     Some New Tables for Upper Probability Points of the Largest Root of a 
               Determinantal Equation with Seven and Eight Roots  
                            
                 William W. Chen, Internal Revenue Service 
                
We revisit the Fisher-Girshick-Hsu-
Roy distribution (1939), which has 
interested statisticians for more 
than six decades. Instead of using 
K.C.S. Pillai’s method of 
neglecting higher order terms of 
the cumulative distribution 
function (C.D.F.) of the largest 
root to approximate the percentage 
points, we simply keep the whole 
C.D.F. and apply its natural non-
decreasing property to calculate 
the exact probabilities. At the 
duplicated percentage points, we 
found our computed percentage 
points to be consistent with 
existing tables. However, our 
tabulations have greatly extended 
the existing tables. 
 
In 2002 [1], we were concerned with 
the distribution of the largest 
characteristic roots in 
multivariate analysis when there 
are two to six roots. Now, we will 
extend the size to seven and eight 
roots.Fisher-Girshick-Hsu-Roy(1939) 
discuss this in detail and present 
the joint probability density 
function in general. This well-
known distribution depends on the 
number of characteristic roots and 
two parameters m and n, which are 
defined differently for various 
situations, as described by Pillai 
(1955). The upper percentage points 
of the distribution are commonly 
used in three different 
multivariate hypothesis tests: 
tests of equality of the variance-
covariance matrices of two p-
variate normal populations, tests 
of equality of the p-dimensional 
mean vectors for k p-variate normal 
populations, and tests of 
independence between a p-set and a 
q-set of variates in a (p+q)-
variate normal population. When the 
null hypotheses are true, these 
three proposed tests depend only on 
the characteristic roots of 
matrices using observed samples. 


The problem can be stated as 
follows: using a random sample from 
the multivariate normal population, 
we will compute the characteristic 
roots from a sum of product 
matrices of this sample. We will 
then compare the largest 
characteristic root of the matrices 
with the percentage points 
tabulated in this paper to 
determine whether or not the null 
hypothesis is rejected at a certain 
probability confidence. 
   
There are already many published 
tables that focus on upper 
percentage point tabulations or 
chart the various sizes of roots. 
The best-known contributor in this 
area is Pillai, who gave general 
rules for finding the C.D.F. of the 
largest root and tabulated upper 
percentage points of 95% and 99% 
for various sizes of roots. Other 
contributors, including Nanda 
(1948, 1951), Foster and Rees 
(1957, 1958), and Heck (1960) will 
be discussed in more detail in 
section 2. Section 3 contains the 
joint distribution of s non-null 
characteristic roots of a matrix in 
general form and the C.D.F. of the 
seven and eight largest 
characteristic roots. The algorithm 
used to create the tables in this 
paper is the same as in reference 
[2], and we will not repeat it.  
Also, we will ignore the discussion 
of precision of the results. 
 


   Cumulative Function and Historical 
   Work 


The joint distribution of s non-
null characteristic roots of a 
matrix in multivariate distribution 
was first given by Fisher-Girshick-
Hsu-Roy (1939) and can be expressed 
in the form of (3.1). We further 
extended the distribution of the 
largest characteristic root to 
seven and eight roots.  Even though 
the form of the joint density 
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function is known, it is not easy 
to write out the C.D.F. of the 
largest characteristic root to 
seven roots. To solve this problem, 
two methods can be used to find the 
C.D.F. more easily. Pillai (1965) 
suggests that the C.D.F. of the 
largest characteristic root could 
be presented in determinant form of 
incomplete beta functions. Since 
the numerical integration of each 
of the s factorial multiple 
integrals when the determinant is 
expanded is difficult, he suggests 
an alternative reduction formula 
that gives exact expressions for 
the C.D.F. of the largest root in 
terms of incomplete beta functions 
or functions of incomplete beta 
functions for various values of s.  
An alternative method suggested by 
Nanda (1948) yields the same 
results. He started with the 
Vandermonde determinant and 
expanded it in minors of a row, 
then repeated applied integration 
by part to find the C.D.F. of the 
largest characteristic root. In 
this paper, we use the Pillai 
notation and present the case with 
seven roots in equation (3.2). 
Following this C.D.F. and the 
algorithm previously used, we 
tabulate the upper percentage 
points. 
 
Here, it is useful to review some 
of the published tables and reasons 
to extend the tables. Pillai 
(1956a, 1959) published tables that 
focus only on two percentage 
points: 95% and 99% for s =2,6, m = 
0(1)4, and n varying from 5 to 
1000. Foster and Rees (1957) 
tabulated the upper percentage 
points 80%, 85%, 90%, 95%, and 99% 
of the largest root for s=2, m=-
0.5, 0(1)9, n=1(1)19 (5)49,59,79. 
Foster(1957, 1958) further extended 
these tables for values of s=3 and 
4. Heck(1960) has given some charts 
of upper 95%, 97.5%, and 99% points 
for s=2(1)5, m=-0.5, 0(1)10, and n 
greater than 4. These table values 
can be applied to our statistical 
analysis with some standard 
textbooks as references. For 


example, recently, Rencher included 
the percentage point 0.950 in three 
textbooks [18],[19]). 
  
Without a modern computer, it is 
difficult and tedious to compute 
the whole C.D.F.(3.2) at each 
percentage point. Therefore, 
deleting higher order terms and 
retaining a few lower order terms 
to approximate the roots is a 
reasonable solution. However, this 
approach involves intolerable error 
at lower percentage points, such as 
80%,82.5%,85%,87.5%, 90%, or 92.5%. 
These percentage points are usually 
ignored due to the difficulty of 
their computation, and not due to 
their lack of use. Traditional 
methods treat intermediate 
percentage points by interpolation, 
but without, for example, 85% or 
90% percentage points, it is 
difficult to interpolate 87.5%. In 
recent years, computers have 
gradually matured in memory, speed, 
and flexibility in usage, which has 
greatly changed the methods by 
which we study statistics. In this 
study, we use one of the most basic 
properties of C.D.F. and revisit 
this most important distribution. 
As many percentage points as are 
needed in one computer run are 
included: these are 0.80, 0.825, 
0.850, 0.875, 0.890, 0.900, 
0.910(0.005), 0.995. Different 
authors have selected different m 
and n parameter values, but we 
selected these parameters such that 
all existing table values are 
included. For the parameters 
m=0(1)10 and 
n=3(1)20(2)30(5)80(10),150,200 
(100)1000, our table provides the 
percentage points and probabilities 
while avoiding the interpolation 
problem. 
 
The Distribution Function of Seven 
Characteristic Roots  


Suppose { } { }*
ij


*
ij x  xand  xx ==  are two p-


variate random matrices with 
21 n  and n  the degree of freedom, 


respectively. Assume the two 
multivariate populations have the 
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same covariance matrix: for 
example,  ./nxxS and n/xxS 2


*T*
21


T
1 ==  


When the null hypothesis is true, 
both 21 S  and S  are independent 
estimators of the unknown but equal 
covariance matrices. The joint 
distribution of the roots of the 
determinantal equation 


2211 SnB  and SnA    where0)BA( A ===+θ−  
has been given by Fisher-Girshick-
Hsu-Roy(1939) and can be written as 
: 
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and the parameters m and n are 
defined differently for various 
situations as described by Pillai 
(1955, pp. 118). Following Pillai’s 
method, the cumulative distribution 
function of the largest 
characteristic root for seven and 
eight is given below: 


:isroot  sticcharacterilargest   theof C.D.F.  the7,sWhen =
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                         Upper percentage points of  .900 of theta(p,m,n), 
                       the largest eigenvalue of |B-theta(W+B)|=0,when s=7 
 
                                       m 
 
     n         0       1       2       3       4       5       6       7       8       9       10 
 
     3      .9040   .9188   .9295   .9378   .9442   .9495   .9538   .9576   .9608   .9630   .9644 
     4      .8650   .8842   .8986   .9097   .9186   .9259   .9320   .9371   .9415   .9453   .9490 
     5      .8266   .8497   .8671   .8809   .8920   .9012   .9090   .9156   .9212   .9261   .9307 
     6      .7899   .8160   .8362   .8522   .8653   .8763   .8855   .8935   .9004   .9064   .9116 
     7      .7552   .7838   .8062   .8242   .8391   .8515   .8622   .8714   .8794   .8865   .8927 
     8      .7226   .7533   .7774   .7971   .8135   .8273   .8392   .8495   .8586   .8665   .8737 
     9      .6923   .7244   .7501   .7711   .7888   .8038   .8168   .8281   .8380   .8469   .8548 
    10      .6639   .6973   .7241   .7463   .7650   .7811   .7950   .8072   .8180   .8276   .8363 
    11      .6376   .6717   .6995   .7226   .7423   .7592   .7740   .7869   .7985   .8088   .8181 
    12      .6130   .6478   .6763   .7002   .7206   .7382   .7537   .7674   .7796   .7905   .8004 
    13      .5901   .6253   .6543   .6788   .6999   .7182   .7342   .7485   .7613   .7727   .7832 
    14      .5687   .6042   .6336   .6586   .6801   .6989   .7155   .7303   .7436   .7556   .7664 
    15      .5487   .5843   .6140   .6394   .6613   .6806   .6976   .7128   .7266   .7390   .7503 
    16      .5300   .5656   .5955   .6211   .6434   .6630   .6804   .6960   .7101   .7229   .7346 
    17      .5124   .5480   .5780   .6038   .6263   .6462   .6640   .6799   .6943   .7074   .7194 
    18      .4959   .5314   .5614   .5873   .6100   .6302   .6482   .6644   .6791   .6925   .7048 
    19      .4805   .5157   .5457   .5717   .5945   .6148   .6330   .6495   .6644   .6781   .6906 
    20      .4659   .5009   .5308   .5568   .5797   .6001   .6185   .6351   .6503   .6642   .6769 
    22      .4391   .4736   .5032   .5291   .5520   .5726   .5912   .6081   .6236   .6378   .6509 
    24      .4152   .4490   .4782   .5039   .5268   .5474   .5661   .5832   .5988   .6133   .6267 
    26      .3937   .4267   .4554   .4809   .5036   .5242   .5429   .5600   .5758   .5904   .6040 
    28      .3743   .4065   .4347   .4598   .4823   .5027   .5214   .5386   .5544   .5691   .5828 
    30      .3567   .3881   .4158   .4404   .4627   .4829   .5015   .5186   .5344   .5492   .5629 
    35      .3190   .3486   .3748   .3984   .4198   .4394   .4576   .4744   .4901   .5047   .5184 
    40      .2885   .3162   .3410   .3635   .3840   .4030   .4205   .4369   .4523   .4667   .4802 
    45      .2632   .2894   .3128   .3342   .3538   .3720   .3889   .4048   .4197   .4338   .4471 
    50      .2420   .2666   .2888   .3092   .3279   .3454   .3617   .3770   .3915   .4052   .4181 
    55      .2240   .2472   .2683   .2876   .3055   .3223   .3380   .3528   .3668   .3800   .3926 
    60      .2084   .2304   .2504   .2688   .2860   .3020   .3171   .3314   .3449   .3578   .3700 
    65      .1949   .2157   .2348   .2524   .2688   .2842   .2987   .3124   .3255   .3379   .3498 
    70      .1830   .2028   .2210   .2378   .2535   .2683   .2822   .2955   .3081   .3202   .3317 
    75      .1725   .1914   .2087   .2248   .2399   .2541   .2675   .2803   .2925   .3042   .3154 
    80      .1631   .1811   .1977   .2131   .2276   .2413   .2542   .2666   .2784   .2897   .3005 
    90      .1470   .1636   .1788   .1931   .2065   .2192   .2313   .2428   .2538   .2645   .2747 
   100      .1339   .1492   .1633   .1765   .1889   .2008   .2121   .2229   .2333   .2432   .2529 
   110      .1229   .1371   .1502   .1625   .1741   .1852   .1958   .2060   .2158   .2252   .2343 
   120      .1136   .1268   .1390   .1506   .1615   .1719   .1819   .1915   .2007   .2096   .2182 
   130      .1056   .1179   .1294   .1403   .1506   .1604   .1698   .1788   .1876   .1960   .2042 
   140      .0986   .1102   .1211   .1313   .1410   .1503   .1592   .1678   .1761   .1841   .1919 
   150      .0925   .1035   .1137   .1234   .1326   .1414   .1498   .1580   .1659   .1735   .1810 
   200      .0706   .0792   .0872   .0948   .1021   .1091   .1158   .1223   .1287   .1348   .1408 
   300      .0480   .0539   .0595   .0648   .0699   .0749   .0796   .0843   .0888   .0932   .0975 
   400      .0363   .0409   .0451   .0492   .0532   .0570   .0607   .0643   .0678   .0712   .0746 
   500      .0292   .0329   .0364   .0397   .0429   .0460   .0490   .0519   .0548   .0576   .0604 
   600      .0244   .0275   .0305   .0332   .0359   .0386   .0411   .0436   .0460   .0484   .0507 
   700      .0210   .0237   .0262   .0286   .0309   .0332   .0354   .0375   .0396   .0417   .0437 
   800      .0184   .0208   .0230   .0251   .0271   .0291   .0311   .0330   .0348   .0367   .0384 
   900      .0164   .0185   .0205   .0224   .0242   .0260   .0277   .0294   .0311   .0327   .0343 
  1000      .0148   .0167   .0184   .0202   .0218   .0234   .0250   .0265   .0280   .0295   .0309 
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               Upper percentage points of 0.900 of theta(p,m,n), 
             the largest eigenvalue of |B-theta(W+B)|=0,when s=8 
 
                                     m 
 
     n        0      1      2      3      4      5      6      7      8      9 
 
     5   0.8517 0.8702 0.8845 0.8959 0.9052 0.9124 0.9225 0.9563 0.9570 0.9882 
     6   0.8183 0.8396 0.8563 0.8698 0.8808 0.8897 0.8978 0.9014 0.9096 0.9727 
     7   0.7862 0.8099 0.8286 0.8439 0.8566 0.8667 0.8781 0.8788 0.9019 0.9532 
     8   0.7558 0.7814 0.8019 0.8187 0.8328 0.8446 0.8559 0.8763 0.8994 0.9279 
     9   0.7270 0.7542 0.7761 0.7943 0.8096 0.8226 0.8347 0.8428 0.8664 0.8882 
    10   0.7000 0.7283 0.7515 0.7708 0.7872 0.8012 0.8139 0.8237 0.8385 0.8695 
    11   0.6744 0.7038 0.7280 0.7482 0.7656 0.7806 0.7937 0.8070 0.8163 0.8390 
    12   0.6505 0.6807 0.7056 0.7267 0.7448 0.7606 0.7746 0.7874 0.8013 0.8057 
    13   0.6280 0.6587 0.6843 0.7061 0.7248 0.7412 0.7555 0.7688 0.7826 0.7865 
    14   0.6069 0.6381 0.6641 0.6864 0.7057 0.7227 0.7376 0.7513 0.7665 0.7798 
    15   0.5870 0.6185 0.6449 0.6676 0.6874 0.7048 0.7202 0.7351 0.7468 0.7731 
    16   0.5683 0.5999 0.6267 0.6498 0.6699 0.6877 0.7036 0.7182 0.7341 0.7421 
    17   0.5507 0.5824 0.6094 0.6327 0.6532 0.6713 0.6874 0.7028 0.7153 0.7347 
    18   0.5340 0.5658 0.5929 0.6164 0.6371 0.6555 0.6720 0.6866 0.6981 0.7066 
    19   0.5183 0.5500 0.5772 0.6009 0.6218 0.6404 0.6572 0.6719 0.6841 0.6935 
    20   0.5035 0.5351 0.5623 0.5861 0.6071 0.6259 0.6428 0.6579 0.6713 0.6799 
    22   0.4761 0.5074 0.5345 0.5583 0.5796 0.5986 0.6159 0.6313 0.6450 0.6560 
    24   0.4514 0.4823 0.5092 0.5330 0.5542 0.5734 0.5908 0.6067 0.6205 0.6319 
    26   0.4291 0.4595 0.4861 0.5097 0.5309 0.5501 0.5676 0.5837 0.5982 0.6101 
    28   0.4089 0.4387 0.4649 0.4883 0.5094 0.5286 0.5461 0.5622 0.5768 0.5897 
    30   0.3904 0.4196 0.4454 0.4686 0.4895 0.5085 0.5260 0.5422 0.5569 0.5699 
    35   0.3507 0.3784 0.4031 0.4254 0.4457 0.4643 0.4816 0.4975 0.5123 0.5258 
    40   0.3182 0.3444 0.3679 0.3893 0.4089 0.4270 0.4438 0.4595 0.4741 0.4874 
    45   0.2912 0.3160 0.3383 0.3588 0.3776 0.3951 0.4114 0.4267 0.4410 0.4542 
    50   0.2684 0.2918 0.3131 0.3327 0.3507 0.3676 0.3833 0.3982 0.4121 0.4250 
    55   0.2488 0.2711 0.2913 0.3100 0.3274 0.3436 0.3588 0.3731 0.3866 0.3994 
    60   0.2319 0.2531 0.2724 0.2903 0.3069 0.3225 0.3371 0.3510 0.3641 0.3766 
    65   0.2172 0.2373 0.2557 0.2728 0.2888 0.3038 0.3179 0.3313 0.3441 0.3562 
    70   0.2042 0.2234 0.2410 0.2574 0.2727 0.2871 0.3008 0.3137 0.3261 0.3378 
    75   0.1926 0.2110 0.2278 0.2435 0.2583 0.2722 0.2854 0.2979 0.3098 0.3212 
    80   0.1824 0.1999 0.2160 0.2311 0.2453 0.2587 0.2715 0.2836 0.2952 0.3062 
    90   0.1647 0.1808 0.1958 0.2097 0.2229 0.2354 0.2473 0.2587 0.2696 0.2800 
   100   0.1502 0.1651 0.1790 0.1920 0.2043 0.2159 0.2271 0.2378 0.2480 0.2578 
   110   0.1380 0.1519 0.1648 0.1770 0.1885 0.1994 0.2099 0.2200 0.2296 0.2389 
   120   0.1277 0.1406 0.1527 0.1641 0.1749 0.1852 0.1951 0.2046 0.2138 0.2226 
   130   0.1188 0.1309 0.1423 0.1530 0.1632 0.1730 0.1823 0.1913 0.2000 0.2084 
   140   0.1110 0.1225 0.1332 0.1433 0.1530 0.1622 0.1711 0.1796 0.1879 0.1958 
   150   0.1042 0.1150 0.1252 0.1348 0.1439 0.1527 0.1611 0.1692 0.1771 0.1847 
   200   0.0798 0.0882 0.0962 0.1038 0.1111 0.1181 0.1248 0.1313 0.1377 0.1438 
   300   0.0543 0.0602 0.0658 0.0711 0.0762 0.0812 0.0860 0.0907 0.0952 0.0997 
   400   0.0412 0.0457 0.0500 0.0541 0.0580 0.0619 0.0656 0.0692 0.0728 0.0762 
   500   0.0331 0.0368 0.0403 0.0436 0.0469 0.0500 0.0530 0.0560 0.0589 0.0618 
   600   0.0277 0.0308 0.0338 0.0366 0.0393 0.0419 0.0445 0.0470 0.0495 0.0519 
   700   0.0238 0.0265 0.0290 0.0315 0.0338 0.0361 0.0383 0.0405 0.0426 0.0447 
   800   0.0209 0.0232 0.0255 0.0276 0.0297 0.0317 0.0337 0.0356 0.0375 0.0393 
   900   0.0186 0.0207 0.0227 0.0246 0.0265 0.0283 0.0300 0.0317 0.0334 0.0351 
  1000   0.0168 0.0187 0.0205 0.0222 0.0239 0.0255 0.0271 0.0286 0.0301 0.0316 
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Introduction


The Federal gift tax is one of three taxes
included in the U.S. transfer tax system, which,
simply stated, is a unified system that taxes transfers
of property completed both during life and at death.
The two other components of the U.S. transfer tax
system are the estate tax, applied to the value of
property transferred at death, and the generation-
skipping transfer tax, applied to the value of property
transferred to trust for the benefit of an individual or
individuals two or more generations below that of the
grantor, or donor.


The first Federal gift tax was introduced in
the Revenue Act of 1924.  Congress imposed the
1924 tax after it realized that wealthy Americans
could avoid the estate tax, introduced in 1916, by
transferring wealth during their lifetimes, called inter
vivos giving.  Tax-free inter vivos gifts effectively
negated the estate tax’s capacity to redistribute
wealth accumulated by large estates and removed a
source of revenue from the Federal government’s
reach (Johnson and Eller, 1998).


The first gift tax was short-lived.  Due to
strong opposition against estate and gift taxes during
the 1920s, Congress repealed the gift tax with the
Revenue Act of 1926 (Zaritsky and Ripy, 1984).
Reintroduced in the Revenue Act of 1932, when the
need to finance Federal spending during the Great
Depression outweighed opposition to gift taxation,
the 1932 gift tax allowed a grantor to transfer
$50,000 during his or her life and allowed a $5,000
annual exclusion per gift recipient, or donee.  The
1932 Act set gift tax rates at three-quarters of the
estate tax rates, a level maintained until 1976, when
Congress passed the Tax Reform Act (TRA) of 1976
and created the unified estate and gift tax framework
that consisted of a “single, graduated rate of tax
imposed on both lifetime gift and testamentary
dispositions” (Zaritsky and Ripy, 1984).  The
generation-skipping transfer tax was also introduced
in TRA of 1976.


During the years since 1932, features such
as the marital deduction and rules on split gifts were
introduced to gift tax law, but the predominant
changes to the law were adjustments to the amount of
lifetime exemption and annual exclusion.  A gift is


taxed under the law that is in effect during the year in
which the gift is completed, or given.  According to
transfer tax law in effect for gifts completed in 1997,
the focus of this paper, a grantor was required to file
a Federal gift tax return (Form 709) for transfers of
property in excess of $10,000 per donee, and the
lifetime unified credit—equal to the tax on the
lifetime-giving threshold for 1997, $600,000—was
$192,800.  Under Internal Revenue Code (IRC)
section 2511(a), the gift tax applies to a broad
spectrum of gifts, “whether the gift is in trust or
otherwise, whether the gift is direct or indirect, and
whether the property is real or personal, tangible or
intangible.”  Regulation 25.2511-1(c)(1) provides
that a completed gift, one that is subject to tax, is
“any transaction in which an interest in property is
gratuitously passed or conferred upon another,
regardless of the means or device employed.”


Gift tax data extracted from Federal gift tax
returns provide a glimpse into the economic behavior
of predominantly wealthy Americans.  Such behavior
includes donors’ transfer of money and other assets
to gift recipients and the creation and continued
funding of trusts, both of which are reported on gift
tax returns.  Since individuals are required to file
annual returns for gifts completed during a prior
calendar year, it is possible to construct a panel of
gift tax returns filed during life for a subset of U.S.
taxpayers, thereby capturing the lifetime giving
patterns exhibited by the group.


The Statistics of Income Division (SOI) of
the Internal Revenue Service (IRS), an organization
that extracts and publishes data from Federal tax and
information returns, initiated the 1998 Gift Tax Panel
Study in order to examine gift tax revenue, as well as
the lifetime giving patterns of wealthy Americans.
At the close of the study, SOI will have obtained and
extracted data from post-1976 returns filed by donors
included in the study, creating a retrospective panel
of returns for selected donors.  Resultant data will
facilitate the research of lifetime giving patterns and
patterns of trust creation and maintenance, among
other goals.


The 1998 Gift Tax Panel Study is an
exception to the usual design of SOI studies in which
statistical samples are based on estimates of given
populations of returns.  Because SOI sampling of
returns normally occurs immediately after IRS
processing of returns for tax revenue purposes, the
final population of returns is not known at the time of







sample design and weekly selections.  But, the
population of gift tax filers was known before the
inception of the study, because the sample frame for
the study was the 198 IRS Returns Transaction File
(RTF), a data file that contains all tax year 1997 gift
tax returns that posted to the IRS Master File during
revenue processing in 1998.


This paper will discuss the RTF and its use
as a sample frame in SOI’s statistical study of gift
taxation.  It will address issues of data cleaning,
sample design, weighting, imputation and data uses
and limitations.


The 1998 Returns Transaction File (RTF)


The IRS Returns Transaction File (RTF) is a
data file that contains records for returns processed
during a calendar year by the revenue processing
function of IRS.  It is a subset of the data in the IRS
Master File.  With few exceptions, information
entered on the returns processed by IRS, regardless of
return type, is available, in abbreviated form, on the
IRS Master File and RTF.  The 1998 RTF for Federal
gift tax returns included records for all tax year 1997
and earlier gift tax returns processed by IRS during
filing year 1998, regardless of the year in which the
gift was given.  Since applicable gift tax law is
determined by the year in which a gift is given, and
since the majority of gifts given in one year are
reported in the following year, a single gift year,
1997, was chosen as the focus year for the 1998 Gift
Tax Panel Study.


Prior to sample selection, SOI analysts
excluded amended returns, duplicate returns, out-of-
scope returns, and records that merely represent
transactions, not returns (i.e., “invalid” records), from
the RTF.  Amended returns adjust returns previously
filed and, in many cases, are simply supplements to
original returns.  As such, amended returns usually
are incomplete.  About 0.6 percent of returns
included on the original file of 239,985 returns were
amended and, therefore, removed.  The file also
included records for duplicate returns filed for gift
year 1997.  Duplicate returns were reviewed and
ordered by date of IRS receipt, and only the first
return, the one with the earliest date, was retained.
About 1.8 percent of returns on the original file were
duplicates.  Returns with zero and negative values for
a variable of interest—size of total gifts—were
considered out-of-scope and excluded from the file.
About 5.1 percent of returns on the original file met
this criterion.  Any records that the IRS defined as
“invalid” were also excluded.  Invalid records
typically correct a transaction on a previous record
and do not themselves represent a return.  The IRS
assigns a zero prefix to the social security number


(SSN) on invalid records.  About 1.1 percent of
records on the original file were invalid.  After
cleaning the RTF, the final population of gift tax
filers for filing year 1998 (1997 gifts) was 219,414.
These returns became the sample frame for the study.


While the RTF for gift tax returns contains
the population of filer records and includes many of
the variables used in the computation of tax and in
the calculation of total taxable gifts, there are
problems in relying solely on RTF data for
population estimates of these variables.  One
persistent problem that SOI analysts encounter when
working with the RTF is that some arithmetic
relationships between variables for a given record are
not correct.  And, as found in the course of the study,
the stratifiers, taxability status and total gifts, were
incorrect in several instances on RTF taxpayer
records.


In addition to the uncertainty in the accuracy
of the RTF data, another problem is that important
pieces of information are not available on the file.
Such information is only available on the Federal gift
tax return itself:  the size and type of gift, as well as
the name of the gift recipient, whether an individual
or a trust.  If the gift recipient is an individual, there
is evidence for deducing the sex of the individual and
the individual’s relationship to the donor.  Similarly,
if the gift recipient is a trust, the type of trust,
whether marital, family, insurance, etc., is also
available.  These donee and gift data are important to
SOI’s data customers, and, without SOI personnel
extracting such data from gift tax returns, they would
not be available to customers.  Overall, then, SOI-
edited data provide more accurate and detailed
information on donors, donees and gifts.  As noted
earlier, the panel feature of the study provides further
information on areas of interest to customers, such as
patterns of giving, and trust creation and funding.


Sample Design for the 1998 Gift Tax Panel Study


The sample frame for the 1998 Gift Tax
Panel Study included 219,414 Federal gift tax returns
filed for gifts completed in 1997.  Based on budget
and other constraints, a target sample of 10,000
returns, or donors, was planned.  SOI analysts met
with data customers from the Office of Tax Analysis,
the Joint Committee on Taxation and the IRS Estate
and Gift Tax Administration in order to discuss
possible data uses and to elicit ideas for the sample
design.  As a result of customers’ input and SOI’s
analysis of the RTF, the final sample for the study
was a random sample stratified by two variables:
taxability status and size of total gifts (prior to the
subtraction of annual exclusions and deductions in
the calculation of total taxable gifts).  Taxability







status is divided into two categories:  nontaxable (i.e.,
no gift tax liability reported) and taxable (i.e., gift tax
liability reported).  The second stratifier, size of total
gifts, is divided into four or five categories,
depending on taxability status.  Each stratum is
labeled with a sample code.


Neyman allocation is used to assign the
designated sample to the stratum.  A Bernoulli
sample is selected independently from each stratum.
For nontaxable returns, sample rates vary from 0.9
percent, for returns with total gifts under $100,000, to
100 percent, for returns with $1 million or more in
total gifts.  For taxable returns, sample rates vary
from 12.6 percent, for returns with total gifts under
$100,000, to 100 percent, for returns with totals gifts
of $1 million or more.


The sampling method for each stratum is
based on the Taxpayer Identification Number (TIN),
which is the donor’s SSN, as found on the return and
the RTF.  First, a unique random number, called the
Transformed Taxpayer Identification Number
(TTIN), was calculated for each TIN.  Then, the last
four digits of the TTIN, a pseudo-random number,
was compared to a range of numbers, based on a
return’s selection probability.  If the number was less
than the sampling rate multiplied by 10,000, the
return was selected into the sample and processed.
Any returns with total gifts of $1 million or more
were automatically selected.  The final sample
included 9,914 Federal gift tax returns filed in 1998
for 1997 gifts.  Because all post-1976 gift tax returns
for each donor in the sample are included in the
study, SOI estimates that the final panel will reach
50,000 Federal gift tax returns at the study’s close.


Missing Returns


Because most Federal tax return documents
are stored at IRS submission processing centers and
Federal Records Centers across the country, it is
almost inevitable that some of the documents in a
sample are never found.  Additionally, Federal gift
tax returns are stored in individual taxpayer folders at
the IRS submission processing centers.  According to
ideal storage procedures, all gift tax returns for a
given taxpayer are stored together in a single donor
folder.  In most cases, folders are sorted and stored
alphabetically by the taxpayer’s last name.  Of
course, storage procedures vary among centers.  For
instance, some centers store gift tax returns in
alphabetical order within an IRS district, an
important organizational unit of the IRS.  Other
centers initially store gift tax returns by document
locator number (DLN), the primary method of storing
all tax returns filed at the centers during the year,
then later in alphabetical order.


In reality, donor folders often do not contain
all gift tax returns filed by taxpayers.  In some cases,
gift tax returns are simply placed in the wrong folder.
In other cases, multiple folders for the same taxpayer
exist at different centers for reasons that include
taxpayer name changes (due to changes in marital
status), changes in residency and IRS oversights.  In
addition, limited storage space forces centers to rotate
documents, increasing the likelihood of misplaced or
lost returns.  Using the IRS Integrated Data Retrieval
System (IDRS) to identify complete filing histories
on taxpayers, it is possible, in theory, to locate all gift
tax returns filed by donors selected into the sample,
even if multiple folders across centers are created.
However, if IDRS is not updated properly or timely,
it may provide little help.  For gift tax returns that are
simply misfiled due to IRS handling errors, IDRS
provides no help.


Personnel in the submission processing
centers have utilized IDRS in the search for returns,
and centers have worked together to consolidate all
returns for each donor selected into the sample.  In
addition, SOI has worked closely with the IRS
examination function in locating returns, since some
gift tax returns included in the study may also have
been selected for audit.


There are several ways to handle the missing
returns, or non-response items, in the sample.  Given
that the sample was selected from a known
population, most of a donor’s information is known.
There are current plans to impute the missing data
using one or more imputation techniques on the
previous or following year’s data.


Base Weights and  Imputation Methods


Each return in the sample will be weighted
to reflect its share of the entire population.  The base
weight is computed by dividing the population count
of filed returns in a given stratum by the number of
sample returns in that same stratum.  The weights are
used to produce aggregate estimates for items of
interest, such as total gifts, total deductions and total
taxes.


In the event that the missing returns have not
been located by the close of the study, missing data
will be filled in with data available from the RTF.
For missing 1997 gift tax returns, a record will be
created using actual values from the 1998 RTF.  This
will provide available donor information.  Gift
recipient information will be copied from the closest
prior year’s gift tax return because these data are not
provided on the RTF.  For missing panel returns that
were filed between 1988 and 1998, RTF data,
available from 1988 to the present, will be used to
duplicate the original return or fill in missing data







items.  For missing returns filed prior to 1988, the
average of values from the closest available year
before and after will be substituted.


Future Plans and Conclusion


In January 2003, SOI will initiate a study of
gift tax returns filed in 2003 for gifts completed in
2002.  The new study will include a cross section of
returns filed in 2003, as well as a sub-sample of
returns selected in the 1998 study.  This design will
allow us to follow a panel of 1998 gift donors into the
future.  For the small sub-sample of 1998 donors, we
will be able to extract data from returns filed between
1998 and 2003.


SOI analysts who worked on the 1998 Gift
Tax Panel Study have learned much about the
initiation and completion of a statistical study that
uses the IRS Returns Transaction File as a sample
frame.  Use of the file affects almost every phase of
the study, from sample design and selection to
weighting.  Some effects of using the 1998 RTF were
positive, making the study easier to initiate and
complete, while other effects were negative, creating
obstacles to the study’s completion.  These effects
revealed themselves as the study progressed.  First,
following extensive cleaning, which included the
removal of amended, invalid, duplicate and out-of-
scope records, the RTF provided 100 percent
coverage of the gift tax filing population for 1998, an
obvious positive effect of using the RTF as a sample
frame.  Second, access to population data for gift tax
filers facilitated the research and sample design
phases of the study, yet another positive effect.
Because the RTF contains a population of historic
filings, no matter how recent, its use as a sample
frame requires the retrieval of returns after they have
been filed, stored and, in some cases, audited.  This
third factor, the only negative effect, combined with
the type of return and the way in which IRS controls
it, introduces a greater possibility of missing returns,
when compared to studies that sample returns as they
are processed for revenue purposes.  A positive, final
effect, RTF data are available for filing years 1988 to


present, so it is possible to use actual RTF values in
place of missing values for those panel years.


IRS has also learned several lessons in the
course of the 1998 Gift Tax Panel Study.  U.S.
taxpayers currently file Federal estate and gift tax
returns in all 10 IRS submission processing centers
across the United States.  Beginning in January 2002,
the IRS plans to consolidate the filing of estate and
gift tax returns at the Cincinnati Submission
Processing Center.  This study’s description of
problems with storage procedures for gift tax returns
may help IRS in its consolidation efforts.  IRS files
units have already begun to learn from their
experience with the 1998 Gift Tax Panel Study and
the search for historic returns.  At least one
submission processing center has entered all gift tax
filings in an Access database for easier retrieval.
This kind of inventory system, if introduced on a
national level, may become invaluable to IRS,
especially the IRS examination function, as it enters a
new era in estate and gift taxation.
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D ata collection for the SOI Individual Study 
 begins with a sample of administrative tax  
 records.  While the sample is being tran-


scribed, small subsamples of returns are randomly 
chosen and independently transcribed and processed for 
a quality evaluation.  The IRS Statistics of Income (SOI) 
Division has an Individual Systematic Improvement 
(ISI) System which is the tool used to create the quality 
review sample and improve the Individual Tax Return 
Study data.  The purpose of this paper is to estimate a 
component of nonsampling error in the SOI Individual 
Study.  The data from the quality review process is used 
for this purpose.    


The paper is organized as follows.  We describe 
SOI’s Individual sample design along with some sources 
of nonsampling error.  We describe the editing process 
and the Individual Systematic Improvement (ISI) Sys-
tem used by SOI to evaluate and improve the quality of 
the Individual 1040 Program.  We describe the study and 
its limitations.  We explain the model used to estimate 
nonsampling error.  We show the Index of Inconsistency.  
We cover the Intra-Editor Correlation Coefficient and 
Design Effect by element followed by conclusions.


 Individual Sample and Nonsampling 
 Error Description


The statistics for the SOI Individual Study are 
estimates from a probability sample of unaudited Indi-
vidual Income Tax Returns filed by U.S. citizens and 
residents during Calendar Year 2004.  The estimates 
represent all returns filed for Tax Year 2003 with a small 
number representing prior years.  For Tax Year 2003, 
some 184,988 returns were sampled from a population 
of 131,291,334.         


The sample consists of two parts.  The first part is 
a stratified probability sample, in which the population 
of tax returns is classified into subpopulations, called 
strata, and a sample is randomly selected independently 


Measuring Nonsampling Error in the Statistics of Income 
Individual Tax Return Study


Jana Scali, Valerie Testa, Maureen Kahr, and Michael Strudler, Internal Revenue Service


from each stratum.  Strata are defined by the type of 
return submitted by the taxpayer.  A Bernoulli sample 
is independently selected from each stratum with rates 
ranging from .05 percent to 100 percent.  The second part 
of the sample is a random sample based on the primary 
taxpayer’s Social Security number.  If the last four digits 
of the primary taxpayer’s Social Security number listed 
on the tax return equals one of five predetermined end-
ings, then the tax return is included in the sample.


The quality of a sample estimator is a function of 
both sampling and nonsampling errors.  Sampling er-
rors arise due to drawing a probability sample rather 
than conducting a census.  Nonsampling errors are due 
to data collection and processing procedures.  They can 
be the result of misleading definitions and concepts or 
defective methods of data collection, tabulation, and 
coding.  Nonsampling errors may increase with sample 
size, and, if not properly controlled, they can be more 
damaging to a study than sampling errors.


There are four components of nonsampling error.  
Coverage or frame errors occur when someone does 
not file a tax return.  Nonresponse errors (missing data) 
arise when the Statistics of Income Division is unable to 
obtain the tax return because another function within the 
Internal Revenue Service has the return.  Measurement 
errors are differences in the reported and the actual val-
ues.  These errors are taxpayer errors.  Processing errors 
occur at the data processing stage.  They include editing, 
coding, data entry, and programming errors. This paper 
will describe and measure processing errors, which arise 
due to the following factors:


1. Lack of trained and experienced editors in-
cluding quality supervisors.


2. Errors in data processing operations such as 
coding, keying, verification, and tabulation.


3. Procedural, Systemic, or Organizational 
Defects such as improper instructions, in-
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adequate training, and insufficient time to 
complete a return.


Nonsampling errors are very important to measure 
because they can cause large biases and produce unreli-
able estimates if not controlled.  By following the correct 
procedures during sample selection through the analysis 
of results, nonsampling errors can be controlled and 
dramatically decreased.


 SOI Editing and Quality Review   
 Processes


For SOI purposes, when we mention editing, it refers 
to the process of an individual transcribing data items 
or elements from the tax return into our database.  An 
element is a specific line item from a tax return.  The 
individual transcribing the data is referred to as an editor.  
For the SOI Individual Study, 97 editors at four IRS Sub-
mission Processing Centers edited data from Individual 
income tax returns selected for the 2003 SOI sample.  
The data extracted come from Forms 1040, 1040A, and 
1040EZ individual income tax returns and approximately 
45 associated forms and schedules.  


To assist the editors in this process, SOI’s National 
Office analysts in Washington, DC, implement various 
procedures to make the edited data adhere to individual 
tax standards and to try to keep the editing process 
as consistent as possible across the four centers.  For 
example, the editors receive extensive training on the 
data editing process and correction procedures before 
they begin editing individual tax return data for the 
SOI sample.  Then, as data are edited, numerous com-
puterized tests are performed on the extracted data to 
ensure that certain accounting conditions are satisfied 
and that data are consistent across forms.  All of these 
computerized tests are reviewed and tested by National 
Office staff prior to data extraction in a process called 
Systems Acceptability Testing.  Various utilities and help 
features to aid in the edit process are also built into the 
computer edit system.  For instance, there are utilities 
that list valid codes and definitions for a particular item.  
In addition, there is a feature that allows data from the 
previous year’s tax return to be viewed.  There is also 
a comprehensive editing manual that contains detailed 
instructions and procedures that editors are expected to 


follow while transcribing and correcting the tax return 
data.  The editing manual for the 2003 sample was just 
over 600 pages. 


During data editing, a simple random sample of 
one or two returns each week is selected for each edi-
tor for regular quality review.  The goal is to have ap-
proximately 50 returns per editor selected for quality 
review over the course of the editing of the sample.  The 
purpose of the quality review is to assess the accuracy 
of the data, evaluate the work of the editor, and look for 
improvement opportunities in the editing process.  When 
an editor’s return is randomly selected for quality review, 
a different editor from the same team independently 
re-edits the return.  The two edits of the return are then 
compared line by line, and discrepancies between the 
two edits, above a certain tolerance, are stored in the 
SOI database.  For money amount fields, the tolerance 
is $10; so, money amount fields that differ by $10 or 
less are not included.  However, there is no tolerance 
for character and code fields.  The next step is for a lead 
editor to review the discrepancies and determine the 
correct value: the first editor’s value, the second editor’s 
value, both, or neither.  During the process of reviewing 
discrepancies, if the first editor value is determined to be 
incorrect, it is corrected, and the error is charged to the 
first editor.  Then, the reason for the error is determined 
and coded.  There are 32 types of errors; the six most 
common are shown below.       


Table 1.--Types of Errors


 


Type of Error Description 


Affected Entry Item was incorrect due to an 
incorrect related item. 


Improper 
Allocation 


An amount that should have 
been allocated to another item 
was not moved or was moved 
incorrectly. 


Incorrect Amount An incorrect amount was 
entered.  


Entry on Omitted 
Form 


An item was not edited because 
the form or schedule was not 
edited. 


Omitted Entry A blank or zero item should 
have had an entry. 


Interpretation 
Item was edited incorrectly due 
to being interpreted in a 
different way than expected. 
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Affected entries were the most frequent type of error.  
These types of error occur when multiple errors are the 
result of one line item being incorrect.  For example, if 
one line item on Form 1040, such as Salaries, Wages, 
and Tips, is edited incorrectly, then this causes other 
line items that use that amount, such as total income, 
adjusted gross income, and taxable income, to also be 
incorrect.


 Study and Limitations 


A total of 2,907 returns was selected for regular 
quality review.  Using data from these quality review 
returns, variables of interest were chosen for this paper.  
The variables are Salaries, Wages, and Tips; Other In-
come; Total Credits; Income Tax After Credits; Balance 
Due/Overpayment; Total Depreciation Deduction; Net 
Investment Income; Tentative Alternative Minimum 
Tax; Rental Real Estate and Other Passive Activity Net 
Income/Loss; Other Taxes; Investment Interest; Other 
Investment Interest; Contract Labor Expense; Utili-
ties Expense; Sole Proprietorship Other Expenses; Net 
Profit/Loss from Business; Long-Term Gains/Losses 
from Sale of Capital Assets; Partnership Nonpassive In-
come; and S Corporation Nonpassive Loss.  These items 
were chosen by the subject-matter specialists because of 
the combination of a high number of editor errors and 
interest in the items.


All returns sampled for the Statistics of Income 
Individual Tax Return Study are subject to consistency 
tests.  Subject-matter analysts review any returns that 
fail the consistency tests before the values are consid-
ered final.  As a result of this review, some values are 
adjusted; however, there is no information available 
on these adjustments.  The adjusted values replace the 
original ones.


Several statistics are presented in this discussion of 
nonsampling error. Net Difference Rate (NDR), t-test, 
and Index of Inconsistency (IOI) use only the quality 
review data, while Design Effect (DEFF) uses the entire 
sample.


 Simple Response Variance Model


We will consider a simple model that was first pro-
posed by Hansen et al. (1952) and Sukhatme and Seth 
(1952) for measurement error.  Their model specifies that 
the true value iµ (the final value) is different from the 
observed value iy (the editor’s value) by an unobserved 
additive error term iε .  For unit i (i = 1, 2, … , n), the 
assumed model is


Table 2.--Number of Errors, by Element


Element Number of  
Errors


Error
Rate 


Salaries, Wages, and Tips 41 0.014 
Other Income 51 0.018 
Total Credits 13 0.004 
Income Tax After Credits 20 0.007 
Balance Due / 
Overpayment 31 0.011 


Total Depreciation 
Deduction 42 0.038 


Net Investment Income1 19 0.023 
Tentative Alternative 
Minimum Tax 18 0.014 


Rental Real Estate and 
Other Passive Activity 
Net Income/Loss 


21 0.027 


Other Taxes2 28 0.028 
Investment Interest2  11 0.011 
Other Investment 
Interest2


11 0.011 


Contract Labor Expense3 24 0.021 
Utilities Expense3 27 0.023 
Sole Proprietorship Other 
Expenses3 109 0.093 


Net Profit/Loss from 
Business3 20 0.017 


Long-Term Gains/Losses 
from Sale of Capital 
Assets


19 0.010 


Partnership Nonpassive 
Income 15 0.008 


S Corporation 
Nonpassive Loss 17 0.009 


¹ Reported on Form 4952 
² Reported on Schedule A 
³ Reported on Schedule C
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iiiy εµ +=   .        (5.1)


While we did not measure response error, we adopted 
these models to our data to measure processing error and 


estimate bias.  The distribution of the editor error variable iε  
is conceptual; it could be viewed as sampling from a hypo-
thetical population of errors.  Thus, the further assumptions 
for model (5.1) are


In words, a systematic bias exists because the mean of the 
errors is not zero and the error variances are not equal.  
Also, all errors are uncorrelated.  This means that errors 
made to a return by the first or second editor do not affect 
other returns edited in the same edit period. 


Following Brick et al. (1996), we will assume that 
the quality review sample is an unrestricted simple ran-
dom sample, thus 


Under model (5.1), we assume that the first editor’s 
error term no longer averages to zero, possibly due to 
editor bias, defined as


            
( )∑ =


−=
N


i iiyB
1


µ
 .               (5.2)


The bias can be estimated by the Net Difference Rate 
(NDR), which is given by


           µ−= yNDR   ,                   (5.3)
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sample size.  It can be shown that, if iµ is the true value, 
then the expected value of the NDR is the bias, and its 
variance exists (Biemer and Atkinson, 1992). Table 3 
shows the estimated NDR and t-test values.


Since the values for the t-test are greater than 1.96 for 
Total Depreciation Deduction (2.43) and Long-Term 
Losses from Sale of Capital Assets (2.23), these items 


Table 3.--Net Difference Rate and T-Test, by Element
Element NDR t-test 


Salaries, Wages, and Tips 5,159 0.97 
Other Income -5,895 1.11 
Total Credits 3 1.73 
Income Tax After Credits -3 0.76 
Balance Due 9 0.45 
Overpayment -19 1.30 
Total Depreciation 
Deduction -1,016 2.43 


Net Investment Income1 -2,820 0.88 
Tentative Alternative 
Minimum Tax -3,144 1.34 


Rental Real Estate and 
Other Passive Activity 
Net Income/Loss 


1,581 1.13 


Other Taxes2 186 1.41 
Investment Interest2 -79 0.61 
Other Investment Interest2 79 0.61 
Contract Labor Expense3 -1,109 1.57 
Utilities Expense3 -43 0.15 
Profit/Loss from Business 
Other Expenses3 -670 0.18 


Net Profit/Loss from 
Business3 842 0.59 


Long-Term Gains from 
Sale of Capital Assets  -6,524 0.99 


Long-Term Losses from 
Sale of Capital Assets  -5,828 2.23 


Partnership Nonpassive 
Income 461 1.68 


S Corporation 
Nonpassive Loss -512 1.82 


¹ Reported on Form 4952 
² Reported on Schedule A 
³ Reported on Schedule C
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have significant bias.  This means that the editors are 
editing these fields differently. 


 Index of Inconsistency 


Index of Inconsistency and Design Effect cannot 
be calculated for those elements with a significant 
bias because these equations assume the elements 
have zero bias.  For the remaining elements in Table 
3 with insignificant bias, we assume the bias is zero, 
[ ] 0== ii BiE ε  , and calculate the following statistics:        


       (6.1)


 The sampling variance, SV, is the ordinary variance 
with no editor error. The editor variance, EV, is the vari-
ability of returns averaged over conceptual repetitions 
of editing under the same conditions.  


Hansen et al. (1964) define the Index of Inconsistency 


(IOI) as            ,             (6.2)


which we use to estimate the proportion of random errors as-
sociated with editor error in total variance.  The IOI obtains 
values between 0 and 1.0.  Estimated IOI values are shown 
in the Table 4.


Yu et al. (2000) define that the reliability of the data 
can be expressed in this equation:


                       IOIr −= 1  .                       (6.3)       


In other words, the reliability of an element is the 
information without the inconsistent portion.  All of 
the elements, except for Other Income, have index of 
inconsistencies less than .01, which means that they are 
over 99-percent reliable.  Other Income, with the highest 
Index of Inconsistency (0.18419), is the element with 
the least amount of reliability, 82-percent, and the largest 
amount of processing errors.  


 Design Effect


By treating the editors as clusters, the Intra-Editor 
Correlation Coefficient and Design Effect can be used 
to measure the editor effect on the variance if the sample 
was an unrestricted simple random sample.  


The Intra-Editor Correlation Coefficient (ρ) mea-
sures the correlation between the values that is due to 
editor error.  It is a measure of the similarity of the editors 
in the way the editors edit a specific element.


Kish (1965) defines the Intra-Editor Correlation 
Coefficient as


                                                .                 (7.1)


The ideal range is 0 to 0.1 which indicates no editor 
variance.  


Table 4.--Index of Inconsistency, by Element
Element IOI 


Salaries, Wages, and Tips 0.00184 
Other Income 0.18419 
Total Credits 0.00000 
Income Tax After Credits 0.00000 
Balance Due 0.00000 
Overpayment 0.00000 
Net Investment Income1 0.00014 
Tentative Alternative 
Minimum Tax 0.00086 
Rental Real Estate and Other Passive 
Activity Net Income/Loss 0.00009 


Other Taxes2 0.00034 
Investment Interest2 0.00002 
Other Investment Interest2 0.05339 
Contract Labor Expense3 0.00743 
Utilities Expense3 0.00870 
Profit/Loss from Business  
Other Expenses3 0.01072 


Net Profit/Loss from Business3 0.00476 
Long-Term Gains from Sale of Capital 
Assets 0.00171 


Partnership Nonpassive Income 0.00005 
S Corporation Nonpassive Loss 0.00007 


¹ Reported on Form 4952 
² Reported on Schedule A 
³ Reported on Schedule C
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Once the Intra-Editor Correlation Coefficient is 
calculated, we can use ρed to determine the design effect.  
Design Effect is a measurement of the degree to which 
an estimate is affected by editor variance, 


              edBdeff ρ)1(1 −+=  ,                      (7.2)


where B is the average editor workload or 1,728 returns.


An Editor Design Effect of 1 indicates no increase in 
variance resulting from the editors.  A value of 2 indicates 
that the variance is doubled.


As Table 5 shows, Overpayment has the largest 
intra-editor correlation coefficient (0.0124) and design 
effect (22.40), but one of the smallest Coefficients of 
Variation.  The design effect represents the inflation 
of variation of the sample if it were treated as a simple 
random sample with replacement.  The design effect 
for Overpayment can be reduced if editor workload is 
reduced, but, because the CV is so low, reducing the edi-
tor workload in order to reduce the design effect would 
not be worth the cost.  


From the calculations of Net Difference Rate and 
Index of Inconsistency, we can conclude that bias can 
be significantly reduced if we work on the editing proce-
dures for Long-Term Gains/Losses from Sale of Capital 
Assets, Total Depreciation Deduction, and Other Income.  
Most of the time, processing errors of several elements 
can be reduced if the editors concentrate on one element.  
For example, Other Income has one of the largest Net 
Difference Rates and the largest Index of Inconsistency, 
but the smallest Design Effect.  In other words, more 
editors than desired are consistently editing the element 
incorrectly.  Since editors are making similar errors, 
the data quality can be increased if clearer directions 
or explanations in the edit manuals are provided.  Also, 
more intense training and examples might lead to smaller 
processing errors.  In addition, this will improve the large 
positive Net Difference Amount, or overestimate, for 
Salaries, Wages, and Tips because Other Income alloca-
tion is most likely the cause of this problem.  


Overall, the editors are producing high-quality 
work with the exception of specific elements that re-
quire more than just transcribing.  From the research 
in this paper, improvement opportunities have become 
available, and subject-matter analysts can put proce-
dures in place to check the editing quality of specific 
elements.  In addition, editing procedures for elements 
with high processing errors can be revised and clarified 
to enhance the accuracy and reliability of the Individual 
Tax Return Study.


 References


Biemer, P. and Atkinson, D. (1992), “Estimation of 
Measurement Bias Using a Model Prediction 
Approach,” 1992 Proceedings of the Section on 
Survey Research Methods, American Statistical 
Association, pp. 64-73.


Brick, M.; Kim, K.; Nolin, M.J.; and Collins, M. 
(1996), “Estimation of Response Bias in the 
NHES: 95 Adult Education Survey,” Working Pa‑
per Series, National Center for Education Statis-
tics, Washington, DC.


Element  Design 
Effect CV


Salaries, Wages, and 
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0.0041 8.16 0.21% 


Other Income 0.0000 1.01 3.92% 
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Overpayment 0.0124 22.40 0.38% 
Other Taxes1 0.0004 1.62 4.46% 
Investment Interest1 0.0005 1.94 1.73% 
Long-Term Gains from 
Sale of Capital Assets 


0.0053 10.22 1.36% 


¹ Reported on Schedule A


 Conclusions


This paper was written to estimate the nonsampling 
error and measure the reliability of the Individual Tax 
Return Study.  Quality Review data were used to measure 
processing errors and determine how editor error affects 
the accuracy of specific elements.


Table 5.--Design Effect and Coefficients of Variation, by 
Element
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1. Introduction 
 
     This paper is a modest attempt to model a key 
component of nonsampling error in administrative 
data, particularly tax data.  Tax data items present 
obstacles for statistical uses that are far outweighed 
by the fact that responses on tax returns are likely to 
be more accurate than financial-related responses to 
general surveys.  These obstacles lead to a kind of 
nonsampling error that we refer to as editor judgment 
error.  The IRS Statistics of Income (SOI) Division 
developed a processing procedure called statistical 
editing to abstract tax return data for statistical 
purposes.  Statistical editing helps overcome 
limitations inherent in tax return statis tics and 
achieves certain statistical definitions desired by data 
users.   Statistical editing involves adjusting certain 
taxpayer entries based on supplemental information 
reported elsewhere on the tax return (such as attached 
schedules that support a reported total).  It is minimal 
in producing SOI’s individual income tax return 
statistics, but a major factor in producing its 
corporation income tax return statistics.   
     
     In Section 2, we describe the SOI corporate 
sample design, identify sources of nonsampling error, 
and define the term “editor judgment error.”  Section 
3 describes current SOI editing and quality review 
processes, while Section 4 outlines the purpose of our 
study and its limitations. Section 5 discusses bias and 
variance component models, which were adapted 
from simple response error measurement models.  
Results and conclusions are summarized in Section 6. 
 
 
2.  Sample Design Description and Nonsampling 
Error Sources 
 
     The data for this study were abstracted from the 
2001 SOI Corporate sample, which consisted of 
corporations that filed income tax returns with 
accounting periods ending between July 1, 2001, and 
June 30, 2002.  The realized 2001 sample contained 
147,093 returns selected from a population of 
5,563,663.  The sample is a stratified random sample, 
where stratification is based on 1120 form type. 
Within form type, further stratification is achieved by 


use of either size of assets alone, or both size of 
assets and a measure of income. A Bernoulli sample 
 
 
is selected independently from each stratum, with 
rates ranging from 0.25 to 100 percent.  The sample 
is selected weekly as the Form 1120 returns are 
posted to the IRS Business Master File. It takes two 
years to select the sample due to the combination of 
noncalendar year filing and the six-month extension 
options. 
     
     Sampling errors arise from using a sample instead 
of a census, and SOI publishes them in the form of 
Coefficients of Variation (IRS, 2001, pp. 29-36).  
Nonsampling errors include all others, such as 
coverage, nonresponse, measurement, and processing 
errors.  
      
     Coverage errors, when a unit is not available on 
the sampling frame, can occur if a corporation files 
an extension.  Imputation procedures using adjusted 
prior-year data are used to correct for coverage errors 
in large companies.   
      
     Missing data, or nonresponse errors, occur when 
other IRS functions have returns selected for the 
sample, rendering them unavailable for SOI 
processing. Imputation procedures and weighting 
adjustments are used to adjust for missing large and 
small companies, respectively.  Noncoverage 
imputation and missing returns represented 0.03 
percent and 0.22 percent of the 2001 sample, 
respectively (IRS, 2001, pp. 7-14).  
     
     Measurement errors occur when a taxpayer enters 
an incorrect value, for various reasons. SOI does not 
sample amended returns or contact taxpayers.   
      
     Finally, processing errors occur while abstracting, 
transcribing, and cleaning the data.  Since the editors 
abstract administrative data from tax returns and 
enter them into SOI database systems for statistical 
purposes, editor judgment error falls into this 
nonsampling error category.  However, it is more 
than transcription error because certain judgments are 
required from the editors due to a combination of 
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transcribing data collected for tax liability, which is 
subject to different corporate accounting practices, 
and study standards created for statistical purposes. 
 
3. Current SOI Editing and Quality Review 
Processes 
 
     Fifty-nine editors at two IRS Service Centers 
abstracted approximately 1,400 corporate tax return 
items for the 2001 sample.  This data abstraction 
process was complicated due to the following factors: 
 
• The extracted items from any given return often 


require totals to be constructed from various other  
        items on other parts of the return. 
 
• There are currently ten form types, with different 


layouts, schedules, and attachments, so data extraction  
        is not uniform across form type. 
 
• There is no legal requirement that a corporation meet 


its tax return filing requirements by filling out, line by 
line, the entire U.S. tax return form. Some returns are 
also exempt from filling out entire sections; for 
example, currently, Form 1120 returns with total 
assets and total receipts below $250,000 do not have 


        to report their balance sheet items. 
 
• There is no single accepted method of corporate 


accounting used throughout the country. For example, 
different companies may report the same data item, 
(such as deposits, a subset of other current liabilities), 
on different lines of the tax form. 


 
     Despite complexities such as those listed above, 
study standards place SOI’s editors in a position to 
make judgments during data abstraction.  Errors in 
these judgments are the largest source of editor error 
in the corporate sample.  
      
     To assist the editors, SOI’s National Office (NO) 
staff in Washington, DC implement many procedures 
that attempt to make the editing process consistent 
with the 1120 study standards and reduce editor 
effect.  This is similar to the concept of standardized 
interviewing used in other survey organizations.  For 
example: 
 
• Detailed editing instructions are prepared every year – 


the 2001 manual contained more than 900 pages. 
 


• Over 700 computerized tests are performed on 
abstracted data to ensure certain accounting conditions 
are satisfied, such as balanced totals or absence of 
consistent amounts between front-page items and 
attached schedules.  All tests are reviewed and tested 
by NO staff the year prior to data abstraction in a 


        process called Systems Acceptability Testing. 
 


• The staff build utilities into the edit computer system 
that offer industry-specific suggestions, guidelines, 
and requirements for particular sections of the form. 
 


• They review and monitor the sample throughout the 
program year for unusual accounting conditions and 
codes.  During the last four months, the largest 
corporations within each industry are reviewed as well 
as the largest industry differences across asset classes. 
 


• The NO staff conduct extensive edit training and 
review all items on all returns edited during certain 
periods of the program year to overcome inexperience 
due to new tax laws, edit instructions, codes, or even 
an entirely new program.  For example, editors 
improving throughout the year are given more 
complicated returns, the first of which were 
completely reviewed with their supervisors.   


 
     While complete review was an excellent training 
tool, the editors knew in advance which returns were 
going to be reviewed.  For the purposes of our study 
the returns may have been biased, so they were 
omitted from analysis. 
      
     During data editing, approximately fifty returns 
were randomly selected for each editor for quality 
review.  Once an editor’s return was selected for 
review, another editor on the same team 
independently re-edited it.  After the returns were 
compared item-by-item and discrepancies were 
stored in SOI databases, the editors’ supervisor 
determined the correct value (either the first editor’s 
value, the second’s, both, or neither).  Any amounts 
that differed by less than $10, along with character, 
display, and generated item mismatches were omitted 
from quality review.  We used only the first editor 
values because they are the final file values and the 
second editor knew which returns were for review.  
Assuming that a taxpayer is correct, the errors 
described in Table 1 are used to determine service 
center accuracy ratings and we included all of them: 
 


Table 1: Types of Errors 
 


Type of 
Error 


Description 


Amount An incorrect amount was entered in an item. 
Omitted Entry A zero or blank item that should have a 


code/amount present. 
Extra entry An item with a code/amount in it should have 


been blank or zero. 
Entry on 


omitted form 
An item was not edited because the form or 


schedule was not edited. 
Improper 
allocation 


An amount that should have been allocated to 
another item was not moved or was moved 


incorrectly. 
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     Improper allocations were the most frequent 
errors, so this  type of error is illustrated in Table 2. 
 


Table 2: Improper Allocation Example 
 


Item Edited 
Amount 


Correct 
Amount 


Error 


A 
B 
C 


1,000.00 
0.00 


2,000.00 


0.00 
1,000.00 
2,000.00 


1,000.00 
-1,000.00 


0.00 
Total 3,000.00 3,000.00 0.00 


 
     Here, for three hypothetical items A, B, and C 
(which may not be located on the same page, form, or 
attachment), both totals match; the system will not 
catch the error despite errors in two of three items.  
An important aspect of improper allocation errors is 
that they often result in net error effects of zero: here, 
errors in items A and B cancel each other out.  This is 
important when calculating national-level estimates 
for totals, but a concern for estimates of A or B. 
 
 
4. Study Purpose and Limitations 
 
     The quality review system was developed to 
check edit manuals, measure training effectiveness, 
and evaluate the editors.  As previously mentioned, 
approximately fifty returns were randomly selected 
for each of the fifty-nine editors for quality review.  
Given this pre-existing quality review system, our 
goal was to develop quality performance statistics 
and quantify the editor effect. 
 
Table 3: Errors and Error Rates, Quality Review Study vs. 


Our Study 
 


Item QR Study Our Study 
# returns 3,080 373 
# errors 9,229 760 


# errors possible 33,880 4,103 
error rate .272 .185 


 
     As shown in Table 3, data used for our study were 
a subsample of 373 returns from the 3,080 quality 
review returns.  All 3,080 returns were not included 
because returns with assets more than $250 million 
were only edited by a group of the most experienced 
editors, then reviewed by NO staff.  In order to 
compare across all form types, service centers, teams 
within service, and editors within teams, we selected 
this subsample, which consists of all Form 1120 and 
Form 1120 Regulated Investment Company returns 
with total assets less than $250 million. Most 
importantly, all editors edit these returns during the 
program year, regardless of their experience.  There 


were 73,115 of these returns in the corporate sample, 
for which NO staff relied on the editors' judgment for 
most of them because they were reviewed only under 
special circumstances.  Our subsample is small 
compared to the SOI sample (about 0.51 percent), so 
the results from this relatively small sample were 
analyzed assuming the observations were from 
independent, identically distributed random variables 
and sample weights were not used (Brick et al., 
1996). 
 
     We selected eleven variables from the balance 
sheet and income statement sections of the returns in 
our study that were of interest to our subject-matter 
specialist; it is obvious from their names that many 
are ambiguous. Table 4 displays the number of errors 
and error rates for the eleven selected variables. 


 
Table 4: Number of Errors and Error Rate, by Item 


 
Item # 


Errors 
Error 
Rate 


Gross Receipts 
Other Assets  
Other Costs 


Other Current Assets 
Other Current Liabilities 


Other Deductions 
Other Income 


Other Investments 
Total Deductions 


Total Income 
Trade Notes/Accounts Receivable 


58 
68 
72 
57 
58 
110 
81 
76 
62 
63 
55 


0.014 
0.017 
0.018 
0.014 
0.014 
0.027 
0.020 
0.019 
0.015 
0.015 
0.013 


 
     Error rate is equal to number of errors out of the 
4,103 errors possible. Other Deductions has the 
highest error rate of 2.7 percent because Deduction 
item editing tasks are more complicated due to 
complex and varying accounting rules.   
 
 
5. Bias Estimation and Variance Decomposition 
 
     Measurement error modeling was first proposed 
by Hansen et al. (1952) and Seth and Sukhatme 
(1952).  Their model specified that a single 
observation iy  from a randomly selected respondent 


i  is the sum of two terms: a true value, iµ , and an 


error term, iε .  Mathematically, this is written as 


 


iiiy εµ +=         (5.1) 


 
While we did not measure response error, we adopted 
these models to our data to measure editor judgment 
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error.  In model (5.1), iµ , the true value, is a random 


variable whose distribution depends on the sample 
design.  The distribution of the editor error 


variable iε  is conceptual; it could be viewed as 


sampling from a hypothetical population of errors.  
Thus, the assumptions for model (5.1) are 
 


[ ] 0≠= ii BiE ε  


[ ]
[ ]


[ ] jiCov
E


iVar


ji


i


ii


≠=
=


=
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22


2
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     In words, a systematic bias exists because the 
mean of the errors is not zero and the variances are 
not equal.  Also, errors are uncorrelated: the errors 
for a first or second edited return do not affect other 
returns in the same edit period and errors across edit 
periods for the same return are uncorrelated. 
 
     Assuming unrestricted simple random sampling,  
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     In our study, the observed value is the first 
editor’s value on the file, while the true value is 
either the first or second editor’s value (whichever 
was determined to be correct by their supervisor), and 
i denotes unit.  It deserves mention that model (5.1) 
has potential weaknesses, particularly if the first and 
second editor’s values are correlated, but it can 
provide a useful approximation for the editor’s 
contribution of error.  The model also allows for 
calculating statistics to measure editor accuracy 
further than number of errors out of number of errors 
possible. 
     
     Under model (5.1), we assume that the first 
editor’s error term no longer averages to zero, 
possibly due to editor bias, defined as 
 


            ( )∑ =
−=


N


i iiyB
1


µ                 (5.2) 


 
The bias can be estimated by the Net Difference Rate 
(NDR), which is given by 
 
                               µ−= yNDR            (5.3) 
 


where ∑ =
=


n


i iy
n


y
1


1
, ∑ =


=
n


i in 1


1
µµ  and n  is 


the sample size. 


     It can be shown that if iµ is the true value, then 


the expected value of the NDR is the bias and its 
variance exists (Biemer and Atkinson, 1992). Table 6 
shows the estimated NDR and BR values for our 
eleven items, where the Bias Ratio (BR) measures the 
relative magnitude of bias to the standard error of the 
NDR.  Negative bias values should be interpreted as 
editors underestimating variables and positive NDR 
estimates indicate overestimates.   
 


Table 6: Net Difference Rate, by Item 
 


Item NDR BR 
Gross Receipts -749,441 0.16809 
Other Assets  293,125 0.23662 
Other Costs 7,847 0.00683 


Other Current Assets 361,062 0.19090 
Other Current Liabilities 1,989,871 0.26820 


Other Deductions -958,930 0.26017 
Other Income -662,720 0.27392 


Other Investments -59,372 0.03116 
Total Deductions 543,972 0.21601 


Total Income 500,441 0.16296 
Trade Notes 32,635 0.01395 


 
     At first, the NDR estimates look very large in both 
directions. Since most errors are improper 
allocations, an entire amount is determined to be in 
error.  The BR estimates, however, are all quite 
small, which implies that editor judgment appears to 
be a random error, not a systematic error as first 
assumed. Since all bias ratios are less than 1, 
confidence interval probabilities for SOI sample 
estimates from these particular returns are almost 
unaffected (Cochran, 1977).  Therefore, we can 


assume that [ ] 0== ii iE βε , i.e., the editor error 


averages to zero because it is a random error.   
 
     Since simple random sampling is assumed and the 
bias is zero, it can be shown that the variance of a 
mean over all possible editing review samples and all 
possible editing trials can be decomposed into 
 


        [ ] [ ]
EVSV


n
VaryVar


+=


+=
2σ


µ        (5.5) 


 
The sampling variance, SV, is the ordinary variance 
with no editor error. The editor variance, EV, is the 
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variability of returns averaged over conceptual 
repetitions of the editing under the same conditions.   
 
Hansen et al. (1964) define the Index of Inconsistency 
(IOI) as 


            
EVSV


EV
IOI


+
=               (5.6) 


 
which we use to estimate the proportion of random 
errors associated with editor judgment error in total 
variance. Estimated IOI values are shown in Table 5. 


 
Table 5: Index of Inconsistency, by Item 


 
Item IOI 


Gross Receipts 0.0155 
Other Assets  0.3084 
Other Costs 0.0140 


Other Current Assets 0.1526 
Other Current Liabilities 0.1829 


Other Deductions 0.2091 
Other Income 0.1365 


Other Investments 0.0464 
Total Deductions 0.0247 


Total Income 0.0336 
Trade Notes 0.0370 


 
     Other Assets (0.3084) and Other Deductions 
(0.2091) are the items with the greatest proportion of 
editor judgment error. All other IOI estimates were 
less than 0.2, which is a small proportion compared 
to other surveys (Lessler and Kalsbeek, Ch. 11). 
 
 
6. Conclusions 
 
     To summarize, despite large NDR values in both 
directions due to editor judgment errors, particularly 
improper allocations, the expected value of the bias 
for all items is zero.  Further analysis of the NDR 
yielded different results by edit team.  Internal 
examinations of NDR comparison graphs by team, 
item, and editor were useful in identifying strengths 
and areas of editing improvement that can be 
addressed through training.  Third, the BR values are 
also small, much less than the upper-bound of 1.1 
stated by Cochran (1977).   
 
     Most importantly, editor judgment error for these 
returns is a variable error, not a systematic error.  
Variance decomposition for our eleven items showed 
editor variance is a small component of total 
variance.  Variable errors tend to cancel each other 
out.  Overall, our measure demonstrate high quality 
editing, so reliance on their judgment is justified 


when every possible error scenario cannot be 
programmed, foreseen, or identified by National 
Office Staff. 
     This study is a first attempt, and a modest one, to 
quantify the effect of SOI’s editors on data quality.  
Our encouraging results are a strong argument of the 
necessity for more research.  We examined the 
simplest tax returns in order to compare the editors, 
returns whose errors have the smallest impact on 
overall quality of national estimates.  The largest 
errors associated with the largest tax returns require a 
separate error measurement study because they are 
sampled with certainty and therefore do not 
contribute to sampling error.  Further, the validity of 
taxpayer values, which are assumed to be correct 
when corporate returns reach SOI, is another area 
deserving examination.  
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The Impact of the Followup Process on the 2002 
Foreign Tax Credit Study Data


Rob Singmaster and Lissa Redmiles, Internal Revenue Service


The followup process is an important step in the 
data cleansing process of the Foreign Tax Credit 
study conducted by the Statistics of Income Divi-


sion of the IRS.  The study itself collects data from corpo-
rate tax forms and their attached Form 1118’s.  Analysts 
review the data, correct anomalies, and disseminate the 
results.  In certain cases, the analysts request additional 
information beyond what was originally reported by the 
taxpayer.  This paper focuses on the 290 returns selected 
for additional data requests and the impact of the data 
received as a result on the study as a whole.


	Overview of the Foreign Tax Credit


The need for a foreign tax credit became apparent 
with the advent of the modern U.S. income tax in 1913.  
Since this date, U.S. taxpayers have been subject to 
taxation on their worldwide incomes.  U.S. corporations 
with international operations or investments may also be 
taxed on their foreign-source incomes in the country in 
which the income is earned.  The result is double taxa-
tion.  To correct this problem, the United States passed 
into law foreign tax credit provisions, beginning with 
the Revenue Act of 1918.  This credit allows U.S. cor-
porations to offset the U.S. tax on their foreign-source 
taxable incomes with a credit for the foreign taxes that 
were already paid.


In the close to 90 years that the foreign tax credit 
has been in existence, the rules and ways in which this 
credit is reported have undergone many transforma-
tions.  Perhaps the change that most affected the way 
the credit is calculated today occurred with the passage 
of the Revenue Act of 1962.  It required corporations 
to compute a separate limitation for nonbusiness-re-
lated interest income.  This step prevented corporations 
from combining foreign-source income from business 
operations taxed at rates higher than the U.S. rate with 
interest-bearing investments abroad that was subject to 
little or no foreign tax.   


For Tax Year 2002, taxpayers were required to 
compute a separate foreign tax credit limitation for 
each of 11 different income categories. The taxpayer 
is required to report gross income, various deductions, 
taxable income, and foreign taxes paid or accrued by 
country in each appropriate income category.  Within 
each category, taxpayers separate their income, deduc-
tions and taxes by type.


The foreign tax credit remains the largest credit that 
U.S. corporations claim to reduce their U.S. income tax.  
For Tax Year 2002, 9,383 corporations claimed a total 
credit of $42.4 billion.  Corporations report the foreign 
income and taxes related to the credit on Form 1118, 
Computation of Foreign Tax Credit‑‑Corporations, filed 
with their income tax returns.  Gross income, deductions, 
and taxable income attributed to various countries are 
reported on Schedule A, while foreign taxes paid or ac-
crued and the foreign tax credit calculation are reported 
on Schedule B.   Schedules C  through Schedule J support 
items on Schedules A and B.


The statistics in this article are based on information 
reported on Forms 1118 and related corporate returns 
filed with accounting periods ending between June 30, 
2001, and July 3, 2002.  The returns in our study were 
selected after administrative processing but prior to any 
amendments or audit examination.  The estimates are 
based on a stratified probability sample of 4,157 returns 
selected from a population of corporations filing a Form 
1118 and are subject to sampling error.  Each return in 
the sample is given a distinct weight, calculated by di-
viding the number of returns in a certain section of the 
study (industry, accounting period, etc.) by the number 
of sample returns for the same section.  The purpose of 
these weights is to adjust for the various sampling rates 
used, relative to the population.  For the purposes of 
this paper, weighted totals are used for all counts and 
numerical values. 
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	The Followup Process


During entry of the Form 1118 data, the system 
performs close to three hundred consistency tests.  
The data entry personnel resolve some of these tests, 
and some are shipped to SOI headquarters for further 
review.  If the analysts cannot resolve the remaining 
errors, and the taxpayer reports a foreign tax credit, a 
letter may be sent to the taxpayer asking for additional 
information. (Many corporations with an overall loss 
file a Form 1118 in order to compute the carryover of 
taxes available for use in subsequent tax years. Since 
the form is not required in these cases, we do not typi-
cally ask for additional information for these returns.)    
We ask that the taxpayer respond within 60 days of the 
original letter but usually grant requests for extensions.   
If we did not receive a response before the deadline, we 
phoned the taxpayer.  The responses received are used 
for statistical and analytical purposes only and are not 
part of tax enforcement or administration.


The most common error that will trigger a letter is 
missing country detail.  We also frequently send let-
ters to those missing Schedule H or Schedule F.  Other 
data requested include explanations for discrepancies 
between the various schedules on Form 1118 and dis-
crepancies between Form 1120, Corporation Income 
Tax Return, and Form 1118.  On Form 1118, the most 
common discrepancies are between:


•	 Total not definitely allocable deductions on 
Schedule A and Schedule H, for the same 
income type


•	 Schedule A, total gross income and Schedule 
F, branch income, for the same country


•	 Schedule A, definitely allocable deductions 
and Schedule F, deductions


•	 Schedule A, total income or loss before ad-
justments and Schedule B, taxable income


•	 Total income or loss before adjustments on 
Schedule A and Schedule J, for the same 
income type


Between Form 1118 and Form 1120, the most com-
mon differences are between:


•	 total taxable income 


•	 total U.S. income tax against which  
 credit is allowed 


•	 total foreign tax credit


•	 deemed dividends (subpart F dividends)


•	 other foreign dividends


•	 dividend gross-up


By far the most common discrepancy between these 
two forms is a discrepancy in the dividends and/or divi-
dend gross-up reported on Schedule C of Form 1120 
and the sum of the dividends and gross-up reported on 
Schedule A of Form 1118.  This is partly because Sched-
ule C tends to be poorly filed and partly because there are 
some legitimate reasons for differences in the dividend 
amounts reported on these forms. In general, we do not 
ask taxpayers to account for the dividend discrepancies 
unless we are already requesting other information.  


The table below lists the number of requests sent 
by type.  (Since we often requested more than one type 
of information from one company, the total number of 
requests exceeds the number of returns in the followup 
process.)


Number of Requests Sent, by Type


Reason for Followup Number of 
 Requests


Missing country detail 178 
Discrepancies between Form 
1120 and Form 1118 


84


Schedule F missing 52 
Schedule H missing 32 
Missing amounts from Sch. H 28 
Discrepancy between Sch. A 
and Sch. F 


8


Taxable income discrepancy 
(Sch. A and J or B and J) 


7


Missing Form 1118 7 
Other 12 
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foLLowuP on 2002 foreign tax creDit stuDy Data


This paper focuses on those returns missing coun-
try detail for foreign-source income and/or foreign 
taxes paid, those missing Schedule F, and those missing 
Schedule H, because these problems were most likely 
to be the primary reason for requesting additional in-
formation.


	Followup Response


The Foreign Tax Credit study for Tax Year 2002 
included data from 4,157 corporate tax returns, repre-
senting a population of 9,383.  A weighted total of 290 
returns were selected for additional data requests.   At the 
end of the study, we had received a response from 206 of 
these requests, a response rate of 71 percent.  Of those 
that responded, a majority, (166 or 81 percent) provided 
a fully satisfactory answer to our inquiries and supplied 
the missing data that they had failed to provide in their 
original filed tax returns.  A smaller group of responses, 
31 out of 206 (15 percent), supplied us with at least 
some information that they had previously withheld.  
It should be noted that, in many of the cases where we 
were requesting country detail for either income or taxes 
paid, the taxpayer was unable to provide this information 
due to software or time constraints.  We chose to rate 
only 9 out of 206 responses (4.4 percent) as completely 
unsatisfactory.    The remainder of our requests, 84 out 
of 290 (29 percent), did not respond in any form.


The followup letters sent out for the Tax Year 2002 
study represent companies from a wide range of indus-
tries.  Using NAICS (North American Industry Classifi-
cation System) to sort these corporations, we discovered 
that the most well-represented industry in our study was 
manufacturing, accounting for 121 out of the 290 (41.7 
percent) additional data requests.  Although manufactur-
ing returns overall accounted for just 18 percent of the 
total number of returns, they comprised 50 percent of 
the total foreign-source gross income so that the rate of 
followup is perhaps slightly lower than expected.  The 
next most populous group was the finance/insurance 
industry, with 48 out of 290 (16.6 percent).  This is as 
expected, as this industry accounts for about 11 percent 
of all returns and, more importantly, 16 percent of total 
foreign-source gross income.  The third most populous 
group was the  information industry, with 34 out of the 
290 (11.7 percent) total, compared to 6 percent of the 


total number of returns and almost 10 percent of the total 
foreign-source gross income. Although more additional 
data requests were sent to certain industries than others, 
we did not find a substantially better or worse response 
rate when comparing these industries at the end of our 
study.


	Missing Schedule F


One of the Form 1118 supporting schedules that 
tends to be missing or poorly filed is Schedule F, Gross 
Income and Definitely Allocable Deductions for Foreign 
Branches.  Amounts from this schedule are included in 
the total gross income and definitely allocable deduc-
tions on Schedule A but are not directly carried forward.  
The only indication we have that a Schedule F may be 
missing is if branch taxes were reported on Schedule B, 
Part I, but no Schedule F was filed and the branch in-
come and branch deductions associated with those taxes 
are therefore unknown.  Sometimes, we can impute a 
Schedule F using the Schedule A and prior-year data.  In 
other cases, we must write to the taxpayers.  Since 261 
taxpayers had this condition, we generally limited our 
requests to those returns that reported over $1,000,000 of 
branch taxes or whose branch taxes equaled 25 percent 
of the total foreign taxes paid or accrued.  Of course, if 
we were sending a letter to a taxpayer due to some other 
problem, we included a request for the missing Schedule 
F even if the return did not meet either criterion. 


We requested a Schedule F from 52 corporations that 
reported branch taxes but had not included a completed 
Schedule F with their Forms 1118.  These taxes totaled 
to about one billion dollars, approximately 20 percent 
of the total foreign branch taxes reported by all corpora-
tions.  Of these corporations, 32 or 62 percent, sent in 
Schedule F data.  The total foreign branch gross income 
reported in response to our letter for these returns was 
about $12 billion, 15 percent of the total for all returns.  
These taxpayers also supplied almost $7 billion in pre-
viously unreported foreign branch definitely allocable 
deductions, about 17 percent of the total for all returns.  
By the conclusion of the study, taxpayers had sent in 
Schedule F’s to support a total of $751 million in branch 
taxes paid, or about 69 percent of all the unsupported 
branch taxes from the returns that received letters.  Un-
supported taxes from all returns then declined from 22 
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percent of all foreign branch taxes to 6 percent, due to 
the followup process.


When we examine the ratio of supported taxes, post 
followup, to the original unsupported tax amounts for 
those returns selected for followup, by industry, we see 
most of the major industry groups supplied Schedule F’s 
to support more than 70 percent of the originally unsup-
ported branch taxes.  The one exception is the wholesale 
and retail trade industry group, which provided support 
for only 29 percent of the taxes missing support from 
Schedule F.  


Followup Returns Missing Schedule F
[Money amounts are in millions of dollars]


	Schedule H


Another of the supporting schedules included within 
Form 1118 is the Schedule H, Apportionment of Deduc‑
tions Not Definitely Allocable.  This schedule is used to 
apportion deductions that cannot be definitely allocated 
to a certain item or class of income.  Schedule H is filed 
only once with each Form 1118 and has two distinct 
parts.  Part I is comprised of research and development 
deductions, while Part II is a combination of interest 
deductions and other miscellaneous deductions that do 
not fit into a specific category.  These two parts are then 
added together to arrive at a total not definitely allocable 
deduction figure for the schedule.  This total figure is 
also reported on Schedule A, along with the company’s 
definitely allocable deductions.


Every corporation filing a Form 1118 that reports not 
definitely allocable deductions is required to complete a 
Schedule H that documents these deductions.  We con-


tact taxpayers whose Schedule H is missing and whose 
not definitely allocable deduction amount exceeds $10 
million.


In Tax Year 2002, taxpayers failed to report a Sched-
ule H to support a total of $6.8 billion in not definitely 
allocable deductions.  This was approximately 7 percent 
of the $100.4 billion in total not allocable deductions 
from all returns.  We wrote followup letters to 32 com-
panies with a request to provide a completed Schedule 
H.  These corporations represented a total of $4.8 bil-
lion in not definitely allocable deductions on Schedule 
A that were not supported by a Schedule H.  This figure 
accounted for roughly 71 percent of the not definitely 
allocable deductions not supported by a Schedule H in 
our study prior to followup.  As a result of this process, 
we received responses from 18 (56 percent) of the 
companies.  They provided supporting Schedule H’s 
that accounted for $3.18 billion of the $4.8 billion (66 
percent) total represented by the 32 companies. Thus, the 
followup process decreased the amount of apportioned 
deductions not supported by a Schedule H from 7 percent 
to 3.6 percent of the total apportioned deductions.


	Unallocated Income


From a data analysis standpoint, it is desirable for 
taxpayers to assign as much of foreign income, deduc-
tions, and taxes paid total to a specific foreign country 
as possible.  However, they do have the option of cat-
egorizing either all or part of their incomes, deductions, 
or foreign taxes paid or accrued to other or various 
countries.  One of our main goals in sending followup 
letters is to obtain specific country detail for any large 
amounts assigned to various countries.


As with the missing schedules, we established 
criteria for requesting additional country detail when 
the taxpayer failed to allocate a significant amount of 
foreign-source gross income to the country or region of 
source.  Generally, we send a letter to those corporations 
with $25 million or more of unallocated gross foreign-
source income or $10 million of unallocated foreign-
source taxable income.  Although we will ask for country 
detail for the definitely allocable deductions if the return 
meets the income test and some or all of the deductions 
have not been sourced, country detail here is not con-


Industry Unsupported 
Branch
Taxes Paid 


Taxes
supported
by
Schedule F 
after
Followups  


Percent   
(col. 2/ 
col. 1) 


Manufacturing $634 $453 72% 
Wholesale/
Retail  Trade 


13 4 29 


Information 30 28 93 
Finance/
Insurance 


97 80 82 


Services 230 185 80 
Total $1,003 $749 75% 
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sidered essential to the study.  (Many taxpayers prorate 
their deductions to countries based on each country’s 
share of foreign gross income, and our system therefore 
prorates any amounts remaining in “other countries” at 
the end of the study accordingly.)


We sent followup letters to a total of 160 companies. 
The unallocated foreign-source gross income for these 
returns was approximately $79 billion; about 89 percent 
of the total unallocated income ($88.8 billion) and 20 
percent of the total foreign-source gross income ($390 
billion).  Other income accounted for 42 percent of the 
unallocated amount, while the next largest category, 
gross rents, royalties, and license fees, comprised 23 per-
cent.  Some of these returns had not allocated any of their 
incomes, but many had already allocated a considerable 
portion before we requested additional country detail.  
Overall, the unallocated amount for these returns was 50 
percent of total foreign-source gross income. 


A Comparison of Total, Unallocated, and 
Allocated Income, by Type
[Money amounts are in billions of dollars]


Of these 160 companies, 88 sent in a satisfactory 
response, 19 sent in a partial response, 5 included an 
unsatisfactory response, and the remaining 48 never 
responded.   


By comparing the percentage of total foreign-source 
income and the percentage of unallocated income from 
all returns, across industries, we can get an indication 
of which industries were more or less likely to allocate 
their incomes to the country of source.  Manufacturing 
companies, for example, earned 50 percent of the total 
foreign source gross income but accounted for 36 per-


Type of 
Income 


Total FS 
Gross


Income 
from All 
Returns


Unallocated
Income 


from 
Followup
Returns


Allocated
Income from 


Followup
Returns


Dividends $95.4 $6.6 $5.5 
Interest 55.2 12.4 8.1 
Rents 67.1 18.3 5.1 
Services 21.8 8.8 2.9 
Other 150.8 33.0 21.1 
Totals $390.3 $79.0 $42.7 


cent of the unallocated income.  On the other hand, the 
information industry comprised just 10 percent of the 
total but 26 percent of the unallocated income.  Finance 
and insurance companies had only a slightly higher per-
cent of unallocated income than expected based on their 
percentage of gross income. The other industry groups 
accounted for about the same fraction of unallocated 
income as total foreign-source income.


Total Foreign-Source (FS) and Unallocated Income, by 
Industry Group
[Money amounts are in billions of dollars]


Taxpayers allocated $42.7 billion of their total gross 
foreign source incomes to countries and or regions; 
about 54 percent of the original unallocated amount.  
They were much more likely to allocate their interest 
or other income than gross rents, royalties, and license 
fees or their income from the performance of services.  
Roughly half of the allocated income was other income, 
while almost 20 percent was interest income. Most 
significantly, the total gross foreign-source income at-
tributed to countries or regions as a result of taxpayer 
correspondence accounted for approximately 11 percent 
of the total foreign-source gross income for all returns. 


The rates of followup response for those corpora-
tions missing country detail for gross income and the 
percentage of foreign source gross income allocated in 
response to our requests also vary by industry.  The pro-
fessional, technical, and scientific industry group and the 
management of companies and enterprises group had the 
highest satisfactory response rates.  Manufacturing and 
the wholesale and retail trade group also had satisfactory 


Industry
Group


Total
Gross 


FS
Income 


Percent 
of 


Total


Unallocated
Income 


Percent
of 


Total


Manufacturing $194.6 50% $32.1 36%


Information 37.2 10% 23.2 26%


Finance/Insurance 60.9 16% 17 19%
Management of  
Companies  45.2 12% 5.0 6%


Other Industries 52.3 5% 11.6 3%


Totals $390.3   $88.8   
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response rates that were well over 50 percent.  Rates 
for transportation and warehousing, information, and 
the finance and insurance group, however, ranged from 
33 percentto 42 percent. A comparison of the original 
amount not attributable to specific countries or regions to 
the amount allocated after receiving our requests yields 
similar results.  Top of this list is again the professional, 
technical, and scientific services industry, with an alloca-
tion rate of 81 percent.  The management of companies 
and enterprises industry and the manufacturing industry 
follow close behind, with 79 percent and 71 percent re-
spectively.  Finance and insurance, however, allocated 
just over half of the amount missing country detail, while 
the information industry allocated about 37 percent.  


A Comparison of Unallocated and Allocated Income for 
Followup Returns, by Industry
[ Money amounts are in billions of dollars ]


While the percentage allocated from the profes-
sional, technical, and scientific industries may be impres-
sive, it is important to remember that the total allocated 
amounts received from this industry group is relatively 
small.  Of the total allocated amount received, manufac-
turing comprised nearly 45 percent while the finance and 


insurance industry group and the information industry 
each accounted for 19 percent of the data.


	Unallocated Taxes Paid or Accrued


As with the other conditions that cause us to send a 
followup letter to a certain company, it is necessary to set 
a minimum threshold for foreign taxes paid amounts for 
which we want to obtain country detail.  After a review 
of taxpayer reporting trends, we decided to request addi-
tional country detail for any unknown foreign tax amount 
totaling more than $5 million.  Using this number as a 
guideline, we sent followup letters to 79 U.S. corpora-
tions requesting additional taxes paid country detail.    


For Tax Year 2002, these companies represented a 
total of $5.51 billion in foreign taxes paid, $2.7 billion 
(48.5 percent) being attributed to unknown or various 
countries before followup.  This second figure represents 
85 percent of the $3.1 billion total unknown foreign 
taxes paid amount prior to followup in our study. These 
totals were broken down by category as follows: $170.8 
million of foreign taxes paid on interest income, $10.7 
million (6.2 percent) for country unknown; $906.5 mil-
lion of foreign taxes paid on rents, royalties, and license 
fees, $703.3 million (77.6 percent) unknown; $2.1 billion 
of foreign taxes paid on foreign branch income, $905.4 
million (43.8 percent) unknown; $234 million of foreign 
taxes paid on services, $219.7 (93.9 percent) unknown; 
and $1.8 billion of foreign taxes paid on other income, 
$641.2 million (36.2 percent) unknown.[1]


By the conclusion of our Tax Year 2002 study, we 
received responses from 55 of the 79 companies (69.6 
percent) we had contacted to obtain taxes paid country 
detail for $2.7 billion of taxes paid attributed to vari-
ous/unknown countries, approximately 14 percent of the 
total taxes paid from all returns and roughly 85 percent 
of the total unallocated taxes from all returns.  Taxpayers 
allocated a majority of their previously unallocated taxes 
paid on service income, while they provided country 
detail for about a third of their taxes paid on interest 
and other income.   


Industry
Group


Income 
Not


Allocated


Allocated
Income 


Percent 
Allocated


Manufacturing $27 $19 71%
Wholesale/
Retail Trade 3 1 40%
Transportation/ 
Warehousing 4 1 13%


Information 22 8 37%


Finance/ Insurance 15 8 53%
Professional/ 
Scientific/
Technical Services 1 1 81%
Management of 
companies  4 3 79%


Other industries 2 1 57%


Totals $79 $42.7 54%
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A Comparison of Total, Unallocated, and Allocated 
Taxes, by Type
[Money amounts are in millions of dollars]


The additional information we received substantially 
enhanced the accuracy and usefulness of the study data.  
Overall, the total amount of taxes paid attributed to 
various/unknown countries was reduced by $1.2 billion, 
from $2.7 billion to $1.5 billion, a 45-percent reduction. 
This $1.2 billion amounted to almost 7 percent of the 
total foreign taxes paid. 


Taking a closer look at the followup letters we sent 
for foreign taxes paid country detail, we discovered that 
the manufacturing industry accounted for the highest 
percentage of these requests, with 26 out of 79 (32.9 
percent) total.  The finance/insurance and information 
industries were also well represented, with 19 (24.1 
percent) and 13 (16.5 percent) requests, respectively.   
Even though the information industry accounted for 
less overall requests than manufacturing and finance/
insurance, it possessed the most foreign taxes paid to 
unknown countries, with $976.3 million (36.6 percent) 
of the total prior to followup.  Manufacturing was a 
close second, with $943.8 million (35.3 percent) of the 
total.   The finance/insurance industry accounted for 
only a fraction of these totals prior to followup, with 
$221.7 million (8.3 percent).  At the end of our study, 
each of these industries saw a decrease in the amount 
and percentage of foreign taxes paid to various countries.  
The most significant drop in unallocated taxes paid was 
seen in manufacturing, whose unknown foreign taxes 
paid went from $943.8 million to $307.7 million, a 


67-percent decrease.  The finance and insurance sector 
experienced the largest percentage decrease in unknown 
foreign taxes paid of these three industries, going from 
$221.7 million to $91.3 million (59 percent).  The in-
formation industry showed the smallest change between 
pre- and post-followup taxes paid data, going from 
$976.3 million to $931 million, a 5-percent reduction.  
 


A Comparison of  Unallocated and Allocated Taxes for 
Followup Returns, by Industry
[Money amounts are in millions of dollars]


	Conclusions


Overall, the response rate for followups was suf-
ficient to make the process worthwhile.  Since our data 
requests covered almost 90 percent of the unallocated 
income and 87.5 percent of the unallocated taxes, it 
appears that our thresholds for these data requests are 
adequate.  In future studies, we may want to keep in mind 
that the information industry is far less likely than the 
other significant industry groups in our study to provide 
additional country detail for both foreign-source income 
and foreign taxes paid.  Our criteria for missing Schedule 
F’s also appear adequate, as we sent followups for 92 
percent of the unsupported branch taxes.  Although we 
sent followups for a lower percentage of the total unsup-
ported apportioned deductions (71 percent), it is not clear 


Type of 
Income


Unal-
located 
Taxes 
from 


Followup 
Returns 


Allocated 
Taxes 
from 


Followup 
Returns 


Percent
Allocated 


Interest $10.7 $3.1 29% 
Rents 703.3 216.6 31% 
Branch 
Income 905.4 459.5 51% 
Services 219.7 206.7 94% 
Other 641.2 204.7 32% 
Total $2,675 $1,214.9 45% 


Industry
Group


Taxes
Not


Allocated


Allocated
Taxes


Percent 
Allocated


Manufacturing $943.8 $636.1 67%
Wholesale/
Retail Trade 86.1 61 71%
Transportation/ 
Warehousing 24.9 24 96%


Information 976.3 45.3 5%


Finance/Insurance 221.7 130.4 59%
Professional/ 
Scientific/
Technical services 6.7 3.5 52%
Management  
of companies  263.4 228.9 87%


Other industries 152.1 85.7 56%


Total $2,675 $1,214.9 45%







- 138 -


singmaster anD reDmiLes


whether lowering our thresholds for writing to taxpayers 
to see if we can acquire Schedule H support is justified, 
since the total unsupported apportioned deductions was 
just 7 percent of the total.  


Reflecting on our results, it appears that the followup 
process has a substantial impact on the overall quality 
of our data. By requesting missing Schedule H’s, we 
obtained support for about 3 percent of the total not 
definitely allocable deductions. Asking for additional 
country detail enabled us to allocate 11 percent of the 
total foreign gross income and nearly 7 percent of the 
total foreign taxes paid or accrued to the source country 
or region.  Although our figures for gross branch income 


and deductions are still underreported, without our re-
quests for missing Schedule F’s, we would be missing 
15 percent of the gross foreign branch income and 17 
percent of the foreign branch deductions now reported 
for this study year. The improvement in the quality of 
the data as a result of our followup letters more than 
justifies the effort involved in this process and will be 
continued in future studies.


	Endnote


[1] For the purposes of this paper we chose not to examine 
totals for foreign taxes paid on dividends or 863(b) 
income.
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Further Examination of the Distribution of Individual
Income and Taxes Using a Consistent and


Comprehensive Measure of Income
Tom Petska and Mike Strudler, Internal Revenue Service, and Ryan Petska, Florida State University


D ifferent approaches have been used to measure
the distribution of individual income over time.
Survey data, such as those from the U.S. Cen-


sus Bureau’s Current Population Survey (CPS) and Sur-
vey of Income and Program Participation (SIPP), have
been compiled with detailed enumeration, but
underreporting of incomes, inadequate coverage at the
highest income levels, and omission of a key income
type jeopardize the validity of results.  Administrative
records, such as individual income tax returns, may be
less susceptible to underreporting of income but exclude
certain nontaxable income types.  In addition, estimates
of change can be unreliable in periods when the tax law
has been substantially altered.  Record linkage studies
have capitalized on the advantages of both approaches,
but are costly and severely restricted by the laws gov-
erning interagency data sharing.


This paper is the third in a series examining trends
in the distribution of individual incomes and tax bur-
dens based on a consistent and comprehensive measure
of income derived from individual income tax returns
[1,2].  In the two previous papers, we demonstrated that
the shares of income accounted for by the highest in-
come-size classes have clearly increased over time, al-
though some of this increase was tempered by corre-
sponding increases in the shares of taxes paid by these
groups.  We also demonstrated the superiority of our
comprehensive and consistent income measure, the 1979
Retrospective Income Concept, particularly in periods
of tax reform.


In this paper, we continue this analysis of individual
income and tax distributions. The paper has four sec-
tions.  In the first section, we  briefly summarize this
measure of individual income derived as a “retrospec-
tive concept” from individual income tax returns.  In
the second section, we present the results of our analysis
of time series data on individual incomes and taxes.  Next,
we estimate Lorenz curves and compute Gini coefficients
from these data and summarize our findings.  Finally, data
limitations, results, and conclusions are presented.


n Derivation of the 1979
Retrospective Income Concept


The tax laws of the 1980’s and 1990’s made signifi-
cant changes to both the tax rates and definitions of tax-
able income.  The tax reforms of 1981 and 1986 signifi-
cantly lowered individual income tax rates, and the lat-
ter also substantially broadened the income tax base.  The
tax law changes effective for 1991 and 1993 initiated
rising individual income tax rates and further modifica-
tions to the definition of taxable income [1,2].  Law
changes effective for 1997 lowered the maximum tax
rate on capital gains.  With all of these changes, the ques-
tions that arise are what has happened to the distribution
of individual income and the shares of taxes paid by the
various income-size classes?


In order to analyze changes in income and taxes over
time, consistent definitions of income and taxes must be
used. However, the Internal Revenue Code has been
substantially changed in the last 19 years— both the con-
cept of taxable income and the tax rate schedules have
been significantly altered. The most commonly used
income concept available from Federal income tax re-
turns, Adjusted Gross Income (AGI), was designed to
facilitate tax administration, and its definition has
changed over time to reflect modifications to the Inter-
nal Revenue Code.  These changes made it difficult to
use AGI for inter-temporal comparisons of income.


For this reason, an income definition that would be
both comprehensive and consistent over time was de-
veloped [3,4,5]. The 1979 Retrospective Income Con-
cept was designed to include the same income and de-
duction items from items available on Federal individual
income tax returns. Tax Years 1979 through 1986 were
used as base years to identify the income and deduction
items, and the concept was subsequently applied to later
years by including the same income components com-
mon to all years.


As shown in Figure A, the calculation of the 1979
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Retrospective Income Concept includes several items
partially excluded from AGI for the base years, the larg-
est of which was capital gains [1,2].  The full amounts
of all capital gains, as well as all dividends and unem-
ployment compensation, were included in the income
calculation.  Total pensions, annuities, IRA distributions,


and rollovers were added, including nontaxable portions
that were excluded from AGI.  Social Security benefits
were omitted because they were not reported on tax re-
turns until 1984.  Also, any depreciation in excess of
straight-line depreciation, which was subtracted in com-
puting AGI, was added back [1,2].


For this study,  retrospective income was computed
for all individual income tax returns in the annual Sta-
tistics of Income (SOI) sample files for the period 1979
through 1997.  Loss returns were excluded and the tax
returns were tabulated into income-size classes based
on the size of retrospective income and ranked from high-
est to lowest.  Percentile thresholds were interpolated
within the income-size classes for the following groups:
the top 1 percent; 1-to-5 percent; 5-to-10 percent; 10-
to-20 percent; 20-to-40 percent; 40-to-60 percent; 60-
to-80 percent; and the bottom 20 percent [6,7,8].  For
each size class, the number of returns and the amounts
of retrospective income and taxes paid were compiled.
From these data, income and tax shares and the average
taxes were computed for each size class for all years.


Table 1 presents the interpolated income thresholds
for all of the years.  Table 2 shows the number of re-
turns for each size class, and Tables 3 and 4 present the
amounts of aggregate retrospective income and taxes
for each size class, respectively.


n The Distribution of Income
and Taxes


With this database, we sought to answer the follow-
ing questions— have the distribution of individual in-
comes (i.e., income shares), the distribution of taxes (i.e.,
tax shares), and the average effective tax rates  (i.e., tax
burdens) changed over time?  As a first look at the data,
we examined the income thresholds of the bottom (or
entry level) of each income-size class and a clear pat-
tern emerged. While all of the income thresholds have
increased over time, the largest increases in absolute
terms, and on a percentage basis, were with the highest
income-size classes.


For example, while $79,679 of retrospective income
were needed to enter the top 1-percent size class for 1979,


Figure A.—Components of the 1979 Retrospective
Income Concept for 1997
     Retrospective Income  =
Salaries and wages1


Plus (+):
Interest


1


Dividends
1


Taxable refunds
1


Alimony received
1


Capital gains minus allowable losses reported on
   Schedule D


1


Capital gains and losses not reported on Schedule D
1


Other gains and losses (Form 4797)
1


Business net income or loss
1


Farm net income or loss
1


Rent net income or loss
1


Royalty net income or loss
1


Partnership net income or loss
1


S Corporation net income or loss
1


Farm rental net income or loss
1


Estate or trust net income or loss
1


Unemployment compensation
1


Depreciation in excess of straight-line depreciation
2


Total pension income
3


Other net income or loss
1


Net operating loss
1


     Minus (-):
Disallowed passive losses (Form 8582)


4


Moving expenses
1


Alimony paid
1


Unreimbursed business expenses
4


_______________________________________________


1 
 Included in adjusted gross income (AGI) for Tax Year
 1997.


2
  Adjustment to add back excess depreciation (accelerated
 over straight-line depreciation) deducted in the course of
 a trade or business and included in net income (loss)
 amounts.


3
  Includes taxable and tax-exempt pension and retirement
 distributions, including IRA distributions.


4  Not included in AGI for Tax Year 1997.
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Figure B--Constant Dollar Income Thresholds, 1979-1997
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$269,414 were needed for entry into this size class for
1997, an increase of 238 percent.  But for the top 20
percent, the threshold increased by 123 percent, and, for
the bottom 20 percent, the increase was only 92 per-
cent.  Since much of these increases are attributable to
inflation, we computed constant dollar thresholds, us-
ing the Consumer Price Index, which are plotted in Fig-
ure B and shown in Table 5 [9].


What is most striking about these data are the
changes between 1979 and 1997 for the various income-
size percentile thresholds.  For example, the threshold
for the top 1 percent rose from $109,751 for 1979 to
$167,859 for 1997, an increase of nearly 53 percent.
However, the thresholds for each lower percentile class
show smaller increases in the 19-year period; the top
20-percentile threshold increased only 1 percent,  and
the  40-percent  and  all  lower  thresholds declined in
inflation-adjusted dollars, with larger percentage reduc-


tions for the smaller income-size classes.


Income shares


The data on income shares by percentile-size classes
are provided in Table 6 and summarized in Figure C for
1979 through 1997.  The share of income accounted for
by the top 1 percent of the income distribution has
climbed steadily from a low of 9.58 percent for 1979 to
a high of 17.94 percent for 1997. While this increase is
quite steady, there were some significantly large jumps,
particularly for 1986, due to a surge in capital gains re-
alizations after the passage, but before implementation,
of the Tax Reform Act of 1986 (TRA).  The top 1-per-
cent share also increased for 1995 through 1997.  No-
table declines in the top 1-percent share occurred in the
recession years of 1981 and 1990-1991.


This pattern of an increasing share of total income
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Figure C--Income Shares by Income Percentile Size-Classes, 
1979-1997
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is mirrored in the 1-to-5 percent class and the 5-to-10
percent class, but to a considerably lesser degree.  For
the former group, the income share increased from 12.60
percent to 14.91 percent, while for the latter, the share
barely increased from 10.89 percent to 11.00 percent in
this period.  All of the other lower percentile-size classes,
from the 10-to-20 percent class to the four lowest
quintiles, show declines in shares of total income over
the 19-year period.  Overall, the top quintile increased
its share of total income from 50 percent for 1979 to
nearly 60 percent for 1997.


Tax shares


Data on tax shares by the percentile-size classes are
shown in Table 7 and summarized in Figure D [10].  The
share of taxes accounted for by the top 1-percent group
also climbed steadily in this period, from initially at 19.75
percent for 1979, then declining to a low of 17.42 per-


cent for 1981, before rising to 32.58 percent for 1997.
As with incomes, there were some unusually large in-
creases, particularly for 1986, but also for 1982, 1983,
1988, 1992, 1993 (the first year of the 39.6-percent top
marginal tax rate), 1995 and 1996.  One common fea-
ture for all these years was that net capital gains reported
in AGI showed double-digit growth from the previous
year [3,5].


The 1-to-5 percent size class exhibited relatively
modest change in its share of taxes, increasing from
17.53 percent to 18.79 percent in the period.  The 5-to-
10 percent class, and all lower income-size classes, had
declining shares of total tax [11].  The top quintile in-
creased its share of taxes from 66.82 percent to 76.40
percent of the total in the 1979 to 1997 period.


Average tax rates
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Figure E--Average Tax Rates for Income Percentile Size Classes, 
1979 - 1997
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Figure D--Tax Shares by Income Percentile Size-Classes, 
1979 - 1997
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Average tax rates by income-size class are pre-
sented in  Figure E and Table 8. What is most striking
about these data is that the levels of the average tax
burdens increase with income size in all years.  The
progressivity of the individual income tax system is clearly
demonstrated.


Despite the fact that the overall average tax rate
increased slightly between 1979 and 1997 (i.e., rising
from 13.96 percent to 14.30 percent), the average rate
for all but the very lowest size class actually declined
[11].  While this at first appears to be inconsistent, it is
clear how this did in fact occur – over time, the propor-
tion of income has shifted to the upper levels of the in-
come distribution, where it is taxed at higher rates.


In examining the average tax data by income size,
three distinct periods emerge.  First, the average tax rates
were generally climbing up to the implementation of the
Economic Recovery Tax Act (ERTA) effective for 1982.
This was an inflationary period, and prior to indexing of
personal exemptions, the standard deduction, and tax
brackets, which caused many taxpayers to face higher
tax rates.  (Indexing became a permanent part of the tax
law for Tax Year 1985 [3].)  Also, this period marked
the recovery from the recession in the early 1980’s.


Similarly, average taxes also climbed in the period
after 1992, the period affected by the Omnibus Budget
and Reconciliation Act (OBRA).  This was not surpris-
ing for the highest income-size classes, ones affected
by the OBRA-initiated 39.6-percent top marginal tax
rate, but the average tax rate increases are also evident
in the smaller income-size classes for most years in the
1993 to 1997 period as well.


For the majority of intervening years (i.e., 1982
through 1992), average tax rates generally declined by
small amounts for most income-size classes, although
the period surrounding the implementation of the 1986
Tax Reform Act (TRA) gave rise to small increases in
some classes.  Despite the substantial base broadening
and rate lowering initiated by TRA, for most income-
size classes, the changes to average rates were fairly
small.  However, it should be kept in mind that indi-
viduals can and do move between income-size classes.


The rates for the top 1 percent clearly show the ef-
fects of the 1986 capital gains realizations, in anticipa-
tion of the ending of the 60-percent long-term gains ex-
clusion, which began in 1987.  The average tax rate for
this income-size class dropped for 1986, but rose sharply
for 1987, before dropping again for each of the next
three years.


To assess what happened, it is important to look at
the underlying data.  The substantial increase in capital
gains realizations for 1986 swelled the aggregate income
and tax amounts for upper income classes and also raised
the income thresholds of these top classes.  However,
since much of the increase in income for these size
classes was from net long-term capital gains, which had
a maximum effective tax rate of 20 percent (i.e., a 50-
percent maximum marginal tax rate combined with the
60-percent exclusion), it is not surprising that the aver-
age tax rate for these top size classes declined.


Interestingly, the average tax increases which pre-
dominate in the 1993-1997 period have one very no-
ticeable exception —  the average rate for the top 1-per-
cent size class declined from 26.98 to 25.96 between
1996 and 1997.   We believe that effect is the direct
result of the reduction in the top capital gains tax rate,
from 28.0 to 20.0 percent, which began in May 1997.


n Lorenz and Gini Analysis of
the Distributions


To further analyze the data, we estimated Lorenz curves
and computed Gini coefficients for all years.  The Lorenz
curve is a cumulative aggregation of income from lowest
to highest, expressed on a percentage basis. To construct
the Lorenz curves, we re-ordered the percentile classes from
lowest to highest and used the income thresholds as “plot-
ting points” to fit a series of third-order regression equa-
tions for each of the 19 years, both before- and after-taxes.


Lorenz curves for 1979 and 1997 are plotted in Figure
F.  The 45-degree diagonal or “identity function” in the
figure represents the unlikely situation of everyone having
equal amounts of income.  In this scenario, 10 percent of
the tax return filers would account for 10 percent of the
income, as would 50 percent, 90 percent, etc.  Clearly,
although such a situation is a virtual impossibility, it is a
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useful yardstick by which to measure the degree of in-
come inequality.


The Lorenz curve for 1979 is above and to the left
of that for 1997 —  this is because for each cumulative
percent of tax returns (as measured on the horizontal
axis), the cumulative percent of income for 1979 (mea-
sured on the vertical axis) exceeds that for 1997.  Clearly
this is a situation of less income inequality for 1979,
which is also evident from the income share data in Fig-
ure C and Table 6.


Once the Lorenz curves were estimated for all years,
Gini coefficients were calculated. Intuitively, the Gini
coefficient is a measure of the degree of inequality—
that is, a higher Gini value represents more inequality.
From Figure F, the Gini coefficient is measured as fol-
lows:


  Gini coefficient = Area A / (Area A + Area B) * 100


that is, the Gini coefficient is the estimated area beneath
the 45-degree diagonal but above the Lorenz curve (an
amount of “inequality”) expressed as a percentage of
the entire area below the 45-degree diagonal.  Thus, if
the Lorenz curve were bowed down and to the right,


Area A would increase thereby increasing the Gini co-
efficient.


As shown in Figure G, Gini coefficients for all 19
years were estimated for both before- and after-tax in-
come distributions.  The Gini coefficients increased
throughout the 19-year period signifying rising levels
of inequality for both the pre- and post-tax distributions.
This result was not unexpected since it parallels the ris-
ing shares of income accruing to the highest income-
size classes. Over this period, the before-tax Gini coef-
ficient value increased from 0.473 to 0.564 (19.2 per-
cent), while the after-tax Gini value increased from 0.442
to 0.534 for a slightly higher percentage increase (20.8
percent).


Figure G— Gini Coefficients for Retrospective
Income, Before and After Taxes, 1979 —  1997


            — Gini Coefficients —                    Percent
Year  Before tax  After tax  Difference   difference


1979 0.473 0.442 0.031 6.6
1980 0.477 0.447 0.030 6.3
1981 0.476 0.445 0.031 6.5
1982 0.478 0.450 0.028 5.9
1983 0.487 0.461 0.026 5.3
1984 0.495 0.470 0.025 5.1
1985 0.500 0.475 0.025 5.0
1986 0.525 0.500 0.025 4.8
1987 0.517 0.490 0.027 5.2
1988 0.535 0.509 0.026 4.9
1989 0.533 0.508 0.025 4.7
1990 0.532 0.508 0.024 4.5
1991 0.529 0.504 0.025 4.7
1992 0.538 0.512 0.026 4.8
1993 0.536 0.508 0.028 5.2
1994 0.537 0.508 0.029 5.4
1995 0.545 0.515 0.030 5.5
1996 0.557 0.526 0.031 5.6
1997 0.564 0.534 0.030 5.3


So what has been the effect of the Federal tax sys-
tem on the size and change over time of the Gini coeffi-
cient values?   One way of looking at this question is to
compare the before- and after-tax Gini values.  Although
this is not a perfect measure, since the tax law can also


Figure F -- Lorenz Curves, 1979 and 1997
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affect the pre-tax income distribution, it is still a useful
comparison [12].


From this comparison, two conclusions are clear.
First, Federal income taxation decreases the Gini coef-
ficients for all years.  This is not surprising in that the
tax rate structure is progressive, with average rates ris-
ing with higher incomes, so after-tax income is more
evenly distributed than before-tax income.  A second
question is whether the relationship between the before-
tax and after-tax Gini coefficient values has changed
over time.  From Figure F, the after-tax series closely
parallels the before-tax series, with reductions in the
value of the Gini coefficient ranging from 0.024 to 0.031.
The largest differences, which denote the largest redis-
tributive effect of the Federal tax system, are for 1979-
1981 and 1994-1997, periods of relatively high marginal
tax rates [13].


But to investigate further, the percentage reduction
to the before-tax Gini values were computed and are
shown as the fourth column in the figure. These per-
centage changes in the Gini coefficient values, a “redis-
tributive effect,” show a decline ranging from 4.5 to 6.6
percent.  As for the differences, the largest percentage
changes are for the earliest and latest years, periods when
the marginal tax rates were high [13].  The largest per-
centage reduction was for 1979, but the size of the re-
duction generally declined until 1986, fluctuated at rela-
tively low levels between 1986 and 1992, then increased
from 1993 to 1996.  However, coinciding with the capi-
tal gains tax reduction for 1997, the percentage change
again declined for 1997.


So what does this all mean?  First, the high mar-
ginal tax rates prior to 1982 appear to have had a sig-
nificant redistributive effect.  But, beginning with the
tax rate reductions for 1982, this redistributive effect
began to decline up to the period immediately prior to
the 1986 Tax Reform Act (TRA). Although TRA be-
came effective for 1987, a surge in late 1986 capital gains
realizations (to take advantage of the 60-percent long-
term capital gains exclusion) effectively lowered the
average tax rate for the highest income groups thereby
lessening the redistributive effect.


For the post-TRA period, the redistributive effect


was relatively low, and it didn’t begin to increase until
the initiation of the 39.6-percent tax bracket for 1993.
But for 1997, with continuation of the 39.6- percent rate
but with a lowering of the maximum tax rate on capital
gains, the redistributive effect again declined.  Overall, it
appears that the redistributive effect was higher in years
that had relatively high marginal tax rates for both ordi-
nary and capital gain income.


To further examine the Gini coefficients over time,
we surveyed the literature for other estimates of Gini
values.  While this work is clearly in its infancy, one
finding was that our estimates generally exceeded those
of other researchers, particularly those based primarily
on Census income concepts [14].  If each of these is a
valid measure of its respective population, the questions
that arise are “What are the reason or reasons for the
differences?” and “Which Gini coefficient series is most
valid?”


As stated earlier, distributional studies based on
Census CPS and SIPP data clearly have more complete
coverage of transfer income, which is primarily received
at the lower end of the income distribution. So from this
standpoint, the Census-based data have a clear advan-
tage. However, the tax data are based on substantially
more complete sampling at the highest income levels
and, as our data show, much of the increased inequality
is attributable to changes to the income shares of these
groups.  Further, the tax data have one other important
difference that primarily affects the incomes of the up-
per income groups —  the inclusion of realized capital
gains.


Economists generally agree that an ideal measure
of income would consist of consumption plus any change
in net worth [15].  Implementing such a concept on a
current study of income distribution would be very dif-
ficult, since changes in asset values are neither widely
compiled nor easily measured.  So, while the Census-
based studies generally exclude all capital gains, our
study and most others based on tax return data gener-
ally include “realized” capital gains, a less-than-ideal
proxy for all capital gains.  However, despite its short-
comings, some estimate of capital income is essential in
measuring the income of high income-size groups.  And,
since capital gains are so highly concentrated at the up-
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per end of the income distribution, it is not surprising that
our income distribution measures more concentration at
higher income values, which result in higher estimated
Gini coefficient values.


Another issue in Gini estimation concerns the unit of
measurement— that is, whether the unit is an individual,
family, or  household, for example.  The tax data are not
really any of the above, per se.  They are a combination
of individual and family, based on the filing status elected
by the taxpayer.  Beginning with 1987, a primary tax-
payer was required to list the name and Social Security
Number of any dependents claimed as personal exemp-
tions, even if those dependents had to file their own tax
returns.  So, even though it would be possible to link
such tax returns and aggregate their “family income,”
the retrospective income concept does not currently in-
clude this, treating such dependents as separate taxpay-
ers.  As a result, such dependent taxpayers would ap-
pear to be low-income, unrelated individuals, thereby giv-
ing rise to more inequality and higher Gini coefficient
values, ceteris paribus.


To attempt to ascertain some measure of this ef-
fect, we excluded the returns of dependents claimed on
a tax return who also filed their own tax returns.  And
while this comparison was only for 1 year, we believe it
gives a reasonable first look at the degree to which this
phenomenon affects estimated Gini coefficient values.
For 1997, by excluding these dependents, we calculated
a decrease in the Gini coefficient value of 0.03, a 5-
percent decrease in inequality.  So clearly, the inclusion
of the tax returns of these dependents does raise the
Gini values, but our initial examination of this effect seems
to indicate that it is quite small.


n Data Sources, Limitations,
and Conclusions


The Statistics of Income (SOI) Division of IRS pro-
duces annual studies of individual income and taxes by
sampling and compiling data from Forms 1040,  Indi-
vidual Income Tax Return [3]. Returns were selected as
part of random, stratified cross-sectional samples.  For
this study, returns from these samples were then tabu-
lated into size classes of retrospective income, and the


percentile thresholds are estimated by interpolation [6,7].


Although the retrospective income concept is a con-
sistent measure for inter-year income comparisons, it
has shortcomings.   First, persons with incomes below
the filing thresholds are not required to file tax returns
and are excluded from the database.  To the extent that
the size of the nonfiling population changes from year-
to-year, such comparisons can be a cause for concern.
However, for the period of this study, we feel that this is
not a major shortcoming, but one that still needs further
investigation.  Since the focus of this study has been on
the upper tail of the income distribution, minor changes
in the lowest end of the filing population would not be
expected to influence the top income-size classes by
much.


Our data are based on successive cross-sectional
samples and are not a panel. In the underlying microdata,
individuals can move in and out of annual studies, as
well as across the thresholds of income-size classes.
Also, as previously noted, the database is derived from
individual tax return filings and is not a family income
concept.  No attempt was made to link the income of co-
dependents.  Cash and in-kind public assistance, as well
as earned income tax credit refunds, are also excluded
from retrospective income.  Further, while Federal indi-
vidual income taxes are included, Social Security (FICA)
taxes, corporation income taxes, and excise taxes are
not.


Overall, we believe that retrospective income is an
outstanding measure even though it does have limita-
tions in coverage and scope. Some conclusions can be
drawn from examination of these data.  Both the income
and tax shares of the top 1-percent size class increased
substantially in this period.  The income share of the 1-
to-10 percent group increased modestly, but its share of
taxes remained essentially unchanged.  The income share
of the top quintile increased from 50 percent to nearly
60 percent of the total, and its share of taxes increased
from two-thirds to over three-fourths of the total.


The bottom four quintiles all had declining shares
of total income between 1979 and 1997.  Further, while
the declines in the percentage shares of total income
decreased with decreasing income size, the percentage
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changes in the shares were actually largest with the low-
est quintiles.  Clearly, the pre-tax income shares have
shifted upward.  However, the declining shares of pre-
tax income of the bottom quintiles were somewhat miti-
gated by their declining shares of taxes.


Concerning average tax rates, most income-size
classes had declining average rates between 1979 and
1997.  These declines would have been even larger ex-
cept that all size classes exhibit increases between 1993
and 1996.  The only group for which average taxes de-
clined for 1997 was for the top 1-percent size class.  We
attribute this decline to the reduced tax rate available
for capital gains income.  Overall, the levels of average
taxes clearly increase with increasing income size, which
is conclusive evidence of tax progressivity.


In summary, the upper tail of the income distribu-
tion has increased its share of total income at the ex-
pense of the lower income-size classes.  However, this
rise in inequality in pre-tax income has been somewhat
offset by increases in taxes paid by the top income-size
classes, particularly from the tax rate increases for 1993
through 1996.  However, it remains to be seen if the
reduction in the average tax rate for the top 1 percent
for 1997, which we attribute to the reduction in the maxi-
mum capital gains tax rate, is a sign that the Federal
income tax system will once again have a somewhat di-
minished effect in reducing income inequality.
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Table 1.-- Income Thresholds for Percentile Size-Classes, 1979-1997 (whole dollars)
Year Top 1%  Top 5% Top 10% Top 20% Top 40% Top 60%   Top 80%
1979 79,679          41,167            32,586          24,721          15,721            9,356            4,676            
1980 85,498          44,570            35,496          26,862          17,002            10,106          5,008            
1981 93,679          49,483            39,143          29,451          18,577            11,055          5,504            
1982 97,376          51,914            41,237          31,016          19,342            11,637          5,857            
1983 105,038        55,429            43,596          32,639          20,127            11,970          6,003            
1984 114,370        59,420            46,258          34,543          21,179            12,607          6,306            
1985 124,120        63,460            48,923          36,217          22,025            13,201          6,552            
1986 147,688        68,347            52,034          38,131          23,059            13,605          6,673            
1987 145,646        69,216            53,092          39,050          23,318            13,600          6,358            
1988 161,795        73,442            55,524          40,405          24,072            14,104          6,589            
1989 169,588        77,552            58,436          42,168          24,906            14,514          6,854            
1990 174,721        80,408            60,630          43,689          25,929            15,090          7,095            
1991 180,316        83,317            62,421          44,600          26,336            15,349          7,281            
1992 197,080        87,389            65,295          46,339          27,380            15,970          7,612            
1993 199,698        88,992            66,685          47,249          27,663            16,140          7,770            
1994 210,056        93,042            69,023          48,963          28,417            16,667          8,050            
1995 224,448        98,469            72,179          50,839          29,338            17,151          8,254            
1996 245,951        103,773          75,476          52,632          30,449            17,733          8,430            
1997 269,414        110,765          79,639          55,202          31,961            18,694          8,998            


Table 2.-- Number of Returns by Percentile Size-Classes, 1979 - 1997   (thousands of returns)
Year Total Top 1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%
1979 92,224            922               3,689              4,611            9,222            18,445            18,445          18,445          18,445          18,445       
1980 92,671            927               3,707              4,633            9,267            18,534            18,534          18,534          18,534          18,534       
1981 94,629            946               3,785              4,732            9,463            18,926            18,926          18,926          18,926          18,926       
1982 94,378            944               3,775              4,719            9,438            18,876            18,876          18,876          18,876          18,876       
1983 95,233            952               3,810              4,761            9,524            19,047            19,047          19,047          19,047          19,047       
1984 98,335            983               3,934              4,916            9,834            19,667            19,667          19,667          19,667          19,667       
1985 100,543          1,005            4,022              5,027            10,055          20,109            20,109          20,109          20,109          20,109       
1986 101,881          1,019            4,075              5,094            10,188          20,376            20,376          20,376          20,376          20,376       
1987 106,128          1,061            4,245              5,307            10,613          21,226            21,226          21,226          21,226          21,226       
1988 108,832          1,088            4,354              5,441            10,883          21,766            21,766          21,766          21,766          21,766       
1989 111,274          1,113            4,451              5,563            11,128          22,255            22,255          22,255          22,255          22,255       
1990 112,644          1,126            4,506              5,632            11,265          22,529            22,529          22,529          22,529          22,529       
1991 113,755          1,138            4,550              5,688            11,375          22,751            22,751          22,751          22,751          22,751       
1992 112,594          1,126            4,504              5,629            11,260          22,519            22,519          22,519          22,519          22,519       
1993 113,722          1,137            4,549              5,686            11,372          22,744            22,744          22,744          22,744          22,744       
1994 115,061          1,151            4,602              5,753            11,506          23,012            23,012          23,012          23,012          23,012       
1995 117,334          1,173            4,694              5,866            11,734          23,467            23,467          23,467          23,467          23,467       
1996 119,487          1,195            4,779              5,975            11,948          23,897            23,897          23,897          23,897          23,897       
1997 121,555          1,216            4,862              6,077            12,155          24,311            24,311          24,311          24,311          24,311       
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Table 3.-- Retrospective Income by Percentile Size-Classes, 1979 - 1997  (millions of dolllars)
Year Total Top 1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%
1979 1,536,181       147,101        193,551          167,232        260,245        768,129          367,338        227,676        128,647        44,390       
1980 1,679,428       169,392        209,174          182,643        284,456        845,665          400,132        247,013        139,040        47,579       
1981 1,877,525       182,158        236,287          206,330        320,539        945,314          446,685        275,552        155,473        54,501       
1982 1,978,441       201,591        246,539          216,532        336,339        1,001,001       469,059        286,663        164,055        57,664       
1983 2,108,846       229,430        267,437          231,637        357,074        1,085,578       493,138        300,263        170,044        59,823       
1984 2,330,667       274,964        297,836          254,737        390,584        1,218,121       536,949        326,831        184,139        64,627       
1985 2,519,323       306,854        326,387          276,765        421,089        1,331,095       574,624        348,296        196,418        68,890       
1986 2,801,375       426,237        368,797          300,270        451,879        1,547,183       610,354        367,642        204,446        71,751       
1987 2,854,624       363,729        385,150          317,991        480,041        1,546,911       645,647        384,619        209,480        67,967       
1988 3,152,156       484,475        426,365          343,751        511,394        1,765,985       685,718        407,451        222,938        70,064       
1989 3,335,581       486,816        460,189          370,113        547,890        1,865,008       728,790        430,576        236,620        74,588       
1990 3,494,266       503,585        482,525          388,375        575,784        1,950,269       763,973        453,699        247,466        78,860       
1991 3,575,798       478,588        506,650          405,164        596,999        1,987,401       785,662        465,653        255,099        81,982       
1992 3,760,326       556,143        533,268          419,450        615,704        2,124,565       808,649        478,496        262,242        86,373       
1993 3,849,532       554,075        550,939          432,271        635,060        2,172,345       828,540        490,810        268,962        88,874       
1994 4,033,642       579,600        582,355          455,180        664,994        2,282,129       865,129        510,789        282,072        93,522       
1995 4,317,506       653,811        630,924          488,204        705,067        2,478,006       911,545        535,622        295,446        96,888       
1996 4,670,662       772,718        690,180          522,029        747,684        2,732,611       962,912        564,842        310,196        100,101     
1997 5,112,845 917,481        762,536          562,373        798,966        3,041,356       1,025,982     603,545        332,357        109,605     


Table 4.-- Taxes by Percentile Size-Classes, 1979 - 1997   (millions of dollars)
Year Total Top 1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%
1979 214,480          42,361          37,594            26,899          36,452          143,306          43,424          20,834          6,577            339            
1980 244,902          43,799          43,305            31,262          42,586          160,952          50,594          24,589          8,001            766            
1981 283,894          49,457          49,944            36,674          50,016          186,091          58,937          28,349          9,627            889            
1982 277,142          52,646          47,177            34,843          47,631          182,297          57,485          26,883          9,478            998            
1983 273,777          55,822          46,303            34,262          46,054          182,441          55,252          26,069          9,053            963            
1984 301,386          64,528          51,060            37,578          49,764          202,930          58,959          28,269          10,049          1,179         
1985 325,276          71,739          55,215            40,679          53,072          220,705          62,710          29,978          10,670          1,212         
1986 366,468          92,954          62,347            43,276          57,497          256,074          66,574          31,871          10,807          1,142         
1987 368,902          89,885          68,596            45,558          57,940          261,979          66,090          29,988          9,551            1,294         
1988 412,540          112,191        74,612            48,344          62,780          297,927          71,189          31,855          10,292          1,277         
1989 432,643          107,515        81,053            51,630          67,977          308,175          77,942          34,270          10,950          1,306         
1990 446,896          110,560        82,415            52,875          71,725          317,575          80,595          36,160          11,147          1,420         
1991 448,176          107,908        84,603            54,204          72,574          319,289          81,716          35,149          10,773          1,249         
1992 476,067          127,345        88,922            56,060          73,600          345,927          83,098          35,225          10,600          1,217         
1993 502,638          142,329        93,579            58,330          76,046          370,284          84,845          35,824          10,541          1,144         
1994 534,693          150,679        100,227          63,276          80,871          395,053          89,694          37,569          11,122          1,254         
1995 588,292          174,582        109,437          69,742          86,067          439,828          95,971          39,442          11,721          1,330         
1996 658,055          208,463        122,436          76,964          91,343          499,206          102,921        42,071          12,426          1,431         
1997 731,123          238,196        137,353          84,663          98,371          558,583          111,066        46,121          13,568          1,785         
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Table 5.-- Constant Dollar Income Thresholds, 1979 - 1997 (whole 1982-84=100 dollars)
Year Top 1%  Top 5% Top 10% Top 20% Top 40% Top 60%  Top 80%
1979 109,751        56,704            44,884          34,051          21,654            12,887          6,441            
1980 103,760        54,090            43,078          32,600          20,633            12,265          6,078            
1981 103,057        54,437            43,062          32,399          20,437            12,162          6,055            
1982 100,908        53,797            42,733          32,141          20,044            12,059          6,069            
1983 105,460        55,652            43,771          32,770          20,208            12,018          6,027            
1984 110,077        57,190            44,522          33,246          20,384            12,134          6,069            
1985 115,353        58,978            45,467          33,659          20,469            12,269          6,089            
1986 134,752        62,360            47,476          34,791          21,039            12,413          6,089            
1987 128,210        60,930            46,736          34,375          20,526            11,972          5,597            
1988 136,767        62,081            46,935          34,155          20,348            11,922          5,570            
1989 136,765        62,542            47,126          34,006          20,085            11,705          5,527            
1990 133,681        61,521            46,389          33,427          19,839            11,546          5,428            
1991 132,391        61,173            45,830          32,746          19,336            11,269          5,346            
1992 140,470        62,287            46,540          33,029          19,515            11,383          5,426            
1993 138,199        61,586            46,149          32,698          19,144            11,170          5,377            
1994 141,738        62,781            46,574          33,038          19,175            11,246          5,432            
1995 147,276        64,612            47,362          33,359          19,251            11,254          5,416            
1996 156,757        66,140            48,105          33,545          19,407            11,302          5,373            
1997 167,859        69,012            49,619          34,394          19,913            11,647          5,606            


Table 6.-- Income Shares by Percentile Size-Classes, 1979 - 1997
Year Total Top 1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%
1979 100.00 9.58              12.60              10.89            16.94            50.00              23.91            14.82            8.37              2.89           
1980 100.00 10.09            12.46              10.88            16.94            50.35              23.83            14.71            8.28              2.83           
1981 100.00 9.70              12.59              10.99            17.07            50.35              23.79            14.68            8.28              2.90           
1982 100.00 10.19            12.46              10.94            17.00            50.60              23.71            14.49            8.29              2.91           
1983 100.00 10.88            12.68              10.98            16.93            51.48              23.38            14.24            8.06              2.84           
1984 100.00 11.80            12.78              10.93            16.76            52.26              23.04            14.02            7.90              2.77           
1985 100.00 12.18            12.96              10.99            16.71            52.84              22.81            13.82            7.80              2.73           
1986 100.00 15.22            13.16              10.72            16.13            55.23              21.79            13.12            7.30              2.56           
1987 100.00 12.74            13.49              11.14            16.82            54.19              22.62            13.47            7.34              2.38           
1988 100.00 15.37            13.53              10.91            16.22            56.02              21.75            12.93            7.07              2.22           
1989 100.00 14.59            13.80              11.10            16.43            55.91              21.85            12.91            7.09              2.24           
1990 100.00 14.41            13.81              11.11            16.48            55.81              21.86            12.98            7.08              2.26           
1991 100.00 13.38            14.17              11.33            16.70            55.58              21.97            13.02            7.13              2.29           
1992 100.00 14.79            14.18              11.15            16.37            56.50              21.50            12.72            6.97              2.30           
1993 100.00 14.39            14.31              11.23            16.50            56.43              21.52            12.75            6.99              2.31           
1994 100.00 14.37            14.44              11.28            16.49            56.58              21.45            12.66            6.99              2.32           
1995 100.00 15.14            14.61              11.31            16.33            57.39              21.11            12.41            6.84              2.24           
1996 100.00 16.54            14.78              11.18            16.01            58.51              20.62            12.09            6.64              2.14           
1997 100.00 17.94            14.91              11.00            15.63            59.48              20.07            11.80            6.50              2.14           
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Table 7.-- Tax Shares by Percentile Size-Classes, 1979 - 1997
Year Total Top 1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%
1979 100.00 19.75            17.53              12.54            17.00            66.82              20.25            9.71              3.07              0.16           
1980 100.00 17.88            17.68              12.77            17.39            65.72              20.66            10.04            3.27              0.31           
1981 100.00 17.42            17.59              12.92            17.62            65.55              20.76            9.99              3.39              0.31           
1982 100.00 19.00            17.02              12.57            17.19            65.78              20.74            9.70              3.42              0.36           
1983 100.00 20.39            16.91              12.51            16.82            66.64              20.18            9.52              3.31              0.35           
1984 100.00 21.41            16.94              12.47            16.51            67.33              19.56            9.38              3.33              0.39           
1985 100.00 22.05            16.97              12.51            16.32            67.85              19.28            9.22              3.28              0.37           
1986 100.00 25.36            17.01              11.81            15.69            69.88              18.17            8.70              2.95              0.31           
1987 100.00 24.37            18.59              12.35            15.71            71.02              17.92            8.13              2.59              0.35           
1988 100.00 27.20            18.09              11.72            15.22            72.22              17.26            7.72              2.49              0.31           
1989 100.00 24.85            18.73              11.93            15.71            71.23              18.02            7.92              2.53              0.30           
1990 100.00 24.74            18.44              11.83            16.05            71.06              18.03            8.09              2.49              0.32           
1991 100.00 24.08            18.88              12.09            16.19            71.24              18.23            7.84              2.40              0.28           
1992 100.00 26.75            18.68              11.78            15.46            72.66              17.46            7.40              2.23              0.26           
1993 100.00 28.32            18.62              11.60            15.13            73.67              16.88            7.13              2.10              0.23           
1994 100.00 28.18            18.74              11.83            15.12            73.88              16.77            7.03              2.08              0.23           
1995 100.00 29.68            18.60              11.85            14.63            74.76              16.31            6.70              1.99              0.23           
1996 100.00 31.68            18.61              11.70            13.88            75.86              15.64            6.39              1.89              0.22           
1997 100.00 32.58            18.79              11.58            13.45            76.40              15.19            6.31              1.86              0.24           


Table 8.-- Average Tax Rates by Percentile Size-Classes, 1979 - 1997
Year Total Top 1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%
1979 13.96            28.80           19.42            16.08          14.01          18.66            11.82          9.15            5.11            0.76
1980 14.58            25.86           20.70            17.12          14.97          19.03            12.64          9.95            5.75            1.61
1981 15.12            27.15           21.14            17.77          15.60          19.69            13.19          10.29          6.19            1.63
1982 14.01            26.12           19.14            16.09          14.16          18.21            12.26          9.38            5.78            1.73
1983 12.98            24.33           17.31            14.79          12.90          16.81            11.20          8.68            5.32            1.61
1984 12.93            23.47           17.14            14.75          12.74          16.66            10.98          8.65            5.46            1.82
1985 12.91            23.38           16.92            14.70          12.60          16.58            10.91          8.61            5.43            1.76
1986 13.08            21.81           16.91            14.41          12.72          16.55            10.91          8.67            5.29            1.59
1987 12.92            24.71           17.81            14.33          12.07          16.94            10.24          7.80            4.56            1.90
1988 13.09            23.16           17.50            14.06          12.28          16.87            10.38          7.82            4.62            1.82
1989 12.97            22.09           17.61            13.95          12.41          16.52            10.69          7.96            4.63            1.75
1990 12.79            21.95           17.08            13.61          12.46          16.28            10.55          7.97            4.50            1.80
1991 12.53            22.55           16.70            13.38          12.16          16.07            10.40          7.55            4.22            1.52
1992 12.66            22.90           16.67            13.37          11.95          16.28            10.28          7.36            4.04            1.41
1993 13.06            25.69           16.99            13.49          11.97          17.05            10.24          7.30            3.92            1.29
1994 13.26            26.00           17.21            13.90          12.16          17.31            10.37          7.36            3.94            1.34
1995 13.63            26.70           17.35            14.29          12.21          17.75            10.53          7.36            3.97            1.37
1996 14.09            26.98           17.74            14.74          12.22          18.27            10.69          7.45            4.01            1.43
1997 14.30            25.96           18.01            15.05          12.31          18.37            10.83          7.64            4.08            1.63
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National Agricultural Statistics Service


B ecause of the poor performance of the standard 
Wald method for constructing coverage (con-
fi dence) intervals of a binomial proportion, the 


literature contains a series of modifi cations, alternative 
methods, and comparisons for a two-sided coverage in-
terval under a simple random sample design (Brown et 
al., 2001; Agresti and Coull, 1998; Vollset, 1993; Clop-
per and Pearson, 1934).   Some recent papers have ad-
dressed this problem under more complex sample de-
signs (Feng, 2006; Sukasih and Jang, 2006, Kott et al., 
2001; Korn and Graubard, 1998).  


Constructing empirically effective one-sided cover-
age intervals can be even more diffi cult than two-sided 
intervals.  Cai (2004) and Hall (1981) used Edgeworth 
expansion to develop one-sided coverage intervals un-
der a simple random sample. Kott and Liu (2007) mod-
ifi ed Hall’s method and extended it to handle data from 
a complex sample design with a particular emphasis on 
stratifi ed (simple) random sampling.   


We are interested here in constructing one-sided 
coverage intervals for proportions that are either very 
small (less than 20 percent) or very large (more than 
80 percent).  We will fi rst provide an extensive list of 
coverage-interval methods under simple random sam-
pling and compare them.  We will then look at interval 
methods modifi ed to handle complex sample data and 
evaluate their performances under stratifi ed random 
sampling.  Finally, we will discuss our results.      


 Interval Estimation Methods Under 
a Simple Random Sample


Let X follow a binomial distribution with param-
eters n and p.  The parameter p is also called the bi-
nomial proportion.  In the survey sampling setting, 
n is the sample size of a simple random sample.  Let 
k be a sampled element and xk be either 0 or 1. As-
suming that xk follows the Bernoulli distribution with 
parameter p, the estimator for p from the sample is 


ˆ ,p x n where .n
kx x


This section contains a summary of many of the in-
terval-construction methods under simple random sam-
pling that have appeared in the literature.  All the meth-
ods assume that the population size is large enough to 
ignore fi nite population correction.  The symbol   is 
used to denote the z-score of a standard normal distri-
bution associated with the one-sided coverage intervals 
of interest.  For 95-percent coverage intervals, the z-
score is 1.645.


 The Methods


Standard Wald Interval


This is the best known and most commonly used 
interval.  It is based on the limiting distribution (as 
n grows arbitrarily large): )1,0()ˆ()ˆ( Npvpp ,  
where ˆ( )v p ˆ ˆ(1 ) ( 1)p p n .   The lower and upper 
bounds are: 


ˆ ˆ ˆ1 1SL p z p p n ,


ˆ ˆ ˆ1 1SU p z p p n .                                      (1)


That is to say, the two one-sided Wald intervals for  
p are  p ≥ LS  and  p ≤ US.


Wilson (Score) Interval


Instead of using the variance estimator for p̂ , this 
interval employs the true variance npppV )1()ˆ( .  
It is based on the limit )1,0()ˆ()ˆ( NpVpp .   The 
lower and upper bounds are:
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Logit Interval                               


A logistic transformation, ˆ ˆ ˆlog 1p p  sta-
bilizes the variance of p̂ .  The logit interval is based 


on the limit )1,0()ˆ(/)ˆ( Nv , where   ˆ( )v
ˆ ˆ1/ (1 )np p .  The lower and upper bounds are:


L


L


e
eLL 1


,   where L = )ˆ(ˆ vz ,


U


U


e
eU L 1


,  where U = )ˆ(ˆ vz .                      (3)


Arcsine (Root) Interval


Another transformation-stabilizing variance is the 
arcsine (root) transformation, )arcsin( p . The inter-


val for   is based on the limit )1,0()ˆ(/)ˆ( Nv , 


where )ˆarcsin(ˆ p and )4(1)ˆ( nv .   This results in 
these lower and upper bounds for p:


)2()ˆarcsin(sin)(sin 22 nzL LA ,  


)2()ˆarcsin(sin)(sin 22 nzU LA .                 (4)


Jeffrey’s Interval                                                           


The Bayesian Posterior interval under a Jeffrey’s 
prior of the Beta distribution )2/1,2/1(Beta  is:


)2/1,2/1;2( xnxBetaLJ ,
)2/1,2/1;21( xnxBetaU J .                       (5)


Clopper-Pearson Exact Interval


This interval is based on inverting the equal-tailed 
binomial tests of the null hypothesis 00 : ppH  
against the alternative hypothesis 01 : ppH .   The 
lower and upper bounds can be obtained by solving the 
polynomial equations:
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They can be expressed in terms of Beta distribu-
tion as:


)1,;2Beta( xnxLCP ,
),1;2-1Beta( xnxU CP .                                    (7)


Mid-P Clopper-Pearson Interval


One way to reduce the perceived overconservative-
ness of the Clopper-Pearson method obtains by solving 
the polynomial equations:
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The interval can be expressed in terms of Beta dis-
tribution as:
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(8)


Poisson Interval


When n is large and p is close to 0, the binomial 
distribution Bin(n, p) can be approximated by Poisson 
distribution ( ) !xP X x e x , where np .   The 
lower and upper bounds for p are:


)2(2
2/,2 nL xP ,


)2(2
2/1),1(2 nU xP .                                              (9)


The nine methods described above can be used 
to construct both two-sided and one-sided intervals.  
Unfortunately, an effective two-sided-interval method 
may not work as well in constructing a one-sided inter-
val.  This is because a two-sided interval can have com-
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pensating one-sided errors due to p̂  being asymmetric.  
The following methods are based on an Edgeworth ex-
pansion that explicitly adjusts for the skewness in  p̂ .   


Hall Interval 


The bounds for this interval translate the Wald 
bounds in equation (1) towards ½.  They are: 


ˆ ˆ( )KLL p z v p ,


ˆ ˆ( )KLU p z v p ,                                               (10)


where 
ˆ ˆ(1 )ˆ( )
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The translation term, , is OP(1/n).   Terms of small-
er asymptotic order have been dropped.  Hall (1982) 
has n in the denominator of ˆ( )v p  rather than n 1.   This 
difference has no practical consequence when n  30.  


Cai Interval


Cai (2004) went further than Hall in correcting for 
the skewness in p̂   by keeping OP(1/n2) terms producing 
the bounds: 
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1 z  , and 
36
7


18
1 2


2 z .
      (11)


Kott-Liu Interval


Under simple random sampling, Kott and Liu pro-
posed a slight modifi cation of the Hall interval that bet-
ter handles samples with small l ˆ ˆ(1 )p p   values:


22 )ˆ(ˆ pvzpLKL


22 )ˆ(ˆ pvzpU KL ,                                     (12)


where  and  ˆ( )v p and   are unchanged.  This method 
will be described further in the following section. 


Other Intervals


There are also various continuity-correction ap-
proaches that are not included in this paper.  Two other 
methods not treated here are the Wilson-logit and like-
lihood-ratio interval. These methods employ an itera-
tion algorithm to obtain the interval endpoints. 


 Comparison of One-Sided Intervals 
Under Simple Random Sampling


In this section, the methods defi ned in equations (1) 
through (12) are used to construct one-sided 95-percent 
coverage intervals.  They are then compared in terms of 
their coverage probabilities and the average distances 
from their endpoints to the true value of p.  


The coverage probability for the given p and n is 
defi ned as the probability of p falling within the cover-
age interval CI, that is:


)()()(
0


xPxICIpP
n


x


,                       


where 
boundupperfor1),(U
boundlowerfor),,0( L


CI
,


xnx pp
x
n


xP )1()( 10 p ,
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CIp
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xI
if,0
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)( . 


The average distance for the given p and n is defi ned 
here as the mean of the absolute distance of the lower 
or upper bound from the true value of p, that is:


)()(
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xPxDAD
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,                                          
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It is well-known that the coverage intervals of a 
binomial proportion behave irregularly (Brown, Cai, 
and Dasgupta, 2001 and 2002). A coverage interval 
will perform differently for different sample sizes and 
different values of p.  We are interested in the setting 
where the sample size n is reasonably large—at least 
30—and the value of p is either small or large.  There-
fore, we evaluate sample size of 30, 60, and 120 and 
focus on the comparison for the value of p in the range 
of (0, 0.20) and (0.80, 1).  We also modify the intervals 
at x = 0, 1.  First, we force the lower bound to be 0 at  
x = 0 and 1 at x = 1.  Second, when the lower bound or 
upper bound is not defi ned at x = 0, 1 for some meth-
ods (Wald, Logit, and Mid-P), we replace them with the 
Clopper-Pearson method.  


Except for the Poisson, the coverage probabilities 
and average distances for all the methods are symmet-
ric or very nearly so in the range 0 ≤ p ≤ 1. Consequent-
ly, conclusions drawn about lower bounds for p < 0.2 
also apply to upper bounds for p > 0.8, and conclusions 
about lower bounds for p > 0.8 apply to upper bounds 
for p < 0.2.  Because of this, we only calculate coverage 
probabilities and average distances for lower bounds.  
These values are calculated at p = 0.001, 0.002, 0.003, 
…, 0.998, 0.999.  


Due to space limits, the plots are not displayed 
here.  The following conclusions about the coverage 
probabilities of the methods can be drawn from them: 


 Wald and Arcsine are systematically biased, 
sometimes in one direction, sometimes in the 
other.


 Poisson is overly conservative, that is, has 
coverages well above the nominal rate (95 
percent).  It should not be viewed as a serious 
competitor to the other methods.   


 Clopper-Pearson always has at least the nomi-
nal coverage, but often overcovers.


 Wilson and Logit are systematically biased in 
the opposite direction of Wald and to a lesser 
degree.  They tend to undercover for small p 
and overcover for large p.  The overage-cover-
age for Wilson near p = 1 is not as pronounced 
as for Clopper-Pearson.


 Jeffrey and Hall have large downward spikes 
(undercoverages) near the two boundaries.


 Mid-P has large downward spikes near p = 0 
but performs well for large p.


 Kott-Liu and Cai provide reasonable coverag-
es everywhere with Kott-Liu having slightly 
smaller oscillations near p = 1.


These conclusions, which obtain when m = 30, 60, 
or 120, are summarized in Table 1.


We plot the average distances of lower bounds ver-
sus the values of   for the “Best Pick” methods and for 
the conservative Clopper-Pearson.  In general, the aver-
age distance is longer when the coverage probability is 
larger.  Due to space limits, the plots are not displayed 
here.  Clopper-Pearson has a much longer average dis-
tance than the other methods, not surprising since it 
tends to be conservative.  For small p, Kott-Liu and Cai 
behave very similarly.  For large p, Kott-Liu tends to 
be slightly longer than Cai.  Wilson is longer than both 
Kott-Liu and Cai.  Mid-P becomes longer than Kott-
Liu and Cai when p gets near 1 but not before.


In summary, Kott-Liu and Cai are the best in terms 
of having coverages always reasonably close to the 
nominal. Clopper-Pearson never undercovers, which 
some fi nd a desirable characteristic, but has longer av-
erage distances.   
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Table 1.  Comparison in terms of Lower-Limit 
               Coverage Probabilities 


Method p<0.2 p>0.8 


Wald
Arcsine 


Systematic-biased   


Poisson Over-conservative  Not applicable 


Clopper-
Pearson Conservative 


Wilson 
Undercoverage,  


Large Downward 
spikes near p=0


Conservative,  
not as much as 


Clopper-Pearson 


Logit 
Undercoverage,  


Large Downward 
spikes near p=0


Conservative,  
as much as Clopper-


Pearson 


Jeffrey 


Hall
Have large 


downward spikes 
Have large 


downward spikes 


Mid-P 
Good coverage, 


 except for p near 0 
(large spikes near 


p=0)


Good coverage 


Cai Good coverage Good coverage 


Kott-Liu 
Good coverage, 
  slightly smaller 


oscillations than Cai 


Good coverage,  
slightly smaller 


oscillations than Cai 


Best
Pick


Kott-Liu,  
Cai


Kott-Liu,  
Cai,  


Mid-P,  
Wilson 


(conservative) 


 Interval Construction Methods 
Under Stratifi ed Random Sampling


Let  s  denote elements of the whole sample, k 
(again) denote an element, and  wk  the weight of 
element  k.  Let  xk  be either 0 or 1.  The estimated pro-
portion is then 


k


s
k


s
kk wwxp̂ .


 The Methods


The most common way of extending interval-con-
struction methods to handle sample data from a com-


plex design is by replacing the sample size n with the 
effective sample size n* and replacing x with *x = pn ˆ* .    
When ˆ( ) 0v p ,  where )ˆ( pv   is the estimated variance 
of p̂   under the complex sample design, the effective 
sample size n* can be defi ned as: 


)ˆ(
)ˆ1(ˆ


)ˆ(
*


pv
pp


pDEFF
nn     


                                    (13)


(Alternatively, n* can be defi ned as 1 plus the left-hand 
side of equation (13); the distinction is usually trivial 
when n ≥ 30).  


This ad hoc procedure was used and discussed in 
Kott and Carr (1997) for modifying the Wilson inter-
val and in Korn and Graubard (1998) for modifying the 
Clopper-Pearson interval.  Feng (2006) treated a few 
other intervals with this procedure.  


We focus in this section on an empirical evalua-
tion of the alternative methods under stratifi ed random 
sampling.  We apply the effective sample size proce-
dure to all the intervals previously described, except 
the Kott-Liu, which was designed especially to handle 
data from stratifi ed random samples.   We follow Korn 
and Graubard and set n* = n when ˆ( ) 0.v p


Let h hW N N   for a stratifi ed random sample 
with H strata.  The estimated overall proportion is 
ˆ ˆH


h hp W p ,  where hp̂   is the observed stratum pro-
portion of stratum h.  


Adapting the Edgeworth expansions in Hall and 
Cai, Kott and Liu (2007) actually discuss three differ-
ent coverage intervals for data from a stratifi ed random 
sample. 


Basic Kott-Liu Interval


2 2
1 1 1 1ˆ ˆ( )KLL p z v p ,


2 2
1 1 1 1ˆ ˆ( )KLU p z v p ,                                  (14)


where 
h


hhhh nppWpv )1()ˆ1(ˆ)ˆ( 2
1
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and  3
2


1 2


ˆ ˆ ˆ(1 )(1 2 ) ( 1)( 2)
1


3 6 ˆ ˆ(1 ) ( 1)


h h h h h h
h


h h h h
h


W p p p n n
z


W p p n 


The variance of p̂   is not a simple function of the 
true p and n under stratifi ed random sampling as it is 
under simple random sampling.  As a result, V( p̂ )  
must be estimated from the sample.  This estimation 
has its own random error, which cannot be completely 
eliminated from the Edgeworth expansion (moreover, 
keeping OP(1/n2)  terms, like Cai does, becomes impos-
sible).  The following interval attempts to account for 
that additional source of error.  


DF-adjusted Kott-Liu Interval 


Replacing the z-score in equation (14) with a t-score 
from a Student t distribution can reduce the downward   
spikes when p is near 0 or 1.  A t-distribution needs a 
degrees-of-freedom calculation. Kott and Liu discuss 
a number of ways of estimating the effective degree of 
freedom.  When each stratum has at least 10 observa-
tions, a nearly unbiased estimator for this quantity is: 


1
2
23


2
1


1 /
2


aaa
a


df ,


where 
h


hhhh nppWa )ˆ1(ˆ2
1 ,


h
hhhhh npppWa 23


2 )ˆ21)(ˆ1(ˆ ,


h
hhhhh npppWa 324


3 )ˆ21)(ˆ1(ˆ .


An asymptotically biased, but more stable, effec-
tive-degrees-of-freedom estimator treats the ph as if it 
were equal:


2
22


23
3
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2


2


2


)ˆ21(


)ˆ1(ˆ2


p
n


W
nW


n
W


ppnW
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h h h


h


h
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h


h


h
hh


A slightly conservative policy (justifi ed by observa-
tion) sets the estimated effective degrees of freedom at 


),( 21 dfdfMindf  and uses )1,(dft   in place of z in 
the lower and upper bounds defi ned in equation (13).


Kott-Liu iid Interval  


If an independent and identically distributed (iid) 
Bernoulli model is assumed, then a different way to 
generalize equation (12) is with:


2 2
2 2 2 2ˆ ˆ( )KLL p z v p ,


2 2
2 2 2 2ˆ ˆ( )KLU p z v p ,                               (15)


where 
h


hh nppWpv )ˆ1(ˆ)ˆ( 2
2


and 
)ˆ21(


26
1 22


2


23
2


2 p
n


Wz
nW


nW
z


h h


h


h
hh


h
hh


Since both the basic and DF-adusted Kott-Liu in-
tervals are undefi ned when p̂ = 0 or 1, Kott and Liu 
suggest using their iid method in equation (15) in this 
situation. 


In fact, when p̂   is near 0 or 1, it makes sense to 
use the iid method as the proportions cannot vary very 
much across the strata. 


 Comparison of One-Sided Intervals 
Under Stratifi ed Random Sampling


All the methods described in the text are compared 
under a stratifi ed random sampling design using simu-
lations. A population of 6,000 is divided into 3 equal 
strata, that is, Nh = 2,000, h = 1,2,3.  The overall pro-
portion p takes the values of 0.001, 0.002, 0.003, ..., 
0.998, 0.999.  The settings for the four-strata sample 
size allocations and comparative values for the ph are 
shown in Table 2.  
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Table 2.  Simulation Settings 
Allocation of Binomial Proportion 
( 1p , 2p , 3p )


Stratum Sample 
Size Allocation 
( 1n , 2n , 3n ) (p,  p,  p) (p,  p-pq,  p+pq)
10, 10, 10 A E 
15, 15, 15 B F 
10, 15, 20 C G 
20, 15, 10 D H 


The fi rst sample size allocation, (10, 10, 10), has a 
total sample size of 30, our minimum.  The other three 
each have a total sample size of 45, with the minimum 
stratum sample size being 10.  One setting for the com-
parative stratum values of the ph features proportional 
allocation, (p, p, p).  The other, (p-pq, p, p+pq; where 
q = 1 p),  in some sense maximizes the spread of the ph 
while being symmetrical and keeping all ph in the 0 to 
1 range. 


In the simulations, we fi rst generate a fi nite popula-
tion of 2,000 units in each stratum h, denoted as xhi = 1, 
2, ….., 2,000.  We then draw 1,000 stratifi ed random 
samples for each stratum sample size allocation.  For 
each stratum proportion ph, we set


1, if 2, 000
0, otherwise


hi h
hi


x p
y .


The weighted estimate for the proportion of y = 1 
is calculated for each value of p and for each sample.  
The coverage intervals are constructed using the meth-
ods described earlier in the text with the coverage prob-
abilities and the average distances calculated from the 
1,000 samples for each p.  


Analogously with the simple random sample sam-
pling case, only the simulation results for a lower bound 
need be considered.  Due to space limits, we only dis-
play fi gures for the simulation setting A.  Similar con-
clusions hold for other settings with larger sample sizes 
and proportional allocation leading to better coverage 
probabilities across virtually all the methods.   


Figure 1 plots the coverage probabilities versus 
values of p for the sample size setting (10, 10, 10) and 
the ph setting (p, p, p).  As shown in Figure 1: 


 Wald and Arcsine have large biases and large 
oscillations in the coverage. 


 Poisson has large coverage probabilities, very 
close to 1 when p > 0.5.  


 Clopper-Pearson is conservative with cover-
age probabilities almost always above the 
nominal level.


 When p is in midrange, say from 0.2 to 0.8, 
there are many good methods such as Jeffrey, 
Mid-P, Cai, Hall, and Kott-Liu. 


 When p is near 0, Cai and Kott-Liu methods 
perform reasonable well and better than the 
others. 


 When p is near 1, Kott-Liu methods work fair-
ly well.  The basic and DF-adjusted versions 
are virtually identical.  Estimating the effec-
tive degrees of freedom has little to no effect.  


 When p is near 1, Cai and Mid-P are also rea-
sonable candidates, with the Mid-P getting 
more conservative than the others as p grows 
closer to 1. Like the Kott-Liu, these become 
extremely conservative very near 1. 


Figure 2 shows the average distances of lower 
bounds for four methods.  For p small, Mid-P, Cai, and 
DF-adjusted Kott-Liu methods have similar average 
distances, much shorter than Clopper-Pearson.  For 
p large, but not near 1, Mid-P, Kott-Liu, and Cai are 
close, and much shorter than Clopper-Pearson.  When 
p gets near 1, Mid-P gets longer than Cai and Kott-
Liu.  The average distance of the DF-adjusted Kott-Liu 
is slightly longer than Cai, while DF-adjusted Kott-Liu 
has a slightly superior coverage.   
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Figure 1.  Coverage Probabilities of Lower Bounds at 95-Percent Nominal Level for Simulation Setting A
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the iid version having problems (not shown) when the 
stratum proportions are unequal. Adjusting the basic 
Kott-Liu method by its effective degrees of freedom 
did little in our simulations except under certain set-
tings (not shown).  We also looked at more simulations 
for settings not listed in Table 2 and found that the pro-
portional allocation of sample size gives a much better 
coverage probability than a disapportional allocation.  
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 Discussion


After reviewing much of the literature on construct-
ing one-sided coverage intervals under simple random 
sampling, we conducted our own empirical evaluation 
and found that, among the methods considered, the 
Cai and Kott-Liu had coverages closest to nominal.  
We also confi rmed that the Clopper-Pearson method 
always provided at least the nominal coverage, which 
many fi nd reassuring.


Turning to stratifi ed random sampling. We found 
that applying the effective-sample-size technique to 
the Clopper-Pearson (Korn-Graubard method) was still 
conservative with coverage probabilities almost always 
over the nominal level except when the sample size al-
location is disproportional and p is near 1 for the lower 
bound and near 0 for the upper bound.  The Kott-Liu 
methods appeared slightly superior to the others, with 
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HOW THE QUALITY OF RESPONSES THE IRS PROVIDES TO TAXPAYER INQUIRIES IS MEASURED 
 


Kevin Cecco and Rachael Hoopengardner, Internal Revenue Service 
Presented at the 2002 American Statistical Association 


The Internal Revenue Service (IRS) has developed a 
process by which quality among services the IRS 
provides to taxpayer is measured.  With the assistance of 
the Statistics of Income (SOI) Division of the IRS, this 
process has been centralized, implemented, and 
improved on to consistently/adequately measure the 
quality of service provided to taxpayers.  The results of 
this quality review process are captured on a data base 
that can be accessed by all persons associated with 
measuring quality.  This paper will describe the historical 
development and standardization of the quality 
measuring process, as well as the future of quality 
measurement within the IRS. 
 
IRS currently measures quality for at least fifteen 
different types of telephone customer service product 
lines.  IRS has been measuring the quality of service it 
provides to taxpayer inquiries since the late 1980’s.  
However, within the past several years, it has made 
major advances in the quality measurement process.   
 
The initial quality review system relied on “mock” 
questions to determine the quality of service taxpayers 
received.  This was done through a group of reviewers 
making telephone calls to the IRS with made-up 
questions.  Reviewers would then rate the quality or 
accuracy of the information provided to them by 
Customer Service Representatives (CSR’s) during the 
call.  IRS found that the initial review system had flaws.  
One problem was that quality reviewers were reviewing 
responses to fictitious questions.  Another was that these 
test calls were planted, meaning that review was not 
taken as a sample of the universe.  Therefore, measuring 
the quality rate and associated variance with this estimate 
became difficult.  
 
Another method IRS used for determining the quality of 
service provided to taxpayers was to have a quality 
reviewer sit next to a CSR and listen into both the 
taxpayer calling for help and the CSR and rate the 
accuracy of the service the taxpayer received.  This 
method posed problems as well.  The CSR always knew 
which call was monitored and could therefore modify 
behavior/responses based on this knowledge.  It was 
impossible to determine the actual behavior/responses of 
a CSR on a taxpayer call that was not monitored. 
 
In the early 1990’s, IRS monitored nine different 
programs for quality.  There were two main types of 
programs: telephone calls and closed paper cases.  Each 
of the nine programs had different reviewing processes 
and procedures; and many had a data base for compiling 
data used solely for that program.  Each of the nine 


programs had a set of attributes that the organization 
used to define quality.  Some attributes were common to 
all programs; however, no program had a set of attributes 
identical to another program.  Quality reviews were 
performed within each site. 
 
Having nine quality programs, each with a reviewing 
procedure and a data base to collect reviewing 
information also posed problems for IRS in measuring 
quality.  Since the review was done within each site, 
there was a perceived bias in the resulting quality review 
from a site.  This made it difficult to make site-to-site 
comparisons for a particular product.  Also, since review 
was done locally in each site, procedures and processes 
could be interpreted differently.  It was difficult to 
determine whether differences existed due to the “bias” 
from an in-site review or if the quality was actually 
different between sites. 
 
Another problem was that, since each product had a 
different set of attributes on which a case was reviewed 
for quality, it was difficult to make comparisons of 
quality between products.  These problems made it 
difficult to attain a national level accuracy/quality rate 
when combining sites or products.  These difficulties 
brought about the notion of standardizing the quality 
review process.  The two main goals of standardization 
were to have both closed paper cases and telephone cases 
reviewed in a single site, and to change the telephone 
review to a remote monitoring system. 
 


How IRS Measures Quality 
In order to achieve the standardization of the quality 
review process, IRS wanted to create a Centralized 
Quality Review System (CQRS).  The CQRS would 
standardize the quality review process by centralizing the 
review process to a single location.  In addition, IRS 
hoped to streamline the process by making a single Data 
Collection Instrument (DCI) by which all cases were 
measured for accuracy.  IRS wanted to develop one 
universal data base that would contain data for the nine 
different quality systems.  A single data base would 
facilitate feedback to the sites, allowing the sites to 
improve on deficiencies in providing quality service.  
This single data base, along with centralization, would 
enable IRS to generate consistent, unbiased accuracy 
rates at the national, regional, or site level. 
 
The centralization and standardization effort was divided 
into two phases:  phase one, the centralizing of the 
telephone review process; phase two, the centralization 
of the closed paper cases. 







In 1996, IRS formed a team tasked to review each of the 
existing nine quality systems and the quality 
measurement system associated with each program.  The 
team reviewed the attributes within each program and 
eliminated portions of the review process deemed 
unnecessary.  The objective was to create a single DCI 
containing attributes applicable to all products. 
 
In order for an attribute to exist in the new DCI, the 
attribute needed to meet two qualifications.  First, an 
attribute needed to measure results and not the 
procedural portion of a telephone call unless the 
procedural attribute pertained directly to the resolution of 
the taxp ayer inquiry.  The second qualification was that 
the attribute needed to have potential for providing 
meaningful feedback in improving the accuracy rate at a 
site.  Attributes that did not meet these two qualifications 
were eliminated from the review. 
 
Attributes that remained in the review process were then 
separated into two categories--header and quality; and, 
within quality there are three subsections--disclosure, 
customer relations, and inquiry resolution.  Header 
section categories include such items as the “case type” 
and “length of call.”  Items within the quality section 
consist of such attributes as “actively listening” and 
“covered disclosure.”  All attributes within the quality 
section are considered “fatal flaws.”  A fatal flaw means 
that, if one attribute within this quality section is marked 
as “inaccurate,” the entire case is marked as 
“inaccurate.” 
 
Centralized Quality Review System 
The Centralized Quality Review System (CQRS) is 
located in Philadelphia, PA.  This is referred to as the 
CQRS site.  Within the CQRS site, there are several 
managers whose responsibility is to oversee the 
telephone review process and ensure that proper training 
and implementation take place.  There are also many 
quality reviewers at the CQRS site, each of whom is 
uniformly trained to review a single product (some are 
trained on multiple products based on knowledge and 
experience).  Some reviewers receive specialized training 
as “experts” on specific product topics (e.g., complex tax 
law questions). 
 
This telephone review is done through remote 
monitoring.  IRS wanted to replace test calls and side-by-
side monitoring with live, remote monitoring from a 
centralized site where deficiencies would be recorded on 
a single, universal data base.  Remote monitoring is 
where a quality reviewer can tap into a telephone line 
and listen to a live telephone call from a taxpayer and 
review the call for accuracy.  Neither the taxpayer nor 
the CSR is specifically notified of the review.  However, 
both the taxpayer and CSR know that any call is subject 
to quality review.  The following products are reviewed 
at the CQRS site:  Tax Law, Accounts, Practitioner 


Priority Service, Automated Collection System, Spanish, 
Rmail, and Email. 
 
The Statistics of Income (SOI) Division of IRS develops 
the sampling plans that the CQRS site uses to sample 
incoming telephone calls for each of the products.  SOI 
provides the CQRS site a sampling plan biannually, 
filing season and non-filing season, that is designed to 
allow each product to achieve the desired level of 
confidence and precision of the sample estimates.  The 
plan is developed biannually due to the large discrepancy 
in volume and types of inquiries received from taxpayers 
on these product lines during the two times of the year.  
The sampling plan details which product line, which site, 
and which application each reviewer is to monitor, 
covering all hours of operation of these product lines.  
This ensures that samples will be both valid and random. 
 
Since centralizing the quality review process, IRS has 
encountered problems with the sampling of taxpayer 
telephone calls.  One problem was “dead air.”  When a 
reviewer, scheduled to monitor a specific site on a 
specific application at a certain time of day, tapped into 
that site to monitor the next incoming call, there was, at 
times, no traffic or volume coming through that site.  The 
reviewer had to wait on that application for a call to 
review.  This was not an effective use of our resources.  
Nevertheless, the quality reviewer could not abandon the 
site without knowing the reason for no traffic.  One 
reason for “dead air” was site closure.  A site would be 
closed due to “x” or “y,” and a reviewer was scheduled 
to monitor that site and the reviewer had no way of 
knowing that the site was closed. 
 
IRS overcame this problem through the installation of 
Custom View, one of its newest technological advances 
in quality review.  Custom View allows reviewers to pull 
up site information and see in “real time” the traffic 
coming into that site.  Within a site, the traffic/volume is 
broken down by application.  Now, when a reviewer is 
scheduled to monitor a site and is only finding “dead 
air,” that reviewer can determine whether or not it is due 
to site closure.  It also enables a reviewer to move to 
applications within the same site with heavier volume.  
This decreases the amount of “dead air” time and 
increases the productivity of the reviewers. 
 
Another problem IRS has with quality review monitoring 
is the month of December.  The volume of incoming 
taxpayer inquiries drastically decreases during December 
due to holidays, making it difficult, if not impossible, to 
achieve the desired level of confidence and precision for 
that month.  Further intensifying the problem is the large 
amount of requested leave from the quality reviewers 
during the month, also due to holidays.  IRS is still 
working to determine how best to correct this problem. 
 







Quality Review Data Base 
The CQRS site needed a data base on which to store all 
of the information collected from the quality review.  
With the assistance of SOI, the Quality Review Data 
Base (QRDb) was developed as the universal data base 
for all CQRS review.  The QRDb is a user-friendly 
database that resides on the Internet and allows IRS users 
to access established reports or to generate user-defined 
reports.  This system produces both weighted and 
unweighted reports of accuracy, as well as the precision 
margin of any weighted accuracy rate.  The data base 
generates site-level, regional-level, and national-level 
reports.  It also generates these reports by various time 
periods, such as month, planning period (which is a 
combination of several months similar to a quarter), and 
fiscal year.  Each user is given a specified level of 
accessibility to these reports.  Site-level managers are 
only allowed to access reports for the sites they manage.  
Regional-level managers are allowed to access reports of 
the entire region, as well as site-level reports of any site 
within their regions.  And national-level managers are 
allowed access to all reports on the QRDb.  The QRDb 
allows the CQRS to produce consistent, unbiased 
national accuracy rates for any and all products within 
the CQRS. 
 
Future of Quality at IRS 
IRS has several goals for the future of quality 
measurement.  The CQRS would like to implement 
phase two of the centralization, which would entail 
bringing all closed paper review to the CQRS.  Samples 
would be pulled at each individual site, but the CQRS 
site would receive these sampled cases to review.  This 
would ensure that closed paper cases had a consistent, 
unbiased review. 
 
Another goal of IRS is to institute call recording based 
on the SOI sampling plan in which calls would be 
selected and recorded at the CQRS site and reviewed at a 
later time.  This would help IRS ensure that every 
incoming call has equal opportunity for being selected 
into the sample.  Currently, quality reviewers have to 
work schedules that mimic the hours of operation at call 
sites.  The difficulty with that is that the CQRS site is 
located in Philadelphia, and, therefore, quality reviewers 
are also located in Philadelphia.  Covering late hours of 
site operation for sites on the West Coast is difficult.  
Also, Saturday hours are difficult to adequately sample, 
given the work schedules of quality reviewers.  With call 
recording, quality reviewers could work normal hours, 
and the call recording system would record live calls 
across the operating hours.  Call recording would also 
correct the problem of undersampling in December, 
mentioned previously. 
 
Another improvement with the quality review process is 
that, in the future, there will be a new method of 
measuring quality.  As stated previously, all of the 


quality attributes in the DCI are fatal flaws.  So, if a CSR 
spends 45 minutes on a telephone call assisting a 
taxpayer on an inquiry and at the end of the call makes a 
minor mistake, the entire call is marked “inaccurate.”  
Currently, a call can only be marked as an “accurate” or 
“inaccurate” telephone call.  It is believed that some of 
these "fatal flaws" are not critical to the taxpayer 
receiving the correct answer to the inquiry.  Therefore, 
IRS is modifying the way in which the final calculation 
of the quality rate of a telephone call is made.  In the 
future, only the attributes critical to the taxpayer 
receiving accurate service will be considered “fatal 
flaws.”  A case will be divided into five subcategories on 
which a case is reviewed.  Those subcategories are 
procedural, regulatory, timeliness, professionalism, and 
customer impact.  Only attributes within the customer 
impact category will be considered fatal flaws.  This will 
change the way in which a case is rated for accuracy.  A 
case could have a quality rate ranging from 0 to 100 
percent and not just a 0 or a 100 percent.  Executives 
within the IRS believe this new method will more 
accurately reflect the quality of service taxpayers are 
actually receiving.  
 
Finally, another change is the continuing growth of the 
CQRS site.  As new products are added to the centralized 
review process, more reviewers will be needed to cover 
all of the products monitored.  And the CQRS will be 
continually modified and improved on as the IRS 
determines new and better ways to serve taxpayers and 
also better methods of measuring that service. 
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  The Statistics of Income Division (SOI) of the 
Internal Revenue Service (IRS) uses a number of 
methods for ensuring the quality and integrity of the 
data it produces for tax administration research.  As a 
first line of quality assurance, codes and mathematically 
related data items are extensively tested as SOI 
employees enter them into computer databases.  In 
addition, for a sub-sample of returns selected and 
processed in most studies, SOI assigns a second 
employee to reenter and edit the data.  Values from the 
first and second edit are then computer-matched.  A 
supervisor resolves discrepancies discovered during the 
match.  The original value, second value, and correct 
values are all collected as a part of the quality review 
system, as are a set of codes that describe the cause of 
the error, in broad categories. 
 This paper will use quality review data from 
Federal estate tax returns (Form 706) selected into the 
Calendar Year 2002 SOI Estate Tax Study to estimate 
the effects of non-sampling error on estimates derived 
from the final data file. 
 
Background 
 The Federal estate tax is levied on estates for the 
right to transfer assets from a decedent’s estate to its 
beneficiaries; it is not an inheritance tax.  A Federal 
estate tax return must be filed for every U.S. decedent 
whose gross estate, valued on the date of death, 
combined with certain lifetime gifts made by the 
decedent, equals or exceeds the filing threshold 
applicable for the decedent’s year of death.  A 
decedent’s estate must file a return within 9 months of a 
decedent’s death, but a 6-month extension is usually 
granted.   
 All of a decedent’s assets, as well as the decedent’s 
share of jointly owned and community property assets, 
are included in the gross estate for tax purposes and 
reported on Form 706.  Also reported are most life 
insurance proceeds, property over which the decedent 
possessed a general power of appointment, and certain 
transfers made during life.   
 Expenses and losses incurred in the administration 
of the estate, funeral costs, and the decedent’s debts are 
allowed as deductions against the estate for the purpose 
of calculating the tax liability.  A deduction is allowed 
for the full value of bequests to the surviving spouse.  
Bequests to qualified charities are also fully deductible. 
 
 


Data Description 
 The 2002 SOI Estate Tax Study was a stratified, 
random sample of returns filed in Calendar Year 2002 
and was the second year in a 3-year study of Federal 
estate tax returns filed 2001-2003.  The sample was 
designed for use in both estimating tax revenues in all 3 
calendar years and personal wealth holdings for 2001 
decedents.  The 3-year sample period was devised to 
ensure that nearly all returns filed for 2001 decedents 
would be subjected to sampling, since a return could be 
filed up to 15 months after the decedent’s death.  The 
design had three stratification variables:  size of total 
gross estate plus the value of most taxable gifts made 
during the decedent’s life, age at death, and year of 
death.  The year-of-death variable was separated into 
two categories, 2001 year of death and non-2001 year 
of death, in order to facilitate studies of 2001 decedents.  
Returns were chosen before audit examination and 
selected using a stratified random probability sampling 
method.  A portion of the sample was selected because 
the ending digits of the decedents’ Social Security 
Numbers (SSN) corresponded with those in the 1-
percent Social Security Administration Continuous 
Work History Sample.  However, the majority of 
returns were selected on a flow basis using the 
Bernoulli sampling method.   
 The sampling mechanism was a permanent random 
number based on an encryption of the decedent’s SSN.  
Sample rates were preset based on the desired sample 
size and an estimate of the population.  Sampling rates 
ranged from 3 to 100 percent, with more than half of 
the strata selected with certainty.   
 Data collection for the 2002 Estate Tax Study was 
conducted at the IRS Cincinnati Submission Processing 
Center.  Employees entered the data from the estate tax 
return into a database using a Graphical User Interface 
(GUI) data entry system.  Nearly 100 distinct data items 
were captured, with some balance sheet assets recurring 
hundreds, even thousands, of times, as assets were 
allocated to 32 different categories, such as stocks, 
bonds, and real estate.  Tax returns ranged in size from 
a dozen to many thousands of pages, including 
appraisals, investment account listings, and legal 
documents.  Tests embedded in the data entry system 
were used to validate entries and to ensure that 
mathematical relationships among variables were 
correctly preserved.  There were more than 200 
validation tests performed on each tax return included 
in the 2002 study. 
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 While embedded testing can assure that codes are 
correct within a given range of values and that fields are 
mathematically consistent, many of the decisions that 
employees make when transforming tax return 
information into statistically usable data are not easily 
tested.  For example, while several codes may be valid, 
determining the best code to describe a particular 
taxpayer’s behavior or characteristics cannot always be 
automated.  To address this problem, SOI developed a 
double entry quality review system.  This system is a 
valuable tool for measuring both individual employee 
performance and overall data quality.   
 
Quality Review System 
 A subsample of returns in the 2002 Estate Tax 
Study was subjected to additional review for quality 
assurance purposes.  Returns were included in the 
quality review (QR) subsample through two different 
mechanisms, 100-percent review and product review.  
The 100-percent review consisted of all returns that 
were edited while an employee was in training.  Product 
review was selected after the training period had been 
completed, and it comprised a 10-percent random 
sample of each employee’s work.  The product review 
sample was selected on a flow basis method using a 
pseudorandom number called the Transform Taxpayer 
Identification Number, or TTIN.  The TTIN is a unique 
random number that is generated by mathematically 
transforming selected digits of the decedent’s Social 
Security Number.   The TTIN was then compared to the 
sample number, which represented the sample rate, in 
this case 10 percent.  If the TTIN was less than the 
sample number, then the return was selected for product 
review. 
 Under the double-entry quality review system, one 
return was entered into the computer system twice by 
two different employees. The first employee did not 
know that a return was selected for review until after 
the first edit was complete, and the second employee 
was not allowed to see the first employee’s entries.  
Therefore, each return had two versions in the database, 
the first edit and the second edit, and each was entered  
independently of the other. 
 When both employees finished editing a return, the 
computer compared the values from the original and 
QR versions.  In some cases, the two versions matched 
perfectly; so, the return was released from the system, 
and the first edit data was treated as final and stored for 
later analysis.  However, if mismatches between the 
two versions occurred, the discrepancies were stored in 
a separate data table to be reviewed by a supervisor.   
 The supervisor reviewed the discrepancies and 
charged the errors, assigning two codes to each 
discrepancy--one to identify the incorrect value and the 
other to describe the cause of the error.  A discrepancy 
code was assigned to the error to explain which version 


was considered incorrect.  Discrepancy codes were 
assigned to one of the following: the first version, the 
second version, both versions, or neither version.  An 
error was assigned to both versions if both of the 
employees entered or interpreted the information from 
the return incorrectly.  In this case, the supervisor was 
also required to supply the correct data value.  In some 
cases an error was not assigned to either version, 
usually when the discrepancy was the result of a data 
processing peculiarity and not a true database error. 
After the error was assigned a discrepancy code, a 
numeric error resolution code was assigned to describe 
why the entry was incorrect. Error resolution codes 
indicate situations such as spelling errors, incorrect 
money amounts, or incorrectly assigned codes. 
 Once the supervisor reviewed all the discrepancies, 
each employee was given a list of the discrepancies, 
along with the discrepancy and error resolution codes, 
so that any first edit errors detected during quality 
review could be corrected prior to considering return 
processing complete.  The feedback from the review 
also enabled employees to learn from their mistakes on 
each return and carry this knowledge into the editing of 
other returns.  In the end, there is a database consisting 
of a table that includes all the values from the second 
edit of the return as entered, a quality review table 
containing a record of each discrepancy between the 
first and second edits (along with codes indicating who 
made the error and why), and a final data table 
containing the correct version of the return data that 
will ultimately be sent to customers.   
 For this paper, only a portion of the quality review 
data was used for analysis.  First, data that were 
collected during periods of training, 100 percent 
review, were excluded.  Second, only errors that were 
charged to the first edit or to both edits, meaning that 
the error required a correction to the final data set, were 
retained.  This was done because these errors are more 
representative of errors that remain in the roughly 90 
percent of the 2002 estate tax sample that was not 
selected for quality review.  Third, errors that reflected 
idiosyncrasies related to the edit process itself, and not 
true data errors, were eliminated. 


 
Empirical Results 
 Quarterly accuracy rates for each employee who 
worked on the Estate Tax Study for 2002 were 
generated using the product review data (see Figure 1). 
These rates were calculated using the number of returns 
that had at least one error charged to the first edit 
divided by the total number of returns that had been 
selected for quality review.  The accuracy rates for all 
of the employees are not very high. However, these 
rates are a return level measure; any return with one or 
more errors is considered incorrect.  The Form 706 
includes an average of 150 data entry fields, while 
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complex returns can have more than a thousand entries; 
so, the probability of making just one mistake is very 
high.  In fact, the average number of errors for each 
return is only 6.3.  
 Traditionally, supervisors have focused quality 
improvement efforts on those fields that are in error 
most frequently.  By looking at the occurrence of 
variables ex-ante, using the first edit data, and ex-post, 
using the final corrected data file, it is possible to 
identify the frequency of original edit errors in the 
quality review sample.  Figure 2 shows the percent 
changes in frequencies for variables on the file; each 
diamond represents a different variable.  Frequencies 
change because many variables on the file represent 
balance sheet items, assets like stocks, bonds, mutual 
funds, and various types of real estate, which are not 
necessarily present in each decedent’s portfolio.  When 
an asset is incorrectly classified, not only does it change 
the dollar value of estimate, it also changes the 
frequency of occurrence of that particular attribute or 
asset type in the population estimates.  This can be 
particularly problematic if the asset is of special interest 
to researchers.  For example, there has been much 
discussion in the press about providing estate tax relief 
to small business owners.  Errors that either under- or 
overcount the number of estates that have small 
businesses could have an impact on this debate.  The 
percentages shown on the graph represent the aggregate 
correct frequency in the overall quality review sample, 
less the aggregate number originally reported, divided 
by the correct number.  Negative percentages indicate 
cases where an asset was incorrectly included on the 
first edit.  For example, the first employee may have 
incorrectly classified a balance sheet entry as a publicly 
traded stock, while the second employee may have 


 
 
 correctly classified it as a mutual fund invested in a 
mix of financial assets.  The percent changes in 
frequencies are generally close to zero, but there are 


some notable outliers.  
Figure 2:  Percent Change in Frequencies, 


Original and Final Edits
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 Figure 3 shows percentage changes in dollar 
amounts between first and second edits overlaid on the 
frequency differences shown in Figure 2.  Each point 
represents a single variable on the file.  While the 
pattern for the dollar differences is similar to that of the 
frequencies, with many differences close to zero, the 
magnitude of the dollar differences is larger for several 
variables.  There are two variables for which the 
original entries resulted in aggregate dollar values that 
were overstated by roughly 150 percent.  This 
highlights the potentially large effects on final estimates 
that can arise from even one large dollar value error, 
especially for variables that are not widely distributed 
in the overall population.  Thus, it is important to 
monitor both the size and frequency of data entry 
errors.    


Unweighted error statistics are clearly useful for 
monitoring data quality and assessing opportunities for 
operational improvements during a study period.  
However, since the SOI study of Federal estate tax 
returns is based on a stratified random sample of the 
filing population, the effect of data entry error on final 
population estimates derived from this sample will vary 
inversely with the selection rate associated with each 
return.  Using appropriate sample weights, it is possible 
to use the 10-percent QR sample to estimate the effects 
of data entry errors on population estimates derived 
from the remaining 90 percent of the returns in the final 


Figure 3:  Percent Change in Dollar and 
Frequency Values, Original and Final 


Edits
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Frequency
Dollar value


Accuracy Rates
Employee Quarter 1 Quarter 2 Quarter 3 Quarter 4


17000 46.3% 23.9% 41.7% 21.7%
17100 25.0% 0.0% 0.0% 0.0%
17200 29.2% 30.8% 31.9% 40.0%
17300 57.1% 100.0% 91.7% 33.3%
17400 52.1% 28.6% 50.0% 37.9%
17500 44.4% 24.1% 54.8% 0.0%
17600 42.2% 51.9% 33.9% 46.2%
17700 41.9% 28.6% 39.3% 34.5%
17800 49.1% 25.0% 58.5% 45.6%
17900 52.3% 34.3% 59.0% 50.0%
17001 23.1% 34.2% 18.6% 44.7%
17002 39.2% 33.3% 36.2% 45.0%
17003 22.9% 20.7% 37.8% 29.1%
17004 34.2% 31.6% 22.0% 72.7%
17005 30.8% 0.0% 0.0% 37.9%
17006 26.5% 27.7% 41.4% 42.9%


Figure 1:  Employee Accuracy Rates
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SOI data file that were not subjected to double-entry 
quality review.  Weighted estimates provide a different 
perspective on the effects of nonsampling error due to 
the nature of the underlying estate study sample and the 
fact that the financial characteristics of estate tax 
decedents vary greatly among age and wealth classes.  
For example, younger decedents and those with large 
estates are selected into the estate tax sample with 
certainty and comprise more than 40 percent of the total 
sample file.  Both groups of decedents are more likely 
to have had portfolios that are more complex and, thus, 
more subject to data entry errors than their either less 
wealthy, or older, cohorts.  This is because many older 
wealth holders convert their portfolios to assets that 
produce tax-preferred income, usually resulting in 
returns that contain fewer business arrangements, which 
are more difficult to classify than market assets.  
Because the quality review sample is not stratified, 
weighted estimates will provide a more balanced 
measure of the overall effects of data entry errors on 
final estimates.  Weighted estimates for the quality 
review sample were generated by using the design-
based weight from the stratified estate study sample 
(Ws), multiplied by a quality review weight (Wq). The 
quality review weight itself was developed by first post-
stratifying the quality review samples within the 
original selection strata as indicated below1: 


 
Final Weight = Ws *Wq  


Where Ws = Ni/ni 
Post-Stratification: Wq = nif/nqif 


 
For some strata, the quality review sample was either 
zero or too small to create a post-strata cell.  For these 
cases, strata were collapsed across age categories so 
that estate size classes were preserved.     


Figure 4 shows full population dollar value 
estimates from the quality review data using the post-
stratified quality review weight and compares them to 
population estimates using the full weighted estate 
study sample.  Each pair of data points represents a 
different variable on the file.  The quality review data 
estimates for each variable are denoted by the gray 
squares, and the full sample estimates are denoted by 
the black diamonds.  For most variables, the QR sample 
estimates are larger than the population estimates from 
the full estate sample, indicating that the QR sample 
introduces a positive bias.  This bias arises because the 
QR sample is a simple random sample of a stratified 
sample that favors large dollar value returns.  In such 
cases, ratio raking can often be employed to decrease 


                                                      
1 The subscript “if” signifies that certain reject returns were 
removed from the estate study sample prior to post-
stratifying. 


the bias; however, in this case, the QR sample size was 
insufficient in the lower gross estate size classes. 


Figure 4:  Full Sample vs. QR Sample 
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While the weighted QR data estimates are 


somewhat biased due to the design of the sample, they 
still provide an important indication of the effects of 
data entry errors on final estate tax sample estimates.  
Figure 5 shows weighted and unweighted estimates of 
aggregate differences between original and final values 
of both frequency and dollar value estimates for 
selected variables.   A negative value means that a 
variable was over represented in the original, 
uncorrected data, and a positive value means it was 
originally underrepresented. Weighted results rank 
errors differently for some of the variables.  For 
example, errors in classifying noncorporate business 
assets had a much greater impact on final weighted 
estimates than would have been evident had the 
analysis been limited to examining the unweighted QR 
data.  Conversely, the unweighted QR data implied that 
the effects of errors on estimates of farm real estate  


 
Figure 5:  Differences between First and Final 
Edits 


Data Element Frequency Dollar Value 
Noncorporate -11.00% -5.79%
Businesses -5.29% -3.55%
Closely held -3.06% -1.01%
stock -3.42% -0.71%
Real estate 6.70% 7.34%
  6.82% 6.17%
Farm land -0.91% -1.09%
  -1.95% -3.66%
Funeral expenses 0.25% 0.15%
  0.09% 0.04%
Values in italics are unweighted estimates  
 
were greater than they are in the final, weighted 
estimates. Clearly, using weighted estimates, along with 
the unweighted quality review data, provides a more 
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balanced method of assessing where to focus data 
quality improvement efforts. 


Figure 6 compares the weighted percent 
differences between original edit estimates and final, 
corrected estimates with coefficients of variation (C.V.) 
from the full estate tax study sample in order to relate 
the sampling and nonsampling variances associated 
with selected fields.  For some estimates, such as the 
values for noncorporate businesses and publicly traded 
corporations, the nonsampling error attributable to data 
entry is much greater than the sampling variance.   For 
others, such as estimates of stock in closely held or 
untraded corporations and farm land, the sampling 
error, represented by the C.V., is actually greater than 
the nonsampling error attributable to data entry errors, 
indicating that data entry errors are not a significant 
cause of additional variance in the estimates.  Fields for 
which nonsampling error is relatively large provide 
opportunities for future data quality improvement 
efforts. 


Figure 6:  Data Entry Error vs. Sample Variance
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Conclusion 
There is much to be learned through careful 


analysis of the data generated by SOI’s double-entry 
quality review systems.  The results of these analyses 
can be used to improve data collection systems and 
enhance worker training.  Information on nonsampling 
error should also be useful to data users who could use 
data quality metrics to more accurately interpret 
economic modeling results and to ultimately build 
models that are more robust. 


This analysis, however, revealed that the database 
format and the type of data that are collected from the 
quality review samples make certain types of analysis 
difficult, if not impossible.  While a complete copy of 
the second edit is saved for all QR returns, the original, 
uncorrected first edit values are not saved when first 
edit errors require corrections.  Information on 
discrepancies is kept in all cases, but, because 


corrections can involve changing any number of related 
fields, it is difficult to reconstruct exactly the first 
employee’s original entries.  If more sophisticated 
analysis is desired, including the study of secondary 
errors that arise as a result of a primary data entry error, 
archiving a complete copy of the first edit, along with 
associated error reason and discrepancy codes, should 
be considered. 
 It is also important that supervisors apply error 
reason and discrepancy codes consistently.  All too 
often, discrepancies are resolved by several different 
supervisors.  Some, especially those serving in a 
temporary capacity, may feel a great deal of peer 
pressure to avoid assigning errors to individual 
employees, even in cases where the assignment of an 
error would not directly impact employee performance 
appraisals, such as when an error is attributable to lack 
of clarity in editing instructions.  This inconsistency 
makes it difficult to measure the extent to which errors 
exist and to learn of ways to avoid them in the future. 
 Related to this problem is that the measure of 
employee performance currently in place is not 
adequate.  It is simply unfair to use a return level 
measure of accuracy when the difficulty of the work is 
so variable across returns.  A more balanced measure 
would relate the number of individual errors an 
employee makes to the number of fields he or she 
actually edited, thus giving full consideration to the 
number of edit decisions that were made on each return. 
 Finally, there are sample design issues that became 
apparent from this analysis.  The QR sample is biased 
and could be improved by taking into consideration the 
underlying structure of the estate tax study sample 
design.  Even this would not provide coverage of 
variables that are relatively rare, but perhaps important, 
in policy debates.  To address this problem, samples 
could either be increased or targeted to include more 
returns with important characteristics, such as those 
filed for small business owners, or returns that, because 
of the types of entries made during first edit, are more 
likely to contain significant problems.  Samples could 
also vary with worker skill levels.  One possibility 
would be to develop a system that sets a weekly QR 
sample rate for each individual employee based on 
individual rolling average accuracy rates.  Sample rates 
could be set automatically based on preset performance 
standards.  Automating the process would avoid putting 
supervisors in the awkward position of having to 
‘punish’ poor performers with additional oversight, 
making it easier to match feedback and training efforts 
to performance levels. 
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The 1999 Individual Income Tax Return  
Edited Panel


Michael E. Weber and Victoria L. Bryant, Internal Revenue Service


The primary product of the Statistics of Income 
Division’s Individual Statistics Branch is an an-
nual cross-sectional sample of individual income 


tax returns.  Some form of this annual cross section, also 
known as the Individual Complete Report File, has been 
produced every year since 1916. These annual cross 
sections provide the basis for most Federal tax policy 
analysis and research as they are consistently and reli-
ably produced with well-known statistical properties.  
Longitudinal or panel samples of individual income 
tax returns, however, have a much shorter history.  This 
has been largely due to their statistical and operational 
complexity relative to cross-sectional samples, and the 
added cost of producing panels given limited budgets.  
SOI produced a few small panels in the mid-to-late 
seventies and the early eighties, but all of these panels 
were focused on capital gains and losses.  They were not 
meant to provide longitudinal information on other types 
of income, deductions, or credits.  Beginning with Tax 
Year 1979, SOI incorporated a few Continuous Work 
History Sample (CWHS) Social Security Number (SSN) 
endings as part of the annual Individual Income Tax 
Return Cross Sectional Sample.  These CWHS cross-
sectional samples can be used to form a panel as the 
name implies and have been used for tax policy analysis 
by researchers both inside and outside the Government.1  
But, while the SOI CWHS has many wonderful longitu-
dinal aspects, it lacks the ability to provide statistically 
reliable data for high-income taxpayers.  For example, in 
1999, taxpayers reporting over $1,000,000 in Adjusted 
Gross Income (AGI) accounted for 11 percent of all 
reported AGI and 20 percent of all income taxes.  In the 
annual cross-section file, which utilizes a highly strati-
fied sample design based on income, there were 53,587 
returns with $1,000,000 or more in AGI but only 123 
CWHS returns, a statistically inadequate sample for tax 
policy analysis.2  


The first panel that attempted to use a stratified 
sample design that adequately sampled high-income 
returns and also represented the underlying annual cross-
section or Complete Report File was the 1987-based 


Family Panel.  This panel followed all of the primary 
and secondary taxpayers shown on nondependent tax 
returns found in the 1987 Complete Report.  The panel 
continued until 1996. 


Why the 1987 Family Panel was 
 Terminated


Financial considerations were paramount in the deci-
sion to end the panel in 1996.  As noted above, the 1987 
Family Panel was drawn from the nondependent returns 
found in the 1987 Complete Report File.  So, initially, 
the Complete Report and the Family Panel samples over-
lapped.  However, since there is great volatility in the 
reported incomes of taxpayers in the upper income strata, 
many taxpayers sampled for SOI’s Complete Report File 
at rates of 100 percent in a given year fall into strata 
with sampling rates of 25 percent or even 10 percent 
in subsequent years.   These original 100-percent strata 
returns, once selected for the panel, must be processed 
in subsequent years even though they are not needed 
for the annual cross-sectional sampling.  In addition, in 
1991 the Treasury Department’s Office of Tax Analysis 
(OTA) and SOI jointly redesigned the annual cross-sec-
tional sample and thereby shifted the entire underlying 
sample structure, further reducing the overlap of the two 
samples.  As can be seen from Table 1, in 1988, some 56 
percent of the returns sampled for the Complete Report 
were also used in the 1987 Family Panel.  By 1993, that 
percentage had dropped to 33 percent.  If dependent 
returns, which are usually simple returns, are removed, 
the comparable figures are 71 percent and 39 percent, 
respectively  (Table 2).  If only returns selected for the 
panel with a 100-percent probability of selection are 
examined, the comparable figures are 62 percent and 28 
percent, respectively (Table 3).  This diminishing overlap 
in the high-income returns is, therefore, very problematic 
from a cost perspective.  In terms of manual process-
ing time, returns in the various 100-percent strata take 
over 26 minutes on average to process, almost 5 times 
the amount of time it takes to process returns with AGI 
under $100,000.  During preparations for processing Tax 
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Year 1997 returns, it became apparent that, due to the 
diminishing overlap, SOI would not have enough funds 
available to complete the processing of both the 1987 
Family Panel and the 1997 Complete Report File.  


A second reason for ending the 1987 Family Panel 
was its age.  The longer any panel continues, the less 
its usefulness for the analysis of current issues.  For 
example, assume the 1987 Panel had continued through 
2005 and an analysis was performed on the Bush 2001 


Table 1.--Overlap between the 1987 Family Panel and the 
   1987-1993 Complete Reports (CR)


Panel Overlap
SOIYR 87 Panel CR Both with CR
1987 86,975          125,788        86,907         99.9%
1988 116,342        110,495        65,385         56.2%
1989 120,803        110,566        59,077         48.9%
1990 124,087        104,277        55,791         45.0%
1991 123,295        125,756        49,494         40.1%
1992 125,228        103,190        45,479         36.3%
1993 132,583        104,357        44,283        33.4%


Table 2.--Overlap between the 1987 Family Panel (nondependent 
returns) and the 1987-1993 Complete Reports (nondependent returns) 


Panel Overlap
SOIYR 87 Panel CR Both with CR
1987 86,950          120,520        86,883         99.9%
1988 92,363          106,876        65,109         70.5%
1989 97,207          106,836        58,882         60.6%
1990 101,839        101,512        55,650         54.6%
1991 104,154        123,094        49,385         47.4%
1992 107,917        100,589        45,388         42.1%
1993 112,951        101,779        44,221        39.2%


Table 3.--1987 Panel Returns sampled at 100 
percent rate and overlap with SOI cross-section*


1987 100% panel rate = 12,411


SOIYR Both
1987 12,411 100%      
1988 7,642 62%      
1989 6,301 51%      
1990 5,480 44%      
1991 4,096 33%      
1992 3,571 29%      
1993 3,422 28%      


Panel overlap 
with CR


   * Obtained by matching the 1987 panel 100 percent sample returns in each year with the 100 percent returns 
in the CR for each year.  This is an overestimate as the number of 100 percent records in the panel grows each 
year due to divorce and dependents filing their own return.         
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Tax Cuts.  The results would not have provided an analy-
sis of how American taxpayers of year 2000 responded 
to the tax cuts over the next 5 years.  It would have 
provided an analysis of how individual taxpayers who 
filed a return in the panel base year of 1987 responded 
to the 2001 tax cuts.  Those populations of taxpayers 
almost certainly were very different.  This is not to say 
that long-lived panels are useless; indeed, long-lived 
panels are highly valued by researchers, but, as they 
age, the nature of the analysis that can be performed 
upon them changes.  Given limited resources, there is 
a tradeoff between the longevity of a panel and the age 
of its underlying base year data.  As any panel ages, it 
loses its ability to speak to the issues of the current day.  
Most researchers and analysts find that the most press-
ing issues, usually defined by their job requirements, are 
those of the current day. 


Thus, given the resource concerns and the age of 
the panel, a decision was made jointly between SOI and 
OTA to end the 1987 panel after processing of the 1996 
data was complete. 


The 1999 Edited Panel--The Beginning 


The planning process for the next panel began in the 
fall of 1997.   Consultants from Westat were contracted 
to moderate the process and to provide statistical guid-
ance and sample design recommendations.  Over the 
next year, Westat met extensively with members of SOI 
and also moderated several meetings between members 
of SOI and individuals from OTA.3  The wide-ranging 
discussions covered such topics as greater utilization of 
the CWHS concept to completely integrating the cross-
section and panel studies into one sample.4  In January 
1999, Westat produced a report entitled “Issues in the 
Design of a New Panel of Individual Tax Returns” which 
provided the basic contours of the sample design for the 
Tax Year 1999 Edited Panel that was put into operation 
in May 2001.5  


Basics of the Individual Cross-  
 Section Sample


Before discussing the specifics of the Edited Panel 
sample design, the basics of the Complete Report sample 
design should be discussed.  Table 4 shows the final 








weighting stratifications for the 1999 Complete Report.  
The stratifications are based on a tabulated income 
amount, which is indexed to the GDP each year, and the 
inclusion of various IRS forms and schedules.  For cer-
tain income strata, a few additional substrata are created 
based on a “Degree of Interest” variable.  This variable is 
derived from various components on the tax return such 
as filing status and the number of dependents.6  Prior to 
the planning and implantation of the 1999 Edited Panel, 
the prescribed sampling rates ranged from a low of 1 
to a high of approximately 1-in-5,000.  When ranking 
the cost of processing returns for the SOI program by 
stratification, the lower income stratifications (which 
are dominated by CWHS returns) are the cheapest to 
process, and the 100-percent stratifications are the most 
expensive. 7


The 1999 Edited Panel Sample Design


One of the key Westat panel design recommenda-
tions, and one that was readily accepted and imple-
mented, was that the 1999 Edited Panel should make 
greater use of the CWHS concept and thus contain a 
larger sample of CWHS returns.  This would produce 
many analytical benefits but would also help SOI to 
maintain a more constant cost structure over time since 
CWHS returns could be readily used in the annual 
cross-sectional file as well as in the 1999 Edited Panel.  
Consequently, the SOI Complete Report sample design 
was changed to include five CWHS endings.8  Table 5 
shows the various Complete Report strata for 1997 and 
1999, as well as the percentage of returns found in each 
stratum that were selected due to their membership in 
the SOI CWHS sample.  As can be seen, some strata 
now consist entirely of CWHS returns.  Indeed, if the 
“Degree of Interest” stratifications, which require a larger 
sample size than that generated by five CWHS endings, 
were eliminated, the CWHS sample would provide all 
returns required for the Complete Report for returns 
showing $120,000 or less of positive income and about 
one third of the required sample for returns between 
$120,001 and $250,000.  In fact, it was decided that the 
“Degree of Interest” stratifications were not needed for 
the panel and that a roughly 33-percent subsample of 
the returns between $120,000 and $250,000 of positive 
income would be adequate as well.  Thus, the CWHS 
sample accounts for all sampled records in the panel with 
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positive income up to $250,000.  It was also determined 
that the additional stratifications by form type would not 
be needed either. Consequently, the lowest sampling rate 
in each income strata sampling group (determined by 
the type of forms and schedules attached to the return) 
became the maximum sampling rate for that income 
stratum.


Another recommendation of the Westat consultant’s 
was to design a targeted high-income cohort.  The 1987 
Family Panel design essentially selected all 1987 cross-
section high-income returns for inclusion in the panel, 
and, in the end, the costs associated with that decision 


forced the termination of the panel after 10 years. As a 
general rule, the larger the selection probability, the more 
expensive the return is to process; therefore, decisions 
about sample size for high-income returns, particularly 
those with over $2,000,000 of positive income, are cru-
cial in determining project costs.  A smaller high-income 
sample would create the possibility of a longer lived 
panel and/or the possibility of multiple high-income 
waves starting perhaps every 5 years.  The first step 
in subsampling high-income returns was to determine 
how much if any of the 100-percent stratum should be 
subsampled.  A Westat report confirmed OTA’s initial 
opinion that returns above $20,000,000 of positive in-


Table 5.—CWHS Selection as Percentage of Cross-sectional Sample Stratifications, 1997 and 1999 SOI Samples


Degree of 1997 1999 1997 1999 1997 1999 1997 1999


Description of the sample strata interest 3
CWHS % CWHS % CWHS % CWHS % CWHS % CWHS % CWHS % CWHS %


(1) (2) (3) (4) (5) (6) (7) (8) (9)


Indexed Negative Income 4


        $10,000,000 or more All


        $5,000,000 under $10,000,000 All


        $2,000,000 under $5,000,000 All 0.97% 0.13%


        $1,000,000 under $2,000,000 All 1.41% 0.24% 0.93%


        $500,000 under $1,000,000 All 1.85% 0.51% 1.00% 0.88% 1.67% 2.24%


        $250,000 under $500,000 All 11.43% 4.35% 5.16% 2.25% 6.41% 4.95% 6.20%


        $120,000 under $250,000 All 14.71% 3.70% 11.93% 4.29% 5.62% 5.77% 12.36%


        $60,000 under $120,000 All **    **    7.84% 20.21% 5.77% 11.11% 8.76% 18.30%


        Under $60,000 All **    **    24.47% 35.14% 25.00% 19.52% 32.81%


Indexed Positive Income 4


        Under $30,000 1 90.93% 100.00%


        Under $30,000 2 0% 100.00% 61.42% 100.00% 66.67% 100.00% 61.96% 100.00%


        Under $30,000 3-4 24.14% 53.36% 23.70% 47.52% 23.35% 51.06% 24.73% 48.54%


        $30,000 under $60,000 1-2 56.76% 100.00% 62.00% 100.00% 59.72% 100.00% 61.79% 100.00%


        $30,000 under $60,000 3-4 20.59% 46.38% 21.81% 46.50% 20.39% 39.46% 22.96% 45.76%


        $60,000 under $120,000 1-3 54.08% 100.00% 55.87% 100.00% 52.05% 100.00% 57.05% 100.00%


        $60,000 under $120,000 4 19.92% 50.70% 19.49% 49.98% 21.88% 50.93% 20.51% 50.00%


        $120,000 under $250,000 1-3 12.56% 33.79% 16.12% 33.97% 14.09% 28.78% 14.89% 34.65%


        $120,000 under $250,000 4 6.84% 18.16% 7.04% 16.18% 6.71% 16.67% 7.73% 17.05%


        $250,000 under $500,000 All 3.84% 7.95% 2.67% 8.10% 2.30% 7.01% 3.09% 8.48%


        $500,000 under $1,000,000 All 0.93% 2.19% 0.76% 2.32% 1.76% 1.98% 0.76% 1.99%


        $1,000,000 under $2,000,000 All 0.23% 0.43% 0.10% 0.61% 0.39% 0.74% 0.26% 0.37%


        $2,000,000 under $5,000,000 All 0.05% 0.13% 0.08% 0.18% 0.00% 0.20% 0.09% 0.15%


        $5,000,000 under $10,000,000 All 0.04% 0.05% 0% 0.05% 0.00% 0.33% 0.04% 0.07%


        $10,000,000 or more All 0% 0.04% 0% 0.10% 0.00% 0% 0% 0.00%


Stratification by type of form attached


Form 1040, Form 1040, with


Form 1040, with Schedule C Schedule F but without


All other forms


with Form 1116 but without Form 1116 Schedule C,  Form 1116


or Form 2555 or Form 2555 or Form 2555
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come should not be subsampled but rather included in 
the panel at 100 percent.9  Consequently, returns below 
$20,000,000 and above $250,000 would be subjected 
to subsampling.  To that end, analysts from Westat, in 
conjunction with SOI and OTA, analyzed over 30 po-
tential subsampling schemes using a linked version (or 
panel) of the 1996 and 1997 Complete Report files.10,11   
This intensive process required Westat to evaluate each 
scheme in terms of coefficients of variation (CV) for 
various items in 1996 and also to compute the CVs for 
the differences in totals for the various items between 
1996 and 1997.  To quote from the report:  “The pri-
mary goal was to select a panel that had acceptably 
low CV’s for cross-sectional estimates and estimates 
of change…In addition, a secondary consideration was 
how the distribution of the sample among income classes 
would change over time ..(as).. one of OTA’s desires 
was to avoid allocations that would become too thin at 
the tails of the income distribution as incomes changed 
over time.”  As various designs were discarded, others 
were refined, and, in the end, Design 16A was chosen.  
(See Table 6)


The Issue of Late Filed Returns


A subtlety of the annual cross-section must be ad-
dressed at this point:  Not all Tax Year 1999 returns are 
filed by the end of Calendar Year 2000. A significant 
portion of Tax Year 1999 returns were filed in Calendar 
Years 2001 and 2002.  Keeping the sample open for an 
additional 2 years in order to obtain these returns would 
force policymakers to use outdated data for decision-
making.   For instance, sampling for the Tax Year 1999 
file would not be complete until as late as December 
31, 2002.  Therefore, in order to provide more timely 
statistics, SOI produces a sample of tax returns filed 
during each calendar year.  Approximately 97 percent of 
the returns received in a given calendar year are for the 
preceding tax year.  For example, in Calendar Year 2000, 
some 97 percent of taxpayers filed their Tax Year 1999 
returns.  The remaining 3 percent of the returns filed in 
a given calendar year are generally for the preceding 2 
tax years.  In our example, these would be Tax Years 
1997 and 1998.  These “prior year” returns are used as 
proxies for the Tax Year 1999 returns that were not filed 
timely during Calendar Year 2000.  





When creating panels, however, we have the luxury 
of time and are thus able to create a sample from a virtu-
ally complete set of returns for a given tax year.  The Tax 
Year 1999 Edited Panel is a sample of Tax Year 1999 
returns.  Since each calendar year was sampled indepen-
dently, it would be appropriate, when combining all 3 
years of Tax Year 1999 sampling, to treat each year as a 
separate level of stratification.  But as can be seen from 
Table 6, the sample sizes for most of the stratifications 
for Calendar Years 2001 and 2002 are rather small.  This 
would cause a proliferation of weights.  Consequently, a 
decision was made not to stratify on Tax Year but to treat 
the 3 years as one sample with one set of stratifications 
and thereby reduce the variability in the weights.    


Linking Individuals and Tax Returns  
 Over Time


In order to link tax returns and individuals over time, 
a unique identifier is required.  Fortunately, taxpayers 
are required to provide their Social Security numbers on 
their tax forms.  However, sometimes the SSN’s that are 
shown on the tax forms are incorrect, and, sometimes 
IRS transcribes them incorrectly.  So, in order to prevent 
billionaires and millionaires from either disappearing 
or being linked to Earned Income Tax Credit recipi-
ents, SOI performs a review of panel member SSN’s.  
The 1999 Edited Panel contains 125,108 unique panel 
member SSN’s.   This is simply the number of base year 
returns in the sample plus the number of spouses on 
joint returns. Of the 125,108 panel members, only 456 
SSN’s (44 for the primary taxpayers and 412 secondary 
taxpayers) were determined to be incorrect.  For 392, 
a correction was obtained.  A total of 29 returns were 
deleted because the primary SSN’s on these nonjoint 
returns were determined to be incorrect and no correction 
could be obtained.  Note that this is not a confirmation 
that the remaining SSN’s are correct.  Frequently, invalid 
SSN’s are not detectable for many years until some 
point in the future, often when multiple individuals use 
the same SSN.   In addition, many corrections are made 
to nonpanel member individuals who accidentally, or 
perhaps intentionally, use an SSN that does not belong 
to them and thus cause an incorrect linkage to a panel 
member.  While these figures paint a positive picture for 
the quality of the SSN linkages, one area of concern is 
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with the use of IRS-generated Taxpayer Identification 
Numbers or ITIN’s which are provided to individuals 
who are required to file a return but who have not been 
issued an SSN.  Quite often, these individuals will, in 
time, obtain an SSN from the Social Security Adminis-
tration and then file using it in subsequent years.  This 
breaks the link to the previous set of returns and, if not 
caught prior to sampling, will cause the loss of valid 
sample units.  


Future Plans


The 1999 Individual Income Tax Return Panel is 
currently being weighted and will include data from 
1999 through 2003.  Subsequent years of data will be 
appended to the panel as they become available.  Our 
attention now turns to learning how to use the panel and 
the publication of tabulations and analysis, hopefully the 
subject of many future papers.  


Endnotes


 1    For more information on the CWHS panel, see 
Weber, Michael (2004),  “The Statistics of Income 
1979-2002 Continuous Work History Sample Indi-
vidual Income Tax Return Panel,” 2004 Prceedings 
of the American Statistical Association, Social 
Statistics Section.


2    For example, the estimated amount of AGI, using 
the full sample of returns with a reported AGI of 
$1,000,000 or more, was $653,184,370,292.  The 
coefficient of variation for this amount is .19.  Using 
the 123 CWHS returns and applying a weight of 
2,000 (5 different endings were used in 1999, thus 
producing a 1-in-2000 sampling rate) produced an 
estimate of $696,643,752,000.  The specific coef-
ficient of variation for this amount has not been 
calculated, but can be assumed to be significantly 
larger than .19.


3  Notes from these meetings are found in an unpub-
lished Westat document entitled “Meeting Minutes 








For Task Order #13 Under Contract No. TIRNO-
96-D-00030.0005.”


4  More information on this topic is found in an un-
published Westat document entitled “Integrated 
versus Separate Panel and Cross-Sectional Sample 
Designs,” September 1999.  


5  Tax Year 1999 returns were generally filed in 
Calendar Year 2000.  As the Tax Year 1999 Based 
Edited Panel was defined as a subsample of the 
1999 Complete Report File, panel membership did 
not need to be defined for sampling purposes until 
Tax Year 2000 returns, which were generally filed 
in Calendar Year 2001, were received by IRS and 
ready for SOI sampling in May 2001.  As is often 
the case, final sample decisions were not finalized 
until the last possible moment.


6  For additional information on the sample design of 
the annual Complete Report sample, see Internal 
Revenue Service, Statistics of Income--Individual 
Income Tax Returns, Publication 1304, 1999,  “Sec-
tion 2:  Description of Sample.”


7  It should be noted that SOI processes many CWHS 
returns without any manual processing costs.  


8  This change was actually instituted for Tax Year 
1998.  The sample design for Tax Year 1999 is 
identical to Tax Year 1998.  Consequently, a table 
showing the Tax Year 1998 stratifications has been 
omitted.


9  Westat unpublished memo, “Report on Substrata 
for Strata 1 and 24,” October 9, 2000.


10  Unpublished Westat report “Design of a Panel 
Sample of Tax Returns--Final Report,” May 2001.


11  The 1997 file was augmented by data from the IRS 
Individual Returns Transaction File when a 1996 
Complete Report SSN did not appear in the 1997 
Complete Report.
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Using Audit Data To Estimate 
Taxpayer Reporting Error in the Statistics of 


Income Division’s Individual Tax Return Sample
Kimberly Henry, Internal Revenue Service


T he National Research Program (NRP) was imple-
mented by the Internal Revenue Service (IRS) for 
individual tax returns in Tax Year 2001 to support 


tax research by selecting large random samples of tax 
returns to be audited (Brown and Mazur, 2003).  The 
resulting NRP data are used here to estimate taxpayer 
reporting error in national-level totals of eight variables 
estimated from the Statistics of Income (SOI) Division’s 
Form 1040 sample. Since SOI’s individual sample data 
are based on preaudit information, estimates produced 
from it are affected by taxpayer misreporting.  Both 
samples are large stratifi ed Bernoulli samples, with 
different strata defi nitions and sampling rates. Only a 
small number of returns (433) were in both.  


All eight deduction-related variables examined 
were overstated by taxpayers such that SOI’s estimates 
of each variable’s national-level total have a positive 
bias. To examine the extent of this, four alternative 
analyses are examined: the differences in estimated to-
tals from both samples, two ratio-based adjustments to 
the SOI estimates, and post-stratifi ed adjustments to the 
NRP estimates.  The bias and variance of each method’s 
estimated true total are used to evaluate the alternatives 
and determine the impact of the reporting error on na-
tional-level estimates.  Error estimates using only NRP 
data are also provided to compare the estimates exam-
ined here to similar ones the IRS produces.


 Taxpayer Reporting Error


The taxpayer reporting error is defi ned as the dif-
ference between SOI’s values edited for statistical pur-
poses, which are based on taxpayers’ originally reported 
values, and the corresponding values determined by 
NRP auditors.  Thus, the audits are regarded as yielding 
the true values.  This is different from other IRS taxpay-
er error studies (e.g., Bloomquist, 2004 and Plumley, 


2005) that attempt to account for misreporting undetect-
ed by the NRP auditors; only taxpayer reporting error 
that was detected by the auditors is quantifi ed here.  


The “incentive” for taxpayers to alter their tax li-
abilities can lead to intentional misreporting, since 
lower reported amounts of income-related variables 
(particularly unreported income) and higher amounts 
of adjustment- and deduction-related variables contrib-
ute to lower amounts of tax owed.  While it is legal for 
certain taxpayers to use itemized deductions to lower 
their amounts of income that is subject to tax, there are 
taxpayers who illegally (whether intentionally or not) 
infl ate their reported deductions. Intentional and illegal 
misreporting of tax information is called tax evasion.  
However, unintentional misreporting may also occur 
due to a complex tax system, including the tax forms 
and laws, or inadvertent mistakes. This can happen par-
ticularly among less informed taxpayers (Slemrod and 
Bakija, 2004).


The most obvious effect of taxpayer misreporting 
is that taxpayers do not pay the amount of taxes they 
owe.  In general, by understating income and overstat-
ing deductions, taxpayers pay less tax than they should.  
Measuring the amount of tax paid is relatively simple, 
but it is much more diffi cult to determine how much 
should have been paid.  One periodic IRS estimate, the 
gross tax gap (the amount of true tax liability for a given 
tax year that is not paid voluntarily and on time (IRS, 
2006)) was $345 billion for all types of 2001 tax.


 Description of the Data


An individual was required to fi le a Tax Year 2001 
tax return based on gross income, marital status, age, 
and, to a lesser extent, dependency and blindness 
(Parisi, 2003).  Gross income is all income received in 


This paper was originally presented at the Second International Total Survey Error Workshop held in Raleigh, NC, on June 1-4, 2008.
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the form of money, property, and investment services 
not expressly exempt from being taxed.


The data come from two separate IRS samples. The 
frame for both was the Calendar Year 2002 IRS Indi-
vidual Master File (IMF).  Both included Form 1040 
(the basic individual income tax return), Form 1040A 
(a shortened version of Form 1040), and Form 1040EZ 
(the income tax return for single and joint fi lers with 
no dependents). Both samples included original fi lings, 
the fi rst returns that are fi led by U.S. citizens and resi-
dents to IRS and electronically keyed by IRS transcrib-
ers. Both samples excluded returns selected for opera-
tional audits prior to their sample selection processes 
and other fi lings, such as amended or duplicate returns. 
However, amended return information was taken into 
account in the audits.     


Each sample included returns that the other re-
garded as out-of-scope.  SOI’s sample included cer-
tain “Non-Master File tax returns” that were not on the 
IMF due to limits on the number of digits allowed for 
monetary fi elds, certain returns fi led in 2002 for tax 
years prior to 2001, and partial-year returns (e.g., ones 
fi led quarterly, consolidating the partial-year informa-
tion into one record).  Civilian and military taxpayers 
in non-U.S. states, possessions, or territories were also 
excluded from NRP’s sample and included in SOI’s.


The SOI Sample Design


Stratifi cation for SOI’s sample used the following 
categories: (1) nontaxable returns with adjusted gross 
income/expanded income of $200,000 or more; (2) 
high combined total business receipts of $50,000,000 
or more; and (3) presence/absence of special forms or 
schedules (Form 2555, Form 1116, Form 1040 Sched-
ule C, and Form 1040 Schedule F).  Stratum assign-
ment was based on the order in which a return met one 
of these categories, e.g., if a return met (1) and (2), it 
fell into (1)’s strata. Within category (3), stratifi cation 
used size of indexed total gross positive/negative in-
come and an indicator of the return’s “usefulness” for 
tax policy modeling purposes (Walker and Testa, 2003). 
Each return in the target population was assigned to a 
stratum based on these criteria.  


The sample had two parts. Within each stratum, a 
.05-percent stratifi ed simple random sample of 65,076 
returns was selected (Weber, 2004).  For other returns, 
a Bernoulli sample was also independently selected 
from each stratum, with sampling rates from 0.05 per-
cent to 100 percent. SOI selected 191,975 returns from 
130,571,421. Data capture and cleaning procedures re-
sulted in a sample of 191,809 returns and an estimated 
population of 130,255,237.


The NRP Sample Design


A Bernoulli sample was also selected indepen-
dently from each stratum for the NRP sample. The 
fi rst level of NRP strata was the IRS division having 
jurisdiction for the returns, between the Wage and In-
vestment (W&I) and Small Business-Self Employed 
(SBSE) Divisions.  W&I was responsible for 1040 re-
turns where most income was ordinary income (e.g., 
from taxpayers’ salaries and wages), while SBSE was 
concerned with returns where the majority of taxpayer 
income was related to a business or farm (as reported 
on a Schedule C or F attached to the Form 1040).  Fur-
ther stratifi cation was achieved using a combination of 
1040 Form Type, size of Total Positive Income, Ad-
justed Gross Income, or Total Gross Receipts from a 
business/farm, and presence/absence of Schedules C 
and F.  NRP selected 45,740 returns from a population 
of 125,811,411. Data capture and cleaning resulted in 
44,768 returns from an estimated 125,790,458.


The sample and estimated population counts for 
particular taxpayer characteristics from both samples 
are given in Table 1. Despite large differences in sam-
ple counts, the estimated population counts are close.


Variables of Interest


Eight tax variables were chosen using four crite-
ria: (1) the variables were reported by a relatively large 
number of taxpayers in both samples; (2) they were less 
susceptible than income and tax-related variables to be-
ing undetected by auditors, since the legal burden of 
proof is on the taxpayers to establish their accuracy; 
(3) they were of subject-matter interest, i.e., previous 
research had demonstrated they are misreported; and 
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(4) they were less affected by differences in the two 
samples’ target populations.  


Descriptive Tables
Table 2 shows the name, a brief description, and 


subject-matter interest for each variable. The number 
of errors and size of error rankings are from Bennett’s 
(2005) initial assessment using the NRP data (his rank-
ings excluded calculated variables, e.g., taxes). Table 
3 shows the population counts and variable totals esti-
mated from SOI’s sample, before and after internation-
al returns were removed, and the resulting differences. 
“International” returns here were tax returns with a for-
eign address or a Form 2555 attached, indicating for-
eign income. SOI totals without international returns 
are used in all subsequent tables to avoid confounding 
the differences in Table 3 with the estimated taxpayer 
reporting error and make the samples more compara-
ble.  Despite this, the two samples’ estimated popula-
tion totals are still different: 129,773,275 from SOI’s 
sample and 125,790,458 from NRP’s, motivating the 
use of alternative adjustment methods.  Table 4 shows 
the sample and estimated number of population returns 
with nonzero values (where NRP counts use auditor-de-
termined values) for each variable, from both samples. 
The associated variable totals are examined later.


Despite differences between the numbers of sam-
ple returns in Table 5, the estimated population sizes 
are relatively close, with the exception of Cash Con-


tributions (where SOI’s estimate is larger by 4,816,401 
returns).  They are closest for State and local Taxes 
(where the NRP estimate is higher by 389,886 returns).  
This variable and Total Adjustments were the only ones 
where the NRP estimated number of returns is larger 
than SOI’s; all others are smaller. 


 Methodology Behind the Error 
Estimates


General Notation
For S1  denoting SOI’s sample and S2  denoting 


NRP’s sample, let 


 xi  be the taxpayer-reported value for a given vari-
able on the IMF, for tax return i S∈ 1  or i S∈ 2 ;


 yi  the same variable’s value edited by SOI for 
return i S∈ 1 ;


 μi  the (true) value determined by an auditor for 
return i S∈ 2 .


The xi  values yi  and are distinguished separately 
since they are not equal if there are processing errors 
(not from different IRS and SOI data editing rules, 
which is true for these variables) in the frame data.  
These errors in xi  are also corrected by auditors such 
that the difference between  yi  and μi  is assumed to be 
the taxpayer reporting error.


Table 1.  Number (#) of Sample and Estimated Number of Population Returns, by Characteristic and Sample


Characteristic
SOI Sample NRP Sample


# Sample 
Returns a


Estimated # Population 
Returns a


# Sample 
Returns


Estimated # Population 
Returns


1040A returns 12,524 23,538,694 2,192 23,297,612
1040EZ returns 7,775 15,641,014 1,292 14,817,862
1040 returns 159,420 90,799,756 41,284 87,675,485
Schedule As 119,324 44,822,874 24,371 44,241,224
Electronically fi led returns 32,012 46,848,690 11,037 46,916,186
Returns that used a paid preparer b 133,008 72,219,936 31,392 70,254,194
Total 179,719 129,979,464 44,768 125,790,458
a: Excludes internationsl returns.


b: Excludes returns with a paid preparer SSN/EIN provided (N/A in SOI sample), but associated preparer code was null.
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Table 3.  Estimated Number of Population Returns and Estimated Variable Totals (in Thousands of Dollars), 
With and Without International (Int’l) Returns, and Resulting Differences


Variable


Estimated Number of Population Returnsa Estimated Variable Total ($ 1,000’s)


Full SOI Sample 
Estimate


Estimate 
Without Int’l 


Returns


Estimated 
Difference


Full SOI 
Sample 


Estimate


Estimate 
Without Int’l 


Returns


Estimated 
Difference


Cash Contributions 37,855,184 37,792,234 62,950 104,747,174 104,439,939 307,234


Noncash Contributions 22,585,276 22,552,644 32,632 37,997,546 37,888,487 109,059


Total Adjustments, 
Without SE Tax Adjustment 13,612,165 13,559,691 52,474 42,437,809 42,052,057 385,752


Total Taxes Deducted 43,797,188 43,722,001 75,187 307,974,817 307,172,690 802,127
State and Local Taxes 37,037,062 36,988,695 48,367 196,430,907 195,868,643 562,264


Real Estate Taxes 38,716,754 38,655,137 61,617 101,853,670 101,660,730 192,940


Other Taxes/Personal 
Property Taxes 22,633,437 22,613,280 20,157 9,690,240 9,643,317 46,923


Exemptions 118,273,285 117,506,894 766,391 727,554,990 721,814,512 5,740,479
a: Number with nonzero variable amounts.


Table 2.  Variable Name, Description, and Subject-Matter Interest, by Variable of Interest
Variable Name Location on 2001 Form(s) Variable Description Subject-Matter Interest a


Cash Contributions Line 15, Schedule A, 
Form 1040


Monetary contributions to 
certain organizations.


Highest number of errors; 
fi fth highest in error amount 
($13.1 billion).


Noncash Contributions Line 16, Schedule A, 
Form 1040


Nonmonetary contributions to 
certain organizations. Seventh highest number of errors.


Total Adjustments, Without 
SE Tax Adjustment


Lines 23-32 plus attachments, 
Form 1040


Various adjustment components 
(IRS 2003b) subtracted from 
AGI,b excluding that for Self-
Employment (SE) taxes.


Underreporting SE taxes leads 
to incorrectly interpreting Total 
Adjustments as underreported; all 
other components are overstated. c


Total Taxes Deducted Sum of Lines 5 to 8, Schedule 
A, Form 1040


Total of State and Local Taxes, 
Real Estate Taxes, and Personal 
Property/Other Taxes.


The total is included to examine 
the combined error effect from 
separate components.


State and Local Income Taxes Line 5, Schedule A, Form 1040 Amount of deductible state and 
local taxes paid.


Error should be lowest; third-party 
information is required for this 
deduction.


Real Estate Taxes Paid Line 6, Schedule A, Form 1040
Amount of deductible 
nonbusiness -related real estate 
taxes paid.


Fourth highest number of errors.


Other Taxes/Personal 
Property Taxes


Lines 7 and 8, Schedule A, 
Form 1040


Amount of deductible other 
nonbusiness-related taxes paid, 
including property taxes.


Eighth highest number of errors.


Exemptions
Lines 6, 38, Form 1040; Line 
26 Form 1040A; Line 5, 
Worksheet F, Form 1040EZ


Total of all exemption amounts; 
a $2,900 deduction was allowed 
for each qualifi ed exemption if 
AGI was less than $99,725.


Third highest number of errors.


a: Rankings exclude calculated items. 


b: AGI = Adjusted Gross Income


c: Based on prior research in the IRS Offi ce of Research
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The Difference Between the Two Samples’ 
Estimates


The SOI sample-based total for variable of interest 
y  is 


1


ˆ


ˆ ,
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is the survey weight for each unit in 
stratum h , h H= =1 216, , ( )… ; Nh and nh  are the realized 
population and sample sizes in stratum h  (i.e., condi-
tioning on the numbers obtained at the completion of the 
Bernoulli sampling procedure); and ˆhy   is the unweight-
ed stratum h total of y.  


Using the conditional strata sample and population 
sizes, estimators of totals and their variances reduce to 
those of simple random sampling within each stratum 
(Sarndal et al., 1992 and Valliant and Cassady, 1998).  
The variance estimate of (4.1) is thus:
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where sh
2  is the stratum sample variance. 


For l L=1, ,…  denoting the NRP sample strata, the 
estimated total of auditor-determined values is 
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where the weight wi  is the ratio of realized popula-
tion and sample sizes for all units in stratum l  ( Nl  and 
nl ), and ˆlµ  is the stratum l  total of auditor-determined 
values.  Similar to (4.2), the variance of (4.3) is
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From (4.1) and (4.3), the aggregate-level estimate 
of the error in Ŷ  is 


1 1
ˆ ˆ ˆD Y M= −  .                                                     (4.5)


This approach is considered from the perspective 
of an external data user with access only to the two 
separate sample’s estimates.  


Table 4.  Number of Sample Returns and Estimated Number of Population Returns with Nonzero Variable 
Amounts, SOI and NRP Samples, by Variable of Interest


Variable Number in SOI 
Sample a


SOI Population 
Size Estimate a


Number in NRP 
Sample b


NRP Population Size 
Estimate b


Cash Contributions 103,385 37,792,234 19,400 32,975,833
Noncash Contributions 54,147 22,552,644 10,130 18,157,742
Total Adjustments, Without SE Tax 
Adjustment 40,914 13,559,691 16,593 17,679,580


Total Taxes Deducted 110,591 43,722,001 23,696 42,981,469
State and Local Taxes 96,382 36,988,695 19,441 36,186,830
Real Estate Taxes 103,045 38,655,137 21,433 37,378,581
Other Taxes/Personal Property Taxes 55,307 22,613,280 31,765 20,435,918
Exemptions 107,506 117,506,894 39,236 113,807,787
a: Number with nonzero SOI-edited variable amounts, excluding international returns.


b: Number with nonzero auditor-determined amounts.
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Combined Ratio-Adjusted Estimates


Estimator (4.5) does not account for any differenc-
es between the two samples, despite removing inter-
national tax returns from the SOI sample total in (4.1).  
As a result, alternative estimators are considered. First, 
a combined ratio adjustment to (4.1) for the national-
level taxpayer reporting error produces:


1
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,                                         (4.6)
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 is the total of original taxpay-


er reported values, estimated from the NRP. The adjust-
ment factor â is a national-level ratio of the weighted 
total of auditor-determined values to the weighted total 
of the taxpayer-reported values (using the NRP sample 
weights). That is, 


 ˆ 1a >  when taxpayers underreport a tax variable’s 
amount; 


 ˆ 1a =  indicates no change; 


 ˆ 1a <   indicates taxpayers overstating it.  


For the variables of interest, â ranged from .786 
(for Other Taxes/Personal Property Taxes) to .996 
(State and Local Income Taxes), indicating that taxpay-
ers overstated these deductions.   


Using a Taylor series approximation, the variance 
of 2M̂  is 
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Using a linear substitute approximation (Wolter 
Sec. 6.5, Woodruff, 1971) to ˆâY  avoids calculating all 
the variance and covariance terms in (4.8).  This leads 
to the following approximate variance estimate of 2M̂ :
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timator (4.6) leads to the following error estimate:


2 2
ˆ ˆ ˆD Y M= −  .                           (4.9)


Separate Ratio Adjustments


This analysis method applies fi ner-level adjust-
ments to the SOI data to account for the taxpayer re-
porting error.  The setup is similar conceptually to cell-
based adjustments used for survey nonresponse (e.g., 
Kalton and Kaspryzyk, 1986; Kalton and Maligalig, 
1991; and Oh and Scheuren, 1983) and simply an exten-
sion of the ratio adjustment in (4.5). Here, the taxpayer 
misreporting ratio adjustment (as detected by auditors 
in the NRP sample) is applied to SOI’s weighted strata 
totals.  SOI’s strata, which were assigned to each return 
in the NRP sample, have defi nitions that incorporate the 
taxpayer’s size of income and particular attachments to 
the return, which is indirectly related to whether W&I 
or SBSE had jurisdiction over the tax returns.  Thus, 
it is a reasonable assumption that taxpayers within the 
same stratum (as defi ned in SOI’s sample) but residing 
in different samples have the same reporting behavior 
(as SOI’s sample is representative of the tax fi ling pop-
ulation).  Some of the 216 SOI strata across income cat-
egories were collapsed to ensure enough NRP returns 
within each one.  


The SOI total in (4.1), written as the sum over the 
strata totals, is: 


ˆ
ĥh


Y Y=∑  .                                       (4.10)


The estimate for the total of the variable y , adjust-
ed for taxpayer reporting error, is the sum of adjusted 
SOI strata totals:
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 is the adjustment 
factor for all units in stratum h .  







- 7 -


USING AUDIT DATA TO ESTIMATE TAXPAYER REPORTING ERROR


The ratio ˆha  is calculated, from the NRP sample, as 
the ratio of the weighted stratum total of auditor-deter-
mined values to the weighted stratum total of originally 
reported taxpayers’ values. It has the same interpreta-
tion as â in (4.6), just within each stratum defi ned for 
SOI’s sample.  


Estimator (4.11) is simply a stratifi ed ratio estima-
tor, despite ˆha  being calculated from a separate sample 
(this just determines its properties).  Thus, the linear-
ization and linear substitute variance estimates can be 
applied.  Using a Taylor series approximation, the vari-
ance of 3M̂  is 


( )ˆˆh h h hh
Var l a Y a Y⎡ ⎤−⎢ ⎥⎣ ⎦∑  ,             (4.12)


where the components in (4.12) are identical to 
those in (4.7), just specifi ed within each stratum h . A 
much simpler variance estimate, using a linear substi-
tute approximation to ˆˆh ha Y , leads to the following ap-
proximate variance estimate of 3M̂ :
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From (4.9) and (4.10), the taxpayer reporting error 
estimate involves the following difference:


3 3
ˆ ˆ ˆ .D Y M= −                                    (4.14)


Poststratifi cation Adjustments


A poststratifi cation (PS) adjustment is also consid-
ered to overcome differences in the two target popula-
tions.  The PS estimator of the true total of taxpayer 
values considered is
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Here, the ratio of the known SOI and NRP popula-
tion totals (approximately 1.03) is applied to the NRP 


sample-based total of auditor-determined values. Since 
this ratio involves known population counts, the vari-
ance of (4.15) is simply
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where 1
ˆ( )var M  is given in (4.4). The associated er-


ror estimate is


4 4
ˆ ˆ ˆ .D Y M= −   (4.17)


 Comparing Alternative Error   
 Estimates


Ultimately, the desired measures are the taxpayer 
reporting error estimates, relative to M , the true total:


ˆ
% Rel Err(wrt M) 100 Y M


M
−


= ×
 
.                      (4.18)


However, the true total M  is unknown and esti-
mated by four alternatives, given in (4.3), (4.6), (4.11), 
and (4.15).  The taxpayer reporting error relative to the 
SOI estimate is:


ˆˆ% Rel Err(wrt ) 100 ˆ
Y MY
Y
−


= ×
           


  (4.19)


Two criteria were used to determine the best esti-
mate of M : the bias and variance of each M̂ . The bias 
criterion is which alternative M̂  is closest to the rela-
tive error (with respect to Ŷ ) calculated using only the 
NRP data:


1
ˆ ˆˆ
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X MD
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−


=  .                           (4.20)


These “benchmarks” are sample-based estimates 
from NRP’s sample, but they do not have problems as-
sociated with the two different target populations and 
are more similar to compliance estimates typically 
produced by IRS.  By defi nition, estimators (4.6) and 
(4.17) are algebraically equivalent.  


Since each of the estimates produced from (4.3), 
(4.6), (4.11), and (4.15) is a sample-based estimate, the 
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variance criterion was which M̂  had the highest level 
of precision, measured by its coeffi cient of variation 
(CV), the ratio of the estimates’ standard error to the 
estimate:


ˆ( )ˆ( ) 100 ˆ
var M


CV M
M


= ×
 
.                             (4.21)


 Results


Selecting the “Best” True Total Estimates


Table 5 shows SOI’s estimated totals and the es-
timated taxpayer error (relative to the SOI totals) us-
ing the differences in the sample estimates, ratio-based 


adjustments, and PS-based adjustments, and estimates 
using the NRP benchmarks given in (4.20).  Using the 
NRP benchmarks and the bias criterion to compare the 
different methods, the combined and separate ratio es-
timates are exactly equal and very close to estimates 
produced using (4.20), respectively.  All estimated rela-
tive taxpayer reporting errors are in the expected direc-
tion. That is, the taxpayer overstating in each deduction 
results in a positive bias, in each SOI sample-based to-
tal.  Only the error estimated in Other Taxes/Personal 
Property Taxes using the sample differences was closer 
to the benchmark than that from the separate ratio esti-
mate, but not by much.  The estimates produced from 
the other two methods are generally not as preferable.  
For the sample differences, the relative taxpayer report-
ing error estimates in Table 5 for all variables are in 
the expected direction.  However, the estimated errors 


Table 6.  Estimated Coeffi cients of Variation of True Total Estimates, by Variable of Interest 
and Analysis Method


Variable
Coeffi cients of Variation for Alternative True Total Estimates


CV( 1M̂  ) CV( 2M̂  ) CV( 3M̂  ) CV( 4M̂  )


Cash Charitable Contributions 2.15% 3.01% 1.16% 2.15%
Noncash Charitable Contributions 6.04% 8.53% 3.08% 6.04%
Total Adjustments, Without SE Tax Adjustment 2.05% 3.18% 1.48% 2.05%
Total Taxes Deducted 1.19% 1.71% 0.40% 1.19%
State and Local Taxes 1.71% 2.46% 0.48% 1.71%
Real Estate Taxes 0.98% 1.47% 0.60% 0.98%
Other Taxes/Personal Property Taxes 2.86% 4.19% 2.10% 2.86%
Exemptions 0.47% 0.70% 0.30% 0.47%


Table 5.  Estimated SOI Estimated Totals (in Thousands of Dollars) and Taxpayer Reporting Error Estimates 
Relative to SOI Estimate, by Variable of Interest and Analysis Method


Variable
Taxpayer Reporting Errors, Relative to Ŷ


SOI 
Estimate a Benchmark b Sample 


Diff’s
Combine 


Ratio 
Separate 


Ratio PS Adj’s


Cash Charitable Contributions 104,439,939 14.0% 18.4% 14.0% 14.0% 15.9%
Noncash Charitable Contributions 37,888,487 11.3% 32.1% 11.3% 8.7% 30.1%
Total Adjustments, Without SE Tax Adjustment 42,052,057 5.8% 6.3% 5.8% 5.7% 3.5%
Total Taxes Deducted 307,172,690 1.8% 3.4% 1.8% 1.9% 0.5%
State and Local Taxes 195,868,643 0.4% 3.0% 0.4% 0.4% 0.1%
Real Estate Taxes 101,660,730 2.5% 2.6% 2.5% 2.6% -0.4%
Other Taxes/Personal Property Taxes 9,643,317 21.4% 19.4% 21.4% 23.1% 17.0%
Exemptions 721,814,512 4.9% 7.5% 4.9% 4.8% 4.7%
a: SOI estimates do not include amounts from international returns.


b: Relative to X̂ .
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in general are much too large.  The estimated relative 
errors when using the national PS-adjusted estimates 
are improvements over the sample differences, but they 
are not as close to the benchmarks as the estimates pro-
duced from the two ratio methods. The estimated rela-
tive errors for Cash and Noncash Contributions, State 
and Local Taxes, Other Taxes, Total Taxes, and Exemp-
tions are closer to the benchmarks than the sample dif-
ferences, but not close enough.  Also, the errors for the 
other variables are further away—the error estimates 
are too small for Total Adjustments and negative for 
Real Estate Taxes, which implies that the PS correction 
is too large for these variables.  This method appears 
not to work for all variables and thus is not optimal.


For the variance criterion of the true total estimates, 
Table 6 shows the estimated CVs of the alternative M  
estimates. Since the CVs of the separate ratio estimates 
are equal to or less than those of the combined ratio 
estimates for all variables, the separate ratio-based esti-
mates of M  are determined to be “best.”  Lastly, Table 
7 contains the SOI total estimated taxpayer reporting 
errors, relative to the SOI estimate and 3M̂ , the adjusted 
preferred true total estimated using the separate ratio 


estimator in (4.11).  The CVs of the SOI estimates are 
also provided, which is the relative size of sampling er-
ror associated with each SOI estimate.


Evaluating the Size of Errors


Examining the CV of each SOI estimate, the size 
of relative taxpayer reporting error is generally much 
greater than the amount of relative sampling error for 
every variable except State and Local Income Taxes.  All 
relative errors are positive, which implies that taxpay-
ers overstate these deductions to the extent that SOI’s 
national-level totals are too large.  And the amount by 
which they are too large, relative to both the SOI esti-
mate and the estimated true total, is larger than the as-
sociated amount of relative sampling error for seven of 
the eight estimates.  The largest relative differences are 
for the Other Taxes and Cash Charitable Contributions 
variables. For these variables, the estimated taxpayer 
reporting errors, relative to the SOI estimated totals, are 
23.1 percent and 14.0 percent, respectively.  The same 
amount of total taxpayer reporting error is estimated to 
be 30.0 percent and 16.2 percent of the estimated true 
totals, respectively.


Table 7.  SOI Estimated Totals, Their CVs, and Taxpayer Estimates Relative to SOI and True Total Estimates, 
by Variable of Interest and Analysis Method


Variable
Taxpayer Reporting Errors, Using 3M̂


SOI Estimate a 
(CV) Error Relative to Ŷ  Error Relative to 3M̂


Cash Charitable Contributions 104,439,939 
(0.9%) 14.0% 16.2%


Noncash Charitable Contributions 37,888,487
(2.6%) 8.7% 9.5%


Total Adjustments, Without SE Tax Adjustment 42,052,057
(1.2%) 5.7% 6.1%


Total Taxes Deducted 307,172,690
(0.4%) 1.9% 1.9%


State and Local Taxes 195,868,643
(0.5%) 0.4% 0.4%


Real Estate Taxes 101,660,730
(0.5%) 2.6% 2.6%


Other Taxes/Personal Property Taxes 9,643,317
(1.5%) 23.1% 30.0%


Exemptions 721,814,512
(0.2%) 4.8% 5.0%


a: SOI estimates do not include amounts from international returns.
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 Conclusions, Limitations, and   
 Future Research


General Remarks
This research attempts to combine information 


from two samples, where one sample’s values are pre-
ferred to the others, to produce estimates of error in 
the original sample. Despite the NRP sample being less 
than one-third the size of SOI’s, it was large enough 
to produce generally reasonable error estimates at the 
national level. 


Two general conclusions can be drawn. Firstly, all 
estimated errors in SOI’s totals in Table 7 were posi-
tive, indicating that taxpayers are overstating all these 
deductions. The largest errors, relative to the size of the 
estimates, are for the Cash and Noncash Contributions 
and Other Taxes variables, despite the analysis method 
used. These variables thus have higher amounts of tax-
payer reporting error than the other deductions exam-
ined.  One possible explanation is that the error in Other 
Taxes is mostly due to inadvertent mistakes, as this is 
a more complicated itemized deduction for taxpayers 
to report.  The errors in Cash Charitable Contributions, 
however, are probably more related to tax evasion, as 
cash is a common fi nancial transaction that is fabricated 
(or in this case, possible nonexistent transactions). 


State and Local Taxes and Real Estate Taxes had the 
lowest relative taxpayer reporting errors.  Of these, the 
estimated relative taxpayer reporting error in State and 
Local Taxes was lower than the associated estimated 
amount of relative sampling error in the SOI sample-
based total.  For both these variables, State and local 
governments provide taxpayers with written statements 
of the associated deductible amounts.  It is thus easier 
for taxpayers to report the correct amounts and harder 
for them to infl ate these numbers, as there is an existing 
paper trail.


The results also verify empirically that all eight 
variables are misreported by taxpayers to a magnitude 
that is most often higher than the sampling error as-
sociated with each SOI sample estimate (which is very 
small for these variables). While the cause of this is not 
determined (whether misreporting was intentional or 


not), the result is the same: overstating deduction items 
leads to taxpayers subtracting amounts that are too 
large from their incomes, resulting in a lower amount 
of tax reported.  It is assumed that the misreporting 
arises from a combination of these variables being 
more diffi cult for taxpayers to report and possibilities 
for evasion. 


Secondly, the two different methods produced dif-
ferent error estimates. Some variables, such as Cash 
Contributions, Total Adjustments, and Exemptions 
seemed less sensitive (more robust) to which method 
was used; both methods produced relative errors close 
to the NRP benchmarks.  Noncash Contributions, how-
ever, had different errors for the separate methods. 
Across the methods, the ratio methods were more con-
sistent to the NRP benchmarks, and the separate ratio 
estimated true totals had the lowest estimated CVs.  
From this, they are preferable error estimates over us-
ing the difference in the two samples’ estimates or PS 
adjustments to the NRP estimates.


Research Limitations


One limitation in this analysis is the assumption 
that the NRP auditors detected the true values.  This 
may be reasonable for deductions, where the burden 
of proof is designated to the taxpayer, but not income- 
or tax-related variables.  At the time of this research, 
IRS’s Offi ce of Research had not produced compliance 
estimates at the variable level.  It will be useful to com-
pare these results to theirs, when available. 


Another data assumption is that the SOI estimates 
are without error.  Scali et al. (2005) showed that the 
editing error in several 1040 tax variables was not sig-
nifi cant, but they did not examine Schedule A vari-
ables. Also, processing error in both samples is as-
sumed negligible.


Each analysis method considered also has associat-
ed explicit and implicit assumptions. Most are reason-
able, under the circumstances, and each is discussed 
separately.  


Assumptions for the sample differences are that the 
two samples and their target populations are comparable. 
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This is more reasonable for itemized deductions, where 
it is less likely that the two samples differed in their tar-
get populations, but this would need to be examined for 
income- and tax-related variables.  Also, differences of 
two different sponsoring IRS offi ces, target populations, 
sample designs, data collection methods, and sample 
objectives produced error estimates that are too large 
when comparing the two samples’ estimates that must 
be accounted for with more sophisticated analysis. 


The combined and separated ratio-based adjust-
ments assume that the taxpayer reporting behavior 
is homogeneous within each sample and stratum and 
between the two samples. That is, implicitly assumed 
is that the reporting behavior detected in the NRP re-
turns is the same as that in the SOI returns in the entire 
sample or within the same stratum.  More sophisticated 
methods already developed in the survey methodology 
fi eld for forming nonresponse cells may provide better 
ways to create adjustment cells instead of just using the 
SOI sample strata defi nitions. 


Lastly, the poststratifi cation adjustments assume 
that the same adjustment works for all variables.  These 
results show that this does not appear to hold. 


Future Considerations


Several extensions are worth considering.  Firstly, 
given that SOI’s sample is selected annually with a large 
overlap of returns between different years’ samples, it 
would be interesting to examine whether taxpayers as-
sociated with the 433 returns in both samples changed 
their reporting behavior due to the audits.  Omitted re-
sults showed that these taxpayers are not representa-
tive of the general tax population, but using longitu-
dinal analysis methods (e.g., Fitzmaurice et al., 2004) 
on multiple years of taxpayer reported values reported 
in SOI samples before and after the 2001 audits could 
examine reporting over time. 


Secondly, despite removing the international re-
turns, the two samples’ estimated population totals 
are still quite different. A more sophisticated approach 
such as raking (e.g., Oh and Scheuren, 1987) may pro-
duce more stable results.  Thirdly, alternative ways to 


form adjustment cells for the separate ratio estimator 
deserve attention, particularly since this method pro-
duced favorable results.  Collapsing SOI strata further 
would also allow for incorporating multiple taxpayer 
characteristics.


The next Form 1040 NRP sample will be imple-
mented for Tax Years 2006-2008. As this sample in-
cludes international returns, it would be benefi cial for 
SOI to coordinate with NRP to ensure that similar (or 
more sophisticated) analyses can be conducted in the 
future.
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I. Introduction  


Private foundations contribute billions of dollars 
each year to charitable initiatives directed toward 
such issues as environmental protection, health 
and human services, promotion of the arts and 
humanities, and educational outreach and 
opportunities.  With several hundred billion 
dollars in asset holdings, private foundations 
constitute a substantial segment of the nonprofit 
sector.  Unlike public charities, which are often 
funded by, and therefore directly accountable to, 
the public, private foundations generally receive 
funding from a limited number of sources.  
Furthermore, an individual or small group 
typically controls the majority of a foundation’s 
activities.  Due to this narrow base of support 
and control, detailed financial information on 
private foundations is often more difficult to 
obtain than similar information for other 
charitable organizations.  In many cases, data 
collected from tax return records and 
disseminated by the Internal Revenue Service 
(IRS) provide the most comprehensive 
information available on the financial 
composition and charitable giving habits of 
private foundations.  Statistics derived from 
these sources can provide a window into the 
charitable activities of these organizations.  
Additionally, the information supplied to IRS 
provides insight into both the investment 
portfolios of private foundations and into the 
nature and amount of their charitable and 
noncharitable expenditures.  These data can also 
reveal emerging trends and developments in the 
private foundation segment of the nonprofit 
sector.  Analyses conducted using such data 
provide a framework for the development of tax 
policy related to private foundations and assist 
practitioners and foundation staffs in the 
establishment of key self-governance principles. 
 Unlike the majority of taxpayers, who report 
information to IRS on “tax returns” designed to 


assist in the calculation and payment of income 
taxes, private foundations complete “information 
returns” designed to collect a wide range of 
information.  Because of their primarily 
charitable missions, private foundations receive 
exemption from Federal income taxes; they are, 
however, subject to an array of stringent legal 
requirements.  Under regulation, they are 
required to distribute a certain percentage of their 
asset holdings to charitable activities each year.  
Secondly, although private foundations are 
exempt from income tax, they are required to pay 
an excise tax on their investment income.  In 
addition, unlike corporate or individual 
taxpayers, private foundations are subject to 
public inspection requirements.  This means they 
are responsible for ensuring that their annual 
information returns, known as Forms 990-PF, are 
widely available to the public.  Each year, 
private foundations file the extensive, twelve-
page return with IRS, reporting standard income 
statement and balance sheet items, as well as 
additional information on charitable 
distributions, compliance with rules that govern 
private foundations, involvement in various 
types of activities, and certain employment 
information.        
 The public inspection requirement 
promotes increased data availability and thus 
provides a wide range of analysis opportunities 
for interested researchers.  Users can obtain 
micro-level data from Forms 990-PF from a 
number of sources.  For example, independent 
organizations such as the Foundation Center and 
GuideStar obtain Forms 990-PF from IRS and 
post them to the Internet on a continuing basis.  
Another organization, the National Center for 
Charitable Statistics (NCCS), makes an annual 
file of return data from the IRS Returns 
Transaction File (RTF) available to researchers 
wishing to obtain data for large numbers of 







organizations.  This file, which the IRS provides 
to the NCCS annually, includes limited data for 
the population of Form 990-PF filers.  The 
Statistics of Income (SOI) file provides yet 
another resource for private foundation data.  
This file includes error-corrected data items for a 
sample of Forms 990-PF. 
 While the numerous available data 
sources enhance research options, reconciling 
them to one another can be a difficult experience 
for data users.  Measuring data quality and 
discrepancies among them is a formidable, but 
necessary, challenge.  Before conducting 
analysis, researchers should be aware of the 
range of available data sources, as well as the 
limitations and advantages that characterize the 
data sets obtained from these sources.  Such 
information is especially important when 
supplementing data from any one source with 
information obtained from another.  
Understanding the unique characteristics of data 
obtained from each source also helps to explain, 
and reduce, statistical variation between them.  
Additionally, assessment of these data sources 
allows opportunities to combine information 
from them, possibly reducing data collection 
costs and expediting processes.  This paper will 
discuss two IRS-derived data sources, the IRS 
Returns Transaction File and the SOI File, and 
determine the various quality and consistency 


issues associated with each source.  It will 
describe the various administrative data sources 
from which private foundation data may be 
obtained, outline the methodology for identifying 
comparable tax returns to create a standardized 
dataset, examine the results of preliminary 
analysis conducted on aggregate and micro-level 
statistics from the datasets, and present 


conclusions and future applications derived from 
the research conducted. 


I. Data Sources Overview 


 When IRS receives a Form 990-PF, a limited 
number of data items are key-entered as the 
return is processed and posted to what is known 
as the RTF.  IRS creates an annual RTF extract, 
which includes information from all returns 
received by IRS during a given “processing,” or 
calendar, year.  The extract includes 
approximately 100 money amounts, or financial 
items, with an additional 85 fields of codes and 
other non-financial information.  When working 
with RTF-derived data, it is important that users 
are aware that the file may include a number of 
superfluous records, such as duplicate or 
incorrectly filed returns.  Under most 
circumstances, data users should remove such 
records before conducting most analyses.    
 When using RTF data, several 
important factors should be taken into account, 
particularly if the data are used in conjunction 
with data from other sources.  First, the 
timeframe that a set of returns represents must be 
considered.  An extract for a given calendar year 
should include the “population” of Forms 990-
PF filed with IRS during that year.  However, 
organizations file Form 990-PF based on 
reporting year, which corresponds to the year 


actually printed on the return.  As illustrated by 
Figure A, which shows examples of accounting 
period that can be present in a typical Reporting 
Year, an organization determines its reporting 
year based on its accounting period, specifically, 
based on the month in which its accounting 
period begins.  Thus, an organization would file 
a Reporting Year 2000 return if its fiscal year 


Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec


Figure A:  Examples of Filing Periods Represented by Returns Filed for Reporting Year 2000 


Calendar Year 2001Calendar Year 2000


Jan. 1, 2000 - Dec. 31, 2000


Jul. 1, 2000 - Jun. 30, 2001


Oct. 1, 2000 - Sep. 30, 2001


Dec. 1, 2000 - Nov. 30, 2001


Apr. 1, 2000 - Mar. 31, 2000







accounting period began in any month of 
Calendar Year 2000 [1].  However, many 
Reporting Year 2000 returns, such as those with 
accounting periods that began in December 2000 
and ended in November 2001, would not have 
posted to the RTF until Calendar Year 2002.  
When conducting time-series analysis, or 
analysis among multiple data sources, it is 
important to understand the relationship between 
accounting periods, calendar or processing years, 
and reporting years in order to achieve the most 
consistent dataset possible.   


Secondly, although different types of 
organizations file the same return, they may not 
necessarily be subject to the same tax treatment.  
Both tax-exempt private foundations and 
nonexempt charitable trusts are subject to the 
private foundation rules and are thus required to 
file Form 990-PF.  However, in some cases, 
nonexempt charitable trusts may also be 
responsible for paying income tax, reported on a 
separate, additional return.  Such a distinction 
could easily affect the behaviors of these 
organizations.  Therefore, these segments of 
filers should be identified and treated as distinct 
types of entities, thus allowing the opportunity to 
examine these data in both separate and 
aggregate frameworks.  If an RTF data user is 
aware of this distinction, he or she can easily 
identify nonexempt charitable trusts and private 
foundations based on their assigned subsection 
codes.  
 Based on postings to the RTF, SOI 
samples approximately 10 percent of all Forms 


990-PF filed for a given reporting year.  The SOI 
file contains more than 200 financial items, with 
75 fields dedicated to codes or non-financial 
information.  The SOI staff enters data into an 
online system, which identifies taxpayer and 
other errors, which are corrected during the data 
entry process.  Often, supplemental information 
is included with Forms 990-PF on schedules and 
other attachments.  Where appropriate, 
information from these attachments is used to 
supplement or enhance data reported by the filer.  
A typical completed reporting year sample 
includes numerous allocations.  For example, 
SOI made nearly 17,000 allocations for the 
Reporting Year 2000 sample.   
 Unlike the RTF extract, which includes 
all returns filed in a given calendar year, the SOI 
Reporting Year sample must be conducted over 2 
calendar years.  This method of data collection is 
used as it ensures almost complete coverage of a 
reporting year population, preventing 
organizations from being excluded from the 
sample in cases where their returns are filed 
outside of the anticipated calendar year.  Like the 
RTF, the SOI file includes returns filed by 
nonexempt charitable trusts, but duplicate returns 
and returns with inconsistencies that cannot be 
resolved are removed before dissemination.   


II. Analysis Methodology 


The first challenge in measuring consistency and 
quality issues between the two sources was to 
standardize and combine the data sources by 
creating a standardized dataset; the resulting 


Figure B:  Reporting Years Represented in the Combined Extract
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dataset was designed to include data from a 
single reporting year and to be free of duplicate 
and extraneous records.  To create the 
standardized dataset, a series of steps was taken 
to ensure that the highest possible level of 
consistency was achieved between RTF and SOI 
data.   


The analysis includes returns filed for 
Reporting Year 2000, which IRS received over 
several calendar years [2].  To identify the 
appropriate returns, while still limiting the 
number of years of RTF data that were included 
in the analysis, the final dataset was limited to 
those extracts containing returns posted in 
Calendar Years 2001 and 2002.  This timeframe 
coincides with the period in which data were 
collected for the SOI Reporting Year 2000 file. 


In addition to including nearly the entire 
population of timely-filed Reporting Year 2000 
Forms 990-PF, the combined extract also 
included returns filed for other reporting years 
between 1998 and 2001.  Figure B shows the 
percentage of returns from each reporting year 
that appeared on the 2001 and 2002 combined 
RTF extract.  Less than half of the returns on the 
extract represented Reporting Year 2000, and a 
substantial number were filed for Reporting Year 


2001, with smaller but significant numbers 
representing other reporting years.   


Figure C illustrates the number of returns 
associated with each year in the combined 
extract.  The calendar year populations appear in 
the larger ovals, with the Reporting Year 2000 
subset represented by the smaller ovals.  Only 


the 72,559 returns filed for Reporting Year 2000, 
identified as the sum of the subsets of the 2 
calendar years, and represented in the smaller 
ovals, were initially considered for inclusion in 
these analyses.   


                    Figure C:  Components of the Combined Returns Transaction File
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Once the subset of included organizations 
was narrowed, based on reporting year, several 
additional steps were taken to arrive at a 
standardized dataset.  Records were removed if 
their associated “status codes” indicated that the 
organizations were inactive or no longer exempt. 
In some cases, returns appeared more than once 
on the RTF.  A series of procedures removed 
these duplicate returns from the standardized 
dataset.  Finally, the completed dataset included 
only returns filed by private foundations, 
identified based on the assigned subsection code.  
Once concluded, these steps revealed an RTF 
population of 68,355 returns suitable for 
inclusion in the analysis.  







 For comparison purposes, the SOI file for 
Reporting Year 2000 was used for this analysis.  
The sampling period for the file began in January 
2001 and continued through December 2002.  
The file is a random Bernoulli sample, based on 
organization type and asset size, using different 
parameters for private foundations than for 
charitable trusts.  In addition to being subject to 
different tax treatment than private foundations, 
nonexempt charitable trusts are generally much 
smaller, in terms of asset size, than are their tax-
exempt counterparts.  Private foundations with 
$10 million or more in assets and nonexempt 
charitable trusts with $1 million or more in assets 
were selected at rates of 100 percent, with 
decreasing rates applied to smaller-sized 
organizations [3].  For the initial research, the 
SOI file remained largely intact, with one 
exception: all returns that were ultimately 
determined to be “charitable trusts” were 
removed from the data.  While returns filed for 
charitable trusts were removed from the RTF 
based on subsection code, they were removed 
from the SOI file using a more perfected data 
field, which is not available on the RTF [4].  
This field rectifies errors in organization type 
that are often present on the RTF at the time of 
sampling.   


Item Coefficients Difference
of variation RTF to SOI


(percentages) (percentages)


Total assets (fair market value) 0.66 4.83
Total revenue 1.50 0.65
Total expenses 2.84 2.19


Figure D:  RTF and SOI File Comparison:  Percentage Differences 
and Coefficients of Variation


IV. Aggregate Analysis 


After standardization of the data sets, aggregate 
RTF and SOI data were compared.  For major 
data items, the two sources did not provide 
significantly different results.  Figure D is a 
comparison between the coefficients of variation, 
used to estimate of SOI sampling error, that were 
calculated for three major data items, and the 
percentage differences between estimates 
derived from the RTF and SOI data files.  Note 
that, for two of the three categories, total revenue 
and total expenses, the percentage difference 
between the two datasets falls inside of the 
sampling error estimates.  For one category, fair 
market value of total assets, the difference by 
which the RTF amount exceeds the SOI amount 
is somewhat larger than the sampling error.  The 
larger difference may be attributed to a variety of 
differences in editing and error correction, which 
are driven by the purposes for which the data are 
collected.  While RTF data entry operators often 
key data directly from the Form 990-PF for 
examination and tax collection purposes, SOI 
editors may substitute amounts from attachments 
in lieu of amounts reported on the return.  These 
types of substitutions and corrections allow SOI 


to produce statistics that are more accurate and to 
provide additional data items for customers that 
use microdata files. 


V. Microdata Analysis 


To analyze microdata fields between the two 
datasets, individual returns were linked from the 
SOI file back to the parent RTF, based on their 
unique taxpayer identification numbers.  Returns 
were not linked unless they appeared on the RTF 
dataset that was used for aggregate analysis.  
Once linked, the files were compared for 
inconsistencies between major data items.  The 
inconsistent fields were then weighted, using the 
SOI design-based weights, to determine the 
effects of the SOI correction processes on the 
overall population estimates.  A field was 
identified as “inconsistent” if the amount 
transcribed to the SOI file differed by more than 
$25 from the amount that appeared on the RTF.  
While corrections were made to many data items 
common to the two datasets, nine major fields 
appeared to be corrected by SOI editors most 
frequently.   
 The three balance sheet items that 
represented securities--corporate stock, corporate 
bonds, and Government obligations--were 
corrected most often and, based on the median 
values of these corrections, with the most 
magnitude.  Figure E shows RTF fields to which 
SOI editors commonly made corrections.  In 
most cases, these corrections probably resulted 
from procedural differences in data entry, rather 
than operator error.  SOI data entry operators 
collect information from supplemental 
attachments and schedules, in addition to the 
data that appear on the Form 990-PF, to enhance 
the quality and accuracy of the microdata.  The 
maximum and minimum correction values 
exemplify the effects of large keying errors on 
the RTF.  Weights associated with the returns 
identified as corrected were applied to estimate 
the effects of SOI data entry on the overall 
population of private foundations.  The 







Figure E:  Unweighted and Weighted Corrections, Amounts and Values
Minimum Maximum


Data Item value value Number Median Mean Number Median Mean
value value value value


Corporate stock -5,241,441,621 118,170,705 1,640 -986,193 -16,639,345 10,725 -70,299 -2,763,242
Corporate bonds -186,930,409 441,778,508 657 -984,966 -3,264,243 3,974 -123,775 -715,434
Government obligations -344,684,265 454,418,685 538 -425,973 -1,615,332 3,354 -58,743 -270,657
Total assets, book value -19,021,602,054 2,276,122,860 367 -21,264 -54,123,269 2,311 -5,159 -8,614,235
Total assets, fair market value -34,824,317 397,295,763 297 -30,001 1,015,237 2,701 -19,247 -1,101,468
Total expenses -70,188,315 28,400,237 240 -13,103 -506,701 1,567 -2,679 -81,322
Total revenue -70,188,315 117,315 237 -15,127 -941,870 1,241 -986 -185,424
Undistributed income -28,751,786 11,363,248 222 3,664 134,594 4,009 -438 11,105
Other revenue -70,188,315 291,274 206 -15,033 -593,730 1,106 -1,009 -114,774


Unweighted Corrections Weighted Corrections


categories of stocks, bonds, and Government 
obligations remained the most-often corrected 
financial items, after the weights were applied.  
The category “undistributed income,” a field that 
represents required charitable distributions that 
foundations did not make in Reporting Year 
2000, represents a larger portion of the total 
weighted corrections made than in the 
unweighted total.  This indicates that more 
changes to the field were made to smaller, and 
therefore more heavily weighted, asset-size class 
returns.  The relationship between foundation 


size and number of corrections was examined by 
arranging returns included in the microdata 
analysis into commonly used used “asset-size” 
categories.  Figure F shows the percentage of 
returns with at least one correction to one of the 
nine data items examined, by asset size category.  
The proportion of corrections, generally, 
increased slightly with foundation size.  More 
than 45 percent of the returns filed by the largest 
organizations, those with assets of $100 million 
or more, had a least one correction, indicating 
that the largest organizations are proportionally 
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more often corrected than are their smaller 
counterparts.  Overall, for the nine selected 
items, nearly 40 percent of the returns in the SOI 
sample had data inconsistent with that appearing 
on the RTF.  


VI. Conclusions and Future Research 


Based on this research, several important 
conclusions regarding data consistency, 
compatibility, and collection can be reached.  In 
the past, SOI has been hesitant to supplement 
information unavailable on the SOI file with 
similar data from the RTF.  However, it appears 
that these data can be used as complements, as 
long as the RTF data files are properly restricted 
to be consistent with the SOI file.  While the SOI 
dataset is the only source for many data fields, in 
the future, the RTF may provide a valuable 
source for obscure, but sometimes necessary, 
data items.  An important conclusion regarding 
data collection can also be reached based on this 
research.  Currently, only a handful of items, 
none of which is financial, are incorporated 
directly from the RTF to the SOI transcription 
process.  In many cases, however, some items 
that are available on the RTF 990-PF file remain 
largely unchanged during the SOI editing 
process.  In the future, SOI may wish to build on 
this information and identify items that can be 
captured directly from the RTF to reduce the 
redundancy of operator transcription.  SOI 
resources could then be directed toward 
transcribing additional data items, which may 
not currently be available from any source.   
 Several future research options are available 
that could also help to illuminate data quality and 
collection issues.  Currently, a sample of large-
case returns that are included on both the RTF 
and SOI file is being transcribed based on 
information that appears directly on the Internet-
posted, publicly available return.  The data are 
being collected without additional information 
from attachments or schedules being transcribed.  
The information will provide insight into an 
avenue that researchers commonly use for 
information—the Internet, and will determine if 
the data posted by these organizations are 
consistent with those collected by IRS.  Another 
valuable venture would involve comparing data 
from the SOI and RTF files for a number of 
years to ensure that that RTF data quality does 
not fluctuate between calendar years.  This 
information could assist in determining 
definitive sources for specific data items.  
Ultimately, the results of this research may assist 


in improving resource allocation in the collection 
and dissemination of private foundation data.  
     
 
 
Notes and References: 
[1] For example, a return that had an 


accounting period that began in January 
2000 and ended in December 2000 was 
filed for Reporting Year 2000.  This return 
would have likely been posted to the RTF 
in Calendar Year 2001, as the required 
filing data is five and one-half months after 
the end of the accounting period.   


 
[2]  In some cases, a return that was file late or 


by a taxpayer that received numerous 
extensions to file could have been received 
by IRS outside of the traditional, two-
calendar year window. 


 
[3] The realized sampling rates for the 


Reporting Year 2000 SOI study of private 
foundations are shown below: 


Fair Market Value Realized Sampling Rate
of Total Assets (percentage)


Under $125,000 0.3
$125,000 under $400,000 0.8
$400,000 under $1,000,000 1.9
$1,000,000 under $2,500,000 4.3
$2,500,000 under $10,000,000 21.0
$10,000,000 under $25,000,000 100.0
$25,000,000 or more 100.0


Under $100,000 1.2
$100,000 under $1,000,000 13.4
$1,000,000 or more 100.0


Private Foundations


Charitable Trusts


[4] Private foundations and charitable trusts 
were identified on the RTF based on their 
respective subsection codes.  Private 
foundations are assigned a subsection code 
of “03,” while nonexempt charitable trusts 
are assigned a subsection code of “92.”  
Generally, organizations were also coded 
for the SOI File based on their subsection 
codes.  However, in cases where subsection 
codes appeared to be incorrect or were not 
available, SOI staff conducted additional 
research to determine the proper subsection 
code for organizations on the SOI file.     
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activity, 1999-2002.  Section 6 presents a paper on the Estate and Personal Wealth sample design.  Finally, Section 
7 presents a paper on IRS area-to-area migration data.


Special Studies in Federal Tax Statistics, 2004
Selected papers given primarily at the 2004 Annual Meetings of the American Statistical Association in Toronto, 
Ontario, Canada, and two other professional conferences--the Luxembourg Wealth Study Workshop in Perugia, Italy, 
and the Conference on Privacy in Statistical Databases in Barcelona, Spain.  The volume is divided into five major 
sections.  It begins with four papers on recent developments in Statistics of Income research.  Section 2 includes 
five papers on quality assessment of administrative records data.  Section 3 presents a paper on estimates of income 
and wealth from survey and tax data.  Section 4 contains a paper on disclosure protection techniques.  Finally, Sec-
tion 5 presents a paper on some current theorietical research on multivariate analysis presented in a poster session 
at ASA.


Special Studies in Federal Tax Statistics, 2003
Selected papers given primarily at the 2003 Annual Meetings of the American Statistcal Association in San Fran-
cisco, CA.  The volume is divided into four major sections.  It begins with four papers presented in the same session 
under the topic, "Are the Rich Getting Richer and the Poor Getting Poorer?"  Section 2 includes a paper on survey 
methods.  Section 3 presents five papers on new developments in tax statistics and administrative records.  Finally, 
Section 4 contains a paper on survey nonresponse and imputation.


Special Studies in Federal Tax Statistics, 2002
Selected papers given primarily at the 2002 Annual Meetings of the American Statistical Association in New York 
City and at the 2002 National Tax Association Conference in Orlando, FL.  The volume is divided into seven major 
sections.  It begins with two papers on recent IRS research.  Section 2 includes a group of four papers on method-
ological and analytical advances in tax statistics.  Section 3 presents two papers on statistical uses of administrative 
records.  Section 4 contains a paper on disseminating IRS locality data.  Section 5 includes a paper on confidentiality 
and data access issues.  Section 6 presents a paper on measuring the quality of IRS responses to taxpayer inquiries.  
Finally, Section 7 includes two papers on distributional theory and computation.  
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Special Studies in Federal Tax Statistics, 2000-2001
Selected papers given primarily at the 2000 and 2001 Annual Meetings of the American Statistical Association in 
Indianapolis, Indiana and Atlanta, Georgia, plus one other paper presented at the International Conference on Estab-
lishment Surveys II in Buffalo, New York in 2000.  The volume is divided into four major sections.  The book begins 
with five papers on statistical applications.  Section 2 presents two papers on confidentiality and data access issues.  
Section 3 presents two papers on changing industry codes.  Finally, Section 4 includes five papers on analyses of 
Federal tax and information returns.


Turning Administrative Systems Into Information Systems, 1999
Selected papers given at the 1999 Annual Meetings of the American Statistical Association (ASA) in Baltimore, MD.  
In addition, the report includes one paper presented at the 1998 ASA conference in Dallas, TX.  The volume is divided 
into six major sections.  The book begins with a complete ASA session analyzing administrative records from the 
U.S. tax system.  It contains four papers, as well as a set of comments on the presentations.  Section 2 presents four 
papers on the statistical uses of administrative records.  Section 3 includes two papers, which focus on employee 
satisfaction and customer satisfaction surveys at the IRS.  Section 4 contains two papers, one of which was presented 
at the 1998 ASA conference, that provide an update on the Survey of Consumer Finances.  Section 5 presents one 
paper that looks at the feasibility of preparing State corporate data by matching receipts and employment data by 
State and industry.  Finally, the volume concludes with a paper on distributional theory and computation.  


Turning Administrative Systems Into Information Systems, 1998-1999
Selected papers given at the 1998 Annual Meetings of the American Statistical Association in Dallas, Texas.  In ad-
dition, the report includes a session of papers presented in 1999 at the Annual Meetings of the American Economic 
Association (AEA) plus one other paper.  The volume is divided into five major sections.  The book begins with the 
AEA session in memory of the late Dr. Daniel B. Radner, Social Security Administration economist.  It contains four 
papers on new empirical findings in the distributions of personal income and wealth, as well as two sets of introduc-
tory remarks and two sets of comments on the presentations.  Section 2 presents two papers on data measurement 
and data bases for economic research.  Section 3 includes two papers, which focus on sample design, estimation, and 
imputation research.  Section 4 explores issues dealing with public-use files, including the potential for disclosure.  
Finally, Section 5 concludes the volume with a paper verifying the classification of public charities in the 1994 Sta-
tistics of Income Study Sample.  (It is the only paper not presented at the ASA or AEA meetings.)  


Turning Administrative Systems Into Information Systems, 1996-1997
Selected papers given primarily at the 1996 and 1997 Annual Meetings of the American Statistical Association in 
Chicago, Illinois and Anaheim, California, plus one non-ASA article.  The volume is divided into nine major sec-
tions.  The book begins with a paper originally printed as a textbook article on inheritance and wealth in America.  
Section 2 presents papers on using administrative records for generating national statistics.  Section 3 contains two 
sets of panel reports on the statistical uses of administrative records.  Section 4 focuses on methodological research.  
Section 5 explores issues dealing with quality improvement in government.  Section 6 presents  a panel discussion 
on Customer Satisfaction Surveys.  Section 7 focuses on the effect of downsizing on Federal statistics.  Section 8 
explores the privacy area.  Finally, Section 9 concludes with seven papers on statistical disclosure limitation.  


Turning Administrative Systems Into Information Systems, 1995
Selected papers given primarily at the 1995 Annual Meetings of the American Statistical Association in Orlando, 
Florida and another conference.  The volume is divided into five major sections.  The book begins with a paper on 
SOI migration data, giving an example of how this unique dataset can be used by demographers and policy research-
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ers.  Section 2 presents papers on sample designs and redesigns, as well as on SOI efforts in the corporation and 
partnership areas.  Section 3 contains papers on weighting and estimation research.  Section 4 focuses on analytical 
approaches to quality improvement, from graphical techniques to cognitive research.  Finally, Section 5 concludes 
with papers from an invited session on record linkage applications for health care policy, a session organized by SOI 
in view of its long-term interest in improving matching techniques for administrative and survey data.


Turning Administrative Systems Into Information Systems, 1994
Selected papers given primarily at the 1994 Annual Meetings of the American Statistical Association in Toronto, 
Ontario, Canada.  The volume is divided into nine major sections.  The book begins with an overview of the Statistics 
of Income Programs, describing the origins and customers of various SOI data and highlighting our products and 
services.  Section 2 presents the descriptive results from two recent studies--one on sales of capital assets and one 
on self-employed nonfilers.  Section 3 contains papers and discussion from a session on privacy issues involved in 
using administrative record data.  The next two sections are much more methodical in nature:  Section 4 focuses on 
sample design and estimation work in SOI, beginning with a reprint of a 1963 paper by W. Edwards Deming, which 
presents an evaluation of the SOI sample.  Section 5 presents data on record linkage.  Section 6 draws together the 
papers from a session on nonresponse in Federal surveys.  Section 7 is a more statistical section, which contains 
a collection of papers on imputation methodology in a number of different arenas.  Section 8 focuses on another 
long-time theme of these volumes--quality improvement efforts.  Finally, Section 9 presents two unrelated papers 
on data preparation techniques. 


Turning Administrative Systems Into Information Systems, 1993
Selected papers given at the 1993 Annual Meetings of the American Statistical Association in San Francisco, California 
and other related conferences.  The volume contains seven major sections, each focusing on a somewhat different 
area of research.  The first section begins with a paper that presents a view for the future of the Federal statistical 
system.  This effort is part of a dialogue with other agency leaders to redefine a cohesive plan for Federal data pro-
ducers and users.  Section 2 contains several descriptive papers based on tax data about individuals, and Section 3 
looks at similar uses of tax data for businesses.  Section 4 focuses on sample design issues for several SOI projects, 
while Section 5 presents information on improvements to analytical techniques.  Finally, Sections 6 and 7 describe 
a number of different studies SOI is involved in to improve the quality and productivity of other areas of IRS.


Turning Administrative Systems Into Information Systems, 1991-1992
Selected papers given mostly at the 1991 and 1992 Annual meetings of the American Statistical Association, held, 
respectively, in Atlanta, Georgia and Boston, Massachusetts.  Papers chosen for this volume exemplify some of the 
basic changes that are occurring in the Statistics of Income program during the 1990’s, including discussions of 
methodological improvements and applications currently under way in the U.S. Federal statistical community.  The 
volume contains seven general areas of interest: information from tax return data; the 1989 Survey of Consumer 
Finances; estimation and methodological research in the SOI business program; sample design and weighting is-
sues in the SOI individual program; some quality improvement applications; some technological innovations for 
SOI research; and a look to the future data needs for the Federal sector.  Previous volumes in the series were called 
Statistics of Income and Related Administrative Record Research (see below).  The title was changed to more clearly 
reflect how the Internal Revenue Service’s Statistics of Income function is adapting to better meet the informational 
needs of its many customers.


Statistics of Income and Related Administrative Record Research, 1990
Selected papers given primarily at the 1990 Annual meeting of the American Statistical Association in Anaheim, 
California.  Papers selected for this volume contain discussions of methodological improvements and applications 
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currently under way in the U.S. Federal statistical community.  In particular, the focus is on work being done by the 
Statistics of Income Division of the Internal Revenue Service (IRS).  The volume covers five general areas:  longi-
tudinal panel data and estimation issues; analytical research using survey and administrative data; design issues for 
Federal surveys; information on the conclusions of the Establishment Reporting Unit Match Study; and a look at 
future data needs for the Federal sector.  


Statistics of Income and Related Administrative Record Research, 1988-1989
Selected papers given mostly at the 1988 and 1989 Annual Meetings of the American Statistical Association in New 
Orleans, Louisiana and Washington, D.C., respectively.  Papers for the volume focus on perspectives on statistics 
in government--in celebration of ASA’s 150th anniversary; improvements in income and wealth estimation; meth-
odological enhancements to administrative record data; some looks at the effects of tax reform; and technological 
innovations for statistical use.


Statistics of Income and Related Administrative Record Research, 1986-1987
Selected papers given, for the most part, at the 1986 and 1987 Annual Meetings of American Statistical Association 
in Chicago and San Francisco, respectively.  Papers focus on ongoing wealth estimation research and U.S. and Ca-
nadian efforts regarding methodological enhancements to corporate and individual tax data and recent refinements 
to disclosure avoidance techniques.


Record Linkage Techniques, 1985*
The Proceedings of the Workshop on Exact Matching Methodologies held in Arlington, Virginia, May 9-10, 1985.  
Includes landmark background papers on record linkage use and papers describing methodological enhancements, 
applications, and technological developments, as well as extensive bibliographic material on exact matching. 


Statistical Uses of Administrative Records:  Recent Research and Present Prospects*
A two-volume reference handbook on research results involving the use of administrative records for statistical 
purposes from 1979 through 1982:


	Volume I (March 1984) focuses on general considerations in administrative record research, applications 
of income tax data, uses based on data from other major administrative record systems, and enhancements 
to statistical systems using administrative data.


	Volume II (July 1984) focuses on comparability and quality issues, access to administrative records for 
statistical purposes, selected examples of end uses of linked administrative statistical systems, and a status 
report that sets goals for the future.


Statistics of Income and Related Administrative Record Research, 1984*
Selected papers given at the 1984 Annual Meeting of American Statistical Association in Philadelphia.  Papers focus 
on future policy issues, applications, exact matching techniques, quality control, missing data, and sample design 
issues.


Statistics of Income and Related Administrative Record Research, 1983*
Selected papers given at the 1983 Annual Meeting of American Statistical Association in Toronto.  Papers focus on 
use of administrative records in censuses and surveys, applications for epidemiologic research and other statistical 
purposes, and statistical techniques involving imputation and disclosure and confidentiality  
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Statistics of Income and Related Administrative Record Research, 1982*
Selected papers given at the 1982 Annual Meeting of American Statistical Association in Cincinnati.  Papers focus 
on statistical uses of administrative records, resulting methodologic advances, and estimates and projections for 
intercensal updates.


Statistics of Income and Related Administrative Record Research*
Selected papers given at the 1981 Annual Meeting of American Statistical Association in Detroit.  Papers focus on 
applications and methodologies with an emphasis on IRS’s Statistics of Income Program, the Small Business Data 
Base, nonprofit and pension data, and on Canada’s Generalized Iterative Record Linkage System.


Economic and Demographic Statistics*
Selected papers given at the 1980 Annual Meeting of American Statistical Association in Houston.  Papers focus 
on evaluation of the 1977 Economic Census, CPS hot deck techniques, and efforts to upgrade Social Security’s 
Continuous Work History Sample.


______________________________


*Out of print—Copies of selected papers can be obtained upon request.


NOTE:   The IRS Methodology Reports on statistical uses of administrative records are now being offered free of 
charge.  To obtain copies, write to:


 Statistical Information Services (SIS)   Phone:   (202) 874-0410
 Statistics of Income Division (RAS:S:SS:SD)  FAX:      (202) 874-0964
 Internal Revenue Service    E-mail:  sis@irs.gov
 P.O. Box 2608
 Washington, DC  20013-2608
    
     








SOME NEW TABLES OF THE LARGEST ROOT OF A MATRIX IN MULTIVARIATE ANALYSIS: 
A COMPUTER APPROACH FROM 2 TO 6 
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The distribution of the non-null characteristic roots of 
a matrix derived from sample observations taken 
from multivariate normal populations is of 
fundamental of importance in multivariate analysis. 
The Fisher-Girshick-Shu-Roy distribution (1939), 
which has interested statisticians for more than 6 
decades, is revisited.  Instead of using K.C.S. Pillai’s 
method by neglecting higher order terms of the 
cumulative distribution function (CDF) of the largest 
root to approximate the percentage points, we simply 
keep the whole CDF and apply its natural 
nondecreasing property to calculate the exact 
probabilities.  At the duplicated percentage points, we 
found our computed percentage points consistent 
with the existing tables.  However, our tabulations 
have greatly extended the existing tables. 
 
INTRODUCTION 
 
We are concerned here with the distribution of the 
largest characteristic roots in multivariate analysis, 
when there are roots that range from 2 to 6.  Fisher-
Girshick-Shu-Roy (1939) discuss this in detail and 
present the exact joint probability density function in 
general.  This well-known distribution depends on 
the number of characteristic roots and two parameters 
m and n.  They are defined differently for various 
situations as described by Pillai (1955, 1957).  The 
upper percentage points of the distribution are 
commonly used in three different types of hypothesis 
testing in multivariate analysis, namely:  i) test of 
equality of the variance-covariance matrices of two 
p-variate normal populations; ii) test of equality of 
the p-dimensional mean vectors for k p-variate 
normal populations; and iii) test of independence 
between a p-set and a q-set of variates in a (p+q)-
variate normal population.  When the null hypotheses 
to be tested are true, all three types of test proposed 
above have been shown to depend only on the 
characteristic roots of matrices using observed 
samples.  We could state the problem in the 
following manner.  Using a random sample from the 
multivariate normal population, we could compute 
the characteristic roots from a usual sum of product 
matrices of this sample.  We then compare the largest 
characteristic root of the matrices with the percentage 
points that we have tabulated in this paper to 
determine whether or not to reject the null hypothesis 
at a certain probability confidence.  For this reason, 
the percentage points of the largest characteristic 


roots of the distribution have seriously attracted the 
attention of mathematical statisticians for more than 6 
decades.  There are already many published tables 
that either focus on upper percentage point 
tabulations or chart the various sizes of roots.  K.C.S. 
Pillai is the most well known contributor in this area.  
He gave the general rules for finding the CDF of the 
largest root and tabulated upper percentage points of 
95 percent and 99 percent for various root sizes.  
Other contributors, including D.N. Nanda (1948, 
1951), F.G. Foster (1957, 1958), D.H. Rees (1957), 
and D.L. Heck (1960), will be discussed in more 
detail later.  We will also discuss in detail the 
algorithm used to create tables for this paper.  We 
will then compare the K.C.S. Pillai method with ours 
and also the advantage in our approach.  The 
appendix lists the CDF’s from 2 to 6. 


 
CUMULATIVE FUNCTION AND HISTORICAL 
WORK 
 
The joint distribution of s non-null characteristic 
roots of a matrix in multivariate distribution was 
given by Fisher-Girshick-Hsu-Roy (1939) (see the 
list of CDF’s from 2 to 6 in the appendix).  In this 
study, we were interested in the distribution of the 
largest characteristic root with the given CDF from 2 
to 6.  Even though we know the form of the joint 
density function, it may not be easy to write out the 
CDF of the largest characteristic root.  There are two 
methods to find the CDF more easily.  K.C.S. Pillai 
1965) suggested that the CDF of the largest 
characteristic root could be presented in the 
determinantal form of incomplete beta functions.  To 
overcome the difficulty of numerical integration of 
each of the s! multiple integrals when the determinant 
is expanded, he suggested an alternative reduction 
formula.  This formula gives an exact expression for 
the CDF of the largest root in terms of incomplete 
beta functions or functions of incomplete beta 
functions for various values of s.  Later, Pillai 
(1956b) expanded the CDF by neglecting higher 
order terms and tabulated the 95-percent and 99-
percent percentage points.  An alternative method 
suggested by D.N. Nanda (1948) yielded the same 
results.  He started with the Vandermonde 
determinant and expanded it in minors of a row, then 
repeated applied integration by part to find the CDF 
of the largest characteristic root.  In this paper, we 
slightly modified the D.N. Nanda notation and 







 


 


 


 


presented the case with roots ranging from 2 to 6.  
Following these CDF’s and the algorithm described 
later, we could tabulate the upper percentage points. 
 
It is useful here to review some of the published 
tables and see some reasons to extend the tables.  
K.C.S. Pillai (1956a, 1957, 1959) published tables 
that focus only on two percentage points, i.e., 95 
percent and 99 percent for s =2,6, m = 0(1)4, and n 
varying from 5 to 1000.  Foster and Rees (1957) 
tabulated the upper percentage points 80 percent, 85 
percent, 90 percent, 95 percent, and 99 percent of the 
largest root for s=2, m=-0.5, 0(1)9, 
n=1(1)19(5)49,59, 79.  Foster (1957, 1958) further 
extended these tables for values of s=3 and 4.  Heck 
(1960) has given some charts of upper 95-percent, 
97.5-percent, and 99-percent points for s=2(1)5,  
m=-0.5, 0(1)10, and n greater than 4. 
 
Without a modern computer, it used to be an 
understandably difficulty task to compute the whole 
CDF(3.2) at each percentage point.  This is not only 
tedious but worthless.  Therefore, deleting higher 
order terms and keeping a few lower order terms to 
approximate the roots will form a good and 
reasonable method for solving the problem.  But this 
approach involves intolerable error at the lower 
percentage points, such as 80 percent, 82.5 percent, 
85 percent, 87.5 percent, 90 percent, or 92.5 percent.  
These percentage points are usually ignored, not 
because of lack of use but because of the difficulty of 
computation.  Traditional methods treat missing 
values by interpolation.  However, without say 85-
percent or 90-percent points, it is difficult to 
interpolate 87.5 percent.  In recent years, the 
computer has gradually matured in memory, speed, 
and flexibility.  It has greatly changed the method we 
use for analyzing statistics.  In this study, we use one 
of the most basic properties of the CDF and revisit 
this most important distribution.  We attempted to 
include as many percentage points as we needed in 
one computer run.  The upper percentage points we 
included are 0.80, 0.825, 0.850, 0.875, 0.890, 0.900, 
0.910(0.005), and 0.995.  Different authors have 
selected different m and n parameter values.  We 
selected these two parameters in such a way that all 
existed table values will be included.  For the 
parameter m=0(1)15 and the parameter 
n=1(1)20(2)30(5)80(10)150,200(100)1000, our table 
will give us the exact accuracy percentage points and 
probabilities and avoid the interpolation problem.  
 
THE ALGORITHM 
 


In this section, we describe in more detail how we 
compute the percentage points.  For this study, no 
new theory was created.  Instead, we applied the 
fundamental nondecreasing function property of the 
CDF, i.e., )x()f(x then , x 2121 fxif ≤≤ . 
Applying this useful and simple property helps us 
find all the needed percentage points.  Let us start 
with a standard procedure used in computer 
algorithms to see how we generate one percentage 
point.  First, choose one set of m and n values, say  
m = 1 and n =2, and a very small x value, say 0 or 


410*1.0 −  to ensure that there are no missing 
percentage points we are interested in that are larger 
than this value.  Using these selected values, 
substitute into the equation (3.2) to compute the 
probability cumulate to this selected x value.  If the 
computed probability equals, say 0.95000325, then 
write out this computed probability, m, n, and x 
values in a specified file, say f950.dat.  Then, loop 
the pointer back and add a very small amount on x, 


say 410*1.0 − , and again compute the probability.  
If this time the computed probability is 0.9600125, 
then write out this computed probability, m, n, and x 
values in a different specified file, say f960.dat.  
Since we know that the cumulative function is always 
nondecreasing and continuous, it ensures us that any 
probability ranged from 0 to 1 will have a chance to 
be reached at least once for some selected x values.  
It is possible for several specific x values to round to 
the same probability.  This means that we could 
increase either m or n by a selected value and reset x 
to 0 or a small value again to repeat the process of 
adding a small amount to x to compute the 
corresponding probability.  This process should 
continue until we fill all m by n tables.  Our 
experience shows that, for a chosen fixed m and n, as 
x increases by the above-stated increment, the 
computed probabilities also increase with multiple 
values rounding to the desired probability.  The 
following simple rule has been adopted to select a 
triplet x, m, and n, for a desired probability.  Let us 


say the desired probability y is 0p  and the estimate 


for x to reach this probability y is 0 x : 


.p)xPr( 005 =≤θ   We need to find a 
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attached table, we have rounded our results to four 
decimal accurate places. 
 
SOME CONCLUDING REMARKS 


 
Pillai’s approximation method by neglecting higher 
order terms has some limitations.  Pillai (1954) 
studied these limitations in more detail for the case  
s =2,3, and 4.  If we define the error of approximation 
of the upper percentage points of the distribution as 
the difference between the approximate and exact 
probabilities, then his comparative study obtained the 
following conclusions:  i) There is greater agreement 
between the probabilities for the approximate and 
exact cases in the upper 99-percent points than in the 
95-percent; ii) The difference between the 
approximate and exact probabilities in the upper 95-
percent points occurs in the fifth decimal place; that 
on rounding gives a difference of only one in the 
fourth decimal place; iii) If we fixed the parameter m 
as constant, the error of approximation increases 
slowly as the other parameter increased; such 
increase occurs only in the sixth decimal place or at 
most is unity in the fifth decimal place when 
rounding. 
 
Pillai (1959) also concluded that the approximate 
formula is only appropriate for percentage points 95 
percent or higher.  It might be adequate for those 
percentage points slightly below 95 percent.  In 
application, it is very clear that lower percentage 
points are needed.  Using the algorithm suggested in 
section 4, we can compute any percentage points.  
Since our method used the whole distribution 
function and not a truncated distribution, the table 
included in this paper is only a small portion of the 
table generated by computer.  Interested readers may 
write to the author for more detailed tabulations. 
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Upper percentage points of  .900 of theta(p,m,n), 
the largest eigenvalue of |B-theta(W+B)|=0,when s=2 


 
m 
 


                                           n             0          1          2          3          4          5          6          7 
 


1      .8464   .8968   .9221   .9374   .9476   .9550   .9605   .9649 
2      .7307   .8058   .8474   .8742   .8928   .9067   .9173   .9258 
3      .6366   .7244   .7768   .8120   .8375   .8568   .8719   .8842 
4      .5618   .6551   .7138   .7548   .7853   .8090   .8278   .8433 
5      .5017   .5965   .6587   .7035   .7375   .7644   .7862   .8042 
6      .4527   .5468   .6106   .6577   .6942   .7234   .7475   .7676 
7      .4122   .5043   .5685   .6169   .6550   .6860   .7117   .7334 
8      .3782   .4677   .5315   .5805   .6196   .6517   .6787   .7016 
9      .3493   .4359   .4989   .5479   .5875   .6204   .6483   .6721 
10      .3244   .4080   .4698   .5186   .5584   .5918   .6202   .6448 
11      .3028   .3834   .4439   .4921   .5319   .5655   .5943   .6194 
12      .2839   .3616   .4206   .4681   .5077   .5413   .5704   .5958 
13      .2671   .3421   .3996   .4463   .4855   .5191   .5482   .5739 
14      .2523   .3245   .3805   .4264   .4651   .4985   .5276   .5534 
15      .2390   .3087   .3632   .4082   .4464   .4794   .5085   .5342 
16      .2270   .2943   .3473   .3914   .4290   .4617   .4906   .5163 
17      .2161   .2812   .3328   .3759   .4129   .4453   .4739   .4995 
18      .2063   .2692   .3194   .3616   .3980   .4299   .4583   .4837 
19      .1973   .2581   .3070   .3483   .3840   .4155   .4436   .4689 
20      .1890   .2480   .2956   .3359   .3711   .4021   .4299   .4549 
22      .1744   .2299   .2750   .3137   .3475   .3776   .4047   .4293 
24      .1619   .2142   .2571   .2941   .3267   .3559   .3823   .4063 
26      .1510   .2005   .2414   .2769   .3083   .3365   .3622   .3857 
28      .1416   .1885   .2275   .2615   .2918   .3191   .3441   .3670 
30      .1332   .1778   .2151   .2478   .2770   .3034   .3277   .3500 
35      .1161   .1557   .1893   .2189   .2457   .2702   .2927   .3137 
40      .1028   .1385   .1690   .1961   .2208   .2434   .2645   .2841 
45      .0923   .1248   .1526   .1776   .2004   .2215   .2412   .2596 
50      .0837   .1135   .1391   .1623   .1835   .2032   .2216   .2390 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







 


 


 


 


 
 


Upper percentage points of  .900 of theta(p,m,n), 
the largest eigenvalue of |B-theta(W+B)|=0,when s=4 


 
m 


 
                                           n             0          1          2          3         4           5          6          7 


 
1      .9394   .9545   .9636   .9696   .9739   .9772   .9797   .9817 
2      .8744   .9022   .9198   .9319   .9409   .9477   .9531   .9575 
3      .8095   .8473   .8723   .8901   .9036   .9140   .9224   .9293 
4      .7497   .7947   .8255   .8481   .8654   .8791   .8902   .8995 
5      .6961   .7460   .7812   .8075   .8280   .8445   .8580   .8694 
6      .6485   .7016   .7399   .7691   .7923   .8110   .8267   .8398 
7      .6063   .6614   .7019   .7333   .7585   .7792   .7965   .8113 
8      .5688   .6250   .6670   .7000   .7268   .7490   .7678   .7838 
9      .5354   .5920   .6350   .6692   .6972   .7206   .7405   .7577 
10      .5055   .5621   .6056   .6406   .6695   .6939   .7148   .7329 
11      .4786   .5348   .5786   .6142   .6437   .6688   .6904   .7093 
12      .4543   .5100   .5538   .5896   .6196   .6453   .6675   .6870 
13      .4323   .4873   .5309   .5668   .5971   .6232   .6459   .6658 
14      .4123   .4664   .5097   .5456   .5761   .6024   .6254   .6458 
15      .3940   .4472   .4901   .5258   .5564   .5829   .6062   .6268 
16      .3773   .4295   .4718   .5074   .5379   .5645   .5880   .6088 
17      .3619   .4131   .4549   .4901   .5206   .5472   .5707   .5918 
18      .3476   .3978   .4390   .4740   .5042   .5308   .5544   .5756 
19      .3345   .3837   .4243   .4588   .4889   .5154   .5390   .5602 
20      .3222   .3704   .4104   .4446   .4744   .5008   .5243   .5456 
22      .3003   .3465   .3852   .4185   .4478   .4738   .4972   .5184 
24      .2811   .3255   .3629   .3953   .4239   .4495   .4727   .4937 
26      .2642   .3068   .3430   .3745   .4024   .4276   .4504   .4712 
28      .2492   .2902   .3251   .3557   .3830   .4076   .4300   .4506 
30      .2358   .2752   .3090   .3387   .3653   .3894   .4114   .4316 
35      .2079   .2438   .2748   .3024   .3274   .3501   .3711   .3905 
40      .1858   .2187   .2474   .2732   .2965   .3180   .3379   .3564 
45      .1680   .1983   .2250   .2490   .2710   .2912   .3101   .3277 
50      .1533   .1814   .2063   .2288   .2494   .2686   .2865   .3033 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







 


 


 


 


 
 


Upper percentage points of  .900 of theta(p,m,n), 
the largest eigenvalue of |B-theta(W+B)|=0,when s=5 


 
m 
 


                                           n             0          1          2          3          4          5          6           7 
 


1      .9568   .9664   .9725   .9767   .9798   .9822   .9840   .9856 
2      .9062   .9249   .9373   .9462   .9529   .9580   .9622   .9656 
3      .8526   .8793   .8976   .9111   .9213   .9295   .9361   .9415 
4      .8008   .8338   .8571   .8746   .8882   .8991   .9080   .9155 
5      .7526   .7903   .8177   .8385   .8550   .8684   .8794   .8888 
6      .7085   .7497   .7802   .8038   .8226   .8381   .8511   .8621 
7      .6684   .7121   .7449   .7707   .7916   .8089   .8234   .8359 
8      .6321   .6774   .7120   .7395   .7620   .7808   .7968   .8105 
9      .5991   .6455   .6814   .7102   .7340   .7541   .7712   .7860 
10      .5691   .6161   .6529   .6828   .7076   .7287   .7468   .7626 
11      .5418   .5891   .6265   .6571   .6827   .7046   .7236   .7401 
12      .5168   .5641   .6019   .6330   .6593   .6819   .7015   .7187 
13      .4940   .5411   .5790   .6105   .6373   .6603   .6805   .6983 
14      .4730   .5198   .5577   .5894   .6165   .6400   .6605   .6788 
15      .4536   .5000   .5378   .5696   .5969   .6207   .6416   .6602 
16      .4358   .4816   .5192   .5510   .5785   .6024   .6236   .6425 
17      .4192   .4644   .5018   .5336   .5610   .5852   .6066   .6257 
18      .4038   .4484   .4855   .5171   .5446   .5688   .5903   .6096 
19      .3895   .4335   .4701   .5016   .5290   .5532   .5748   .5943 
20      .3762   .4194   .4557   .4869   .5142   .5384   .5601   .5797 
22      .3520   .3939   .4293   .4600   .4870   .5110   .5327   .5524 
24      .3307   .3712   .4057   .4357   .4623   .4862   .5078   .5274 
26      .3118   .3510   .3845   .4139   .4400   .4636   .4849   .5045 
28      .2950   .3328   .3654   .3941   .4197   .4429   .4640   .4834 
30      .2798   .3164   .3480   .3760   .4012   .4239   .4448   .4639 
35      .2479   .2816   .3111   .3373   .3611   .3829   .4029   .4214 
40      .2225   .2537   .2811   .3058   .3283   .3489   .3680   .3858 
45      .2018   .2308   .2564   .2796   .3008   .3204   .3387   .3558 
50      .1847   .2116   .2357   .2575   .2776   .2962   .3136   .3300 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







 


 


 


 


 
 


Upper percentage points of  .900 of theta(p,m,n), 
the largest eigenvalue of |B-theta(W+B)|=0,when s=6 


 
m 
 


                                            n            0          1          2          3          4          5          6          7 
 


1      .9677   .9741   .9784   .9815   .9838   .9856   .9870   .9882 
2      .9272   .9404   .9496   .9562   .9614   .9654   .9687   .9714 
3      .8824   .9020   .9159   .9263   .9344   .9408   .9461   .9506 
4      .8376   .8625   .8806   .8944   .9053   .9142   .9215   .9276 
5      .7946   .8238   .8455   .8623   .8757   .8867   .8959   .9037 
6      .7542   .7868   .8114   .8307   .8464   .8593   .8702   .8795 
7      .7168   .7519   .7788   .8003   .8178   .8324   .8448   .8555 
8      .6822   .7192   .7480   .7712   .7903   .8063   .8201   .8319 
9      .6503   .6888   .7190   .7435   .7640   .7812   .7961   .8090 
10      .6210   .6604   .6917   .7174   .7389   .7572   .7730   .7869 
11      .5939   .6340   .6661   .6927   .7151   .7342   .7509   .7655 
12      .5690   .6094   .6421   .6693   .6924   .7124   .7297   .7450 
13      .5459   .5865   .6196   .6474   .6710   .6915   .7095   .7254 
14      .5245   .5651   .5985   .6266   .6507   .6717   .6901   .7065 
15      .5046   .5452   .5787   .6070   .6315   .6528   .6717   .6885 
16      .4862   .5265   .5600   .5885   .6132   .6349   .6541   .6712 
17      .4689   .5090   .5424   .5710   .5959   .6178   .6372   .6547 
18      .4529   .4926   .5259   .5545   .5794   .6015   .6212   .6389 
19      .4378   .4771   .5103   .5388   .5638   .5860   .6058   .6237 
20      .4237   .4626   .4955   .5240   .5490   .5712   .5912   .6092 
22      .3980   .4359   .4683   .4965   .5214   .5437   .5637   .5820 
24      .3752   .4121   .4438   .4716   .4963   .5185   .5386   .5569 
26      .3548   .3907   .4218   .4491   .4735   .4955   .5155   .5338 
28      .3365   .3714   .4017   .4285   .4526   .4744   .4942   .5124 
30      .3199   .3539   .3835   .4097   .4334   .4549   .4746   .4927 
35      .2849   .3164   .3442   .3691   .3917   .4124   .4315   .4491 
40      .2567   .2861   .3122   .3358   .3573   .3771   .3954   .4125 
45      .2335   .2610   .2856   .3078   .3283   .3472   .3648   .3813 
50      .2142   .2400   .2631   .2842   .3036   .3217   .3386   .3544 
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Dissemination Of Statistical Products:   
The IRS’s Journey


by Martha Eller Gangi, Internal Revenue Service


W ith the Revenue Act of 1916, the U.S. Con-
gress required that statistics of federal in-
come taxation be prepared and published 


on an annual basis.  In 1917, the predecessor of today’s 
Statistics of Income (SOI), a division of the U.S. Inter-
nal Revenue Service (IRS), was created to meet that 
requirement.  The division, the primary source of data 
on the U.S. tax system and one component of the de-
centralized U.S. statistical system, has published print 
reports on federal income since 1918, when the first 
report on personal and corporate income taxes was re-
leased.  Many decades later, in 1981, SOI began pub-
lishing the Statistics of Income Bulletin, a quarterly 
print report that provides the most current financial 
statistics from various types of tax and information 
returns, as well as information from special analytical 
studies of interest to students of the U.S. tax system, tax 
policymakers and tax administrators.  In addition, the 
division also produces separate annual reports on indi-
vidual and corporation income tax returns that contain 
more comprehensive data than those published in the 
Statistics of Income Bulletin.  In 1996, after four years 
of disseminating data via an electronic bulletin board, 
SOI introduced its “Tax Stats” pages on the IRS web 
site, irs.gov.  


Today, SOI continues to publish several print prod-
ucts, including its quarterly Statistics of Income Bul-
letin, which presents between four and eight articles 
per issue, most of which are written by SOI authors; 
the IRS Data Book, the equivalent of an IRS annual 
report; the IRS Research Bulletin, a compilation of tax 
research papers by U.S. and foreign authors presented 
at the annual IRS Research Conference; the SOI Pa-
per Series, articles presented by SOI staff and other re-
searchers at professional conferences in the U.S. and 
abroad; and annual reports on individual and corpora-
tion income tax returns.  The Tax Stats web site offers 


all of SOI’s print products in electronic format, as well 
as more than 7,600 statistical files and tables.  The site 
averages approximately 300,000 to 400,000 downloads 
per month, with nearly 12,000 regular subscribers to its 
e-mail dispatch system.  


The journey from a predominantly print-centric 
publishing environment, in which web dissemination 
is an afterthought, to an environment in which at least 
equal attention is given to print and web dissemination, 
with the web taking precedence in many cases, is a chal-
lenging one.  This paper will document SOI’s journey 
from print-centric dissemination of federal tax statistics 
to a hybrid of print and web dissemination.  Specifi-
cally, the paper will discuss recent efforts to re-evaluate 
and improve SOI’s print and web products; create and 
publish internal guidelines for producing user-friendly 
statistical tables for the web and print; and make SOI’s 
web products more accessible to a broader audience, 
including those with vision and mobility impairments.


 The Age Of Electronic 
Dissemination


The Birth of SOI’s Tax Stats Web Site


For most of its history, SOI relied on print products to 
disseminate statistics of federal income taxation.  How-
ever, in 1992, almost 80 years after its inception, the 
division began to disseminate statistical products via an 
electronic bulletin board.  SOI’s age of electronic dis-
semination had dawned.  After only four years of dis-
seminating data via bulletin board, the division gained 
a presence on IRS’s web site, irs.gov.  The first Tax 
Stats web pages offered approximately 700 statistical 
products, including electronic versions of SOI’s pub-
lications, such as the Statistics of Income Bulletin, and 
data tables prepared primarily for print dissemination. 


This paper was originally presented at the United Nations Statistical Commission and Economic Commission for Europe Work Session 
on Statistical Dissemination and Communication on May 13-15, 2008.
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GanGi  2008 SOi PaPer SerieS


In the years immediately following the birth of 
SOI’s Tax Stats web site, the number of SOI products 
and services offered via web increased.  By 2003, more 
than 1,700 files were made available to SOI custom-
ers.  While web content and downloads from the site 
increased annually, a satisfaction survey distributed 
to customers who contacted SOI’s information office, 
members of the U.S. National Tax Association and tax 
policy researchers who serve as advisors to SOI re-
vealed that SOI’s products and services, although use-
ful and of high quality, were difficult to locate on Tax 
Stats.  This survey, administered in 2003, was the first 
of several steps taken to rethink and redesign SOI’s Tax 
Stats web site.  A Tax Stats Web Advisory Group com-
prised of senior economists, statisticians and computer 
specialists from a wide range of subject-matter areas 
across the division was organized to learn more about 
customer experiences on Tax Stats, address design and 
content problems with the site and guide future devel-
opment of Tax Stats pages, within limits imposed by 
the parent site, irs.gov, which exists predominantly for 
tax administration.1  


Evaluation of SOI Products


While the Tax Stats Web Advisory Group was formed 
to address SOI’s web needs, a second group was formed 
to examine and evaluate the numerous data tables and 
publications produced within the division and made 
available via print and web.  The Workgroup for the 
Evaluation of SOI Tables and Publications (WESTP), 
comprised of SOI senior staff, primarily frequent con-
tributors to SOI publications, and three tax policy re-
searchers who serve as advisors to SOI, was charged 
with increasing the usability and accessibility of SOI 
products.


Faced with many opportunities to improve usabil-
ity and accessibility of tables and publications, WESTP 


members chose to first address SOI’s most visible pub-
lication, the quarterly SOI Bulletin, and the process by 
which it was produced and disseminated.  The group 
examined the publications of several other statistical 
agencies in the U.S. and discussed potential applica-
tion of their best features, including short articles on 
topics of current interest and trend analysis, to the Bul-
letin.  Based on their own experiences, the group rec-
ognized that tables included in the historic data section 
of the Bulletin also needed revision, particularly when 
uploaded to Tax Stats.  Ultimately, the group turned to 
two methods of information-gathering to focus their 
efforts.  The group administered a satisfaction survey 
to better understand how SOI customers used the Bul-
letin, how satisfied customers were with the content, 
how useful the various features of the publication were 
to them and how it should be improved.  In addition, 
the group held focus groups with Bulletin authors and 
in-house technical reviewers to solicit their feedback 
on the production process. 


Improvements to SOI Data Tables 


While almost 90 percent of those who responded to 
the Bulletin survey were satisfied or totally satisfied 
with the Bulletin, areas for improvement were identi-
fied.2  Nearly half of all respondents indicated that they 
would like to see more articles on topics of current in-
terest, and more than a third said that they would like 
the Bulletin to include shorter articles.  The majority of 
respondents also indicated that they prefer tables and 
articles to be made available in both print and web for-
mat, rather than one or the other.  A third of survey par-
ticipants chose to respond to the open-ended question, 
“If you could change one thing about the Bulletin, what 
would it be?”  Those participants requested more topi-
cal, interesting articles; provision of links to related, 
technical documentation on SOI’s Tax Stats web site; 


1  For a thorough discussion of Tax Stats’ redesign and the challenge of meeting customer needs for statistical products on a site pre-
dominantly designed for tax administration, see Johnson, Barry W. (2006), “Standing Out in a Crowd:  Improving Customer Utility 
on a Centrally Administered, Shared Web Site,” United Nations Economic Commission for Europe, Work Session on Statistical 
Dissemination and Communication, available at www.unece.org/stats/documents/2006.09.dissemination.htm.
2  For more detailed results from SOI’s survey of Bulletin customers, see Schwartz, Ruth and Beth Kilss (2006), “Customer Satisfaction 
Initiatives at IRS’s Statistics of Income:  Using Surveys to Improve Customer Service,” 2006 Proceedings of the American Statistical 
Association, Statistical Computing Section [CD-ROM], Alexandria, VA: American Statistical Association.
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and creation of electronically usable Bulletin tables for 
upload to Tax Stats.  


The Bulletin survey confirmed WESTP members’ 
own instincts about the need for more usable and ac-
cessible data tables on the web, which were created 
in Microsoft Excel primarily for print publication and 
then uploaded to Tax Stats with little or no modifica-
tion.  For example, data tables produced for print in-
cluded notations for cell suppression and other statis-
tical purposes, and such formatting prohibited simple 
mathematical analysis of table values when upload-
ed to the web.  By applying notations without using 
Excel’s cell-formatting function, cell contents were 
transformed from arithmetic values to non-arithmetic 
values that limited use by SOI customers.  Table titles 
and footnotes prepared for print publication were also 
problematic when tables were simply uploaded to Tax 
Stats, as both disappeared from view when customers 
scrolled through tables that, in many cases, contained 
numerous columns and rows.  


To address these issues, a few members of WESTP 
developed pilot Excel data tables for distribution to, 
and testing by, a small number of SOI advisors.  The pi-
lot tables included only arithmetic values in body cells, 
and table titles and footnotes were each included in one 
row with stub titles frozen for continuous viewing of ti-
tles, footnotes and stub titles.  Page and column breaks 
were also removed from pilot tables to accommodate 
standard pages.  Advisors responded positively to the 
change and were pleased with the ability to perform 
mathematical analysis without reformatting.  Pilot Ex-
cel tables were the first step in creating guidelines to 
produce tables for use in print and then to upload to the 
web.  WESTP solicited feedback from SOI economists 
and others who utilized the early guidelines, and revi-
sions were made with the recognition that the guide-
lines would continue to be a “living” document—ready 
for update as necessary and as requirements for acces-
sibility by those with vision and mobility impairments 
were better understood.3  


Creating a Streamlined Production Process 


The second information-gathering method utilized by 
WESTP, focus groups with Bulletin authors and tech-
nical reviewers, revealed that, on the whole, authors 
and reviewers were very satisfied with the final prod-
uct—the print version of the Bulletin.  However, results 
suggested that the production process itself, as well as 
the process for getting articles and tables to the web, 
needed to be improved.  In addition, getting usable Ex-
cel data tables to the web as early as possible, even be-
fore making them available via print, where possible, 
was identified as a priority.    


Under the original production process, SOI’s pub-
lications team—two visual design specialists, a writer-
editor and a publishing services coordinator—served as 
the intermediary between Bulletin authors and review-
ers and essentially steered articles through every part 
of the production process, from creation of customized 
production schedules for each author to oversight of the 
necessary layers of article and table review, including 
technical reviews, quality reviews and reviews by out-
side experts at the U.S. Treasury Department’s Office 
of Tax Analysis.  The back and forth between authors, 
reviewers and the publications team was time-consum-
ing and increased the likelihood that errors could be 
introduced.  


The publications team and WESTP members ana-
lyzed focus group results and examined each step of the 
production process—from article conception to publi-
cation.  In the summer of 2006, a revised process was 
introduced.  Under the new process, the publications 
team and authors, with input from their subject-mat-
ter areas, would agree upon a due date for layout, and 
authors and their areas would be responsible for com-
pleting the necessary layers of article and table review 
by the due date.  As soon as data were available and as 
appropriate, data tables would be produced following 
the new guidelines and uploaded to Tax Stats, and those 
web-ready tables would then be submitted to the pub-


3  For further information on the requirements for accessibility, see Section 508 of the Rehabilitation Act (29 U.S.C. 794d), as amended 
by the Workforce Investment Act of 1998 (P.L. 105-220), August 7, 1998.
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lications team for use in the layout process.  The publi-
cations team would produce publication-quality tables 
and figures, lay out each article and conduct editorial 
and final reviews, working iteratively with authors, as 
necessary.  Soon after its introduction, the new process 
yielded benefits, as production times decreased almost 
two weeks, and getting data to the web as soon as pos-
sible, rather than waiting for a print product, has al-
lowed earlier access by the public.   


 Near Parity:  Statistical 
Dissemination Via Print And Web  


Recent Initiatives in Statistical 
Dissemination


By 2007, SOI leadership, those responsible for SOI pub-
lications and the Tax Stats web site, and subject-matter 
experts had begun to understand that dissemination of 
SOI data was a multiple-stage process, in most cases.  
Data are uploaded to Tax Stats in Excel table format as 
soon as they are available, then made available via print 
and finally made available through Adobe Acrobat PDF 
versions of print products, also uploaded to the web.  
Neither means of dissemination—web or print—was 
seen as dominant.  Files available on Tax Stats grew to 
approximately 6,600 and print publications were still 
in demand, although the number of copies necessary 
to meet demand had dropped slightly, perhaps due to 
availability via web.  SOI’s publications team added 
two visual design specialists, which allowed the team 
to turn its attention to the next challenge—satisfying 
requirements for accessibility outlined in legislation 
which mandated that federal agencies provide compa-
rable access to, and use of, information and data to all 
members of the public, those with and without vision 
and mobility impairments.4   


In mid-2007, SOI hired a consultant/designer to 
recommend a proposed layout process for electronic 
products that would accommodate compliance with ac-
cessibility mandates, as well as technical requirements 


for the printing and graphic arts industry.  The consul-
tant made recommendations to improve the appearance 
and readability of the Bulletin, to enhance conversion 
to compliant PDF files suitable for distribution via the 
web, and to make Excel tables on the web accessible to 
those with vision and mobility impairments.  The pub-
lications team steadily began to incorporate recommen-
dations for the Bulletin’s layout process, including use 
of OpenType fonts for cross-platform compatibility; 
use of paragraph and character styles; use of Microsoft 
Word’s automatically generated footnotes; and use of 
text threading and linked frames in desktop publishing 
software, InDesign, to maintain reading flow in PDFs 
uploaded to the web.  In addition, these recommenda-
tions were also applied to the layout process for other 
SOI publications, including the IRS Data Book and the 
IRS Research Bulletin.  The publications team worked 
with several former members of WESTP, which dis-
banded in late 2006, to include additional accessibility 
requirements in SOI’s table guidelines.  In late 2007, 
the new guidelines were applied to historic data tables 
and other tables available on Tax Stats.  


Change and innovation were contagious, and other 
initiatives in dissemination of statistical products fol-
lowed.  Also in 2007, SOI introduced the SOI Paper 
Series, which replaced Special Studies in Federal Tax 
Statistics, a compilation of articles presented by SOI 
staff and other researchers at professional conferenc-
es in the U.S. and abroad.  Since few customers were 
interested in all of the articles in the publication, and 
most articles were also available on the web, demand 
for the entire print publication had decreased signifi-
cantly.  Now, bound print versions of individual SOI 
Papers are produced in-house and made available, at 
customer request.  


Also in 2007, SOI implemented use of credit and 
debit cards for the purchase of SOI reimbursable prod-
ucts, including recent zip code and migration data, 
and special tabulations, among others.  By early 2008, 
almost two-thirds of all product sales through SOI’s 
information office were completed via secured web 


4  For a summary of accessibility issues that face federal statistical agencies, see Brown, Laurie and Marianne Zawitz (2004), “Issues for 
Statistical Agencies:  Implementing Section 508 on Agency Web Sites,” FedStats White Paper No. 1.
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portal, Pay.gov.  In response to demand for shorter Bul-
letin articles on topics of current interest, a couple such 
articles were published in 2007.  In addition, the publi-
cations team initiated a pilot project with an IRS field 
office to image historic issues of the Bulletin, published 
before the birth of Tax Stats, for upload to the web.  By 
early 2008, almost 70 historic issues were uploaded to 
Tax Stats as searchable PDFs, with other SOI publica-
tions scheduled for upload later in 2008.  Finally, the 
cover designs for the Bulletin, the IRS Data Book and 
the IRS Research Bulletin were updated and given a 
modern look.  


Future Initiatives in Statistical 
Dissemination


The future of statistical dissemination of SOI prod-
ucts is exciting.  Several initiatives are in progress or 
planned for 2008 and 2009.  SOI is developing an ap-
plication that will allow its customers to create custom 
tables and basic graphics via the web based on previ-
ously tabulated or public-use data.5  In addition, SOI’s 
webmaster is developing web pages that present simple 
statistical snapshots of various subject-matter areas 
for access by customers who are less familiar with tax 
data.  This “layering” project will increase accessibility 
of SOI data to a broader audience.  SOI’s plans for dis-
semination also include development of web pages that 
target an untapped population of potential SOI custom-
ers—children, students and teachers; web pages will 
include interesting facts on income and taxes suitable 
for various age and education groups.  While documen-
tation or metadata for SOI data sets are available via 


web in a few subject-matter areas, availability will ex-
pand to include more areas over time. 


	Conclusion


The Statistics of Income, a division of the U.S. Internal 
Revenue Service and one component in the decentral-
ized U.S. statistical system, is the primary source of 
data on federal income taxation.  With its proud his-
tory of disseminating statistical products, which be-
gan in 1918 with the first print report on personal and 
corporate income taxes, SOI has forged ahead into the 
21st century.  The recent journey from a predominantly 
print-centric publishing environment, in which web 
dissemination was an afterthought, to an environment 
in which print and web dissemination are seen as near 
equals, has been a challenging one.  A measure of SOI’s 
success is the development of one dissemination pro-
cess that includes both print and web, in most cases.   


As SOI looks to the future and all that is possible in 
terms of statistical dissemination, we keep our eyes on 
the goal, succinctly stated by the U.S. Office of Man-
agement and Budget, Executive Office of the President 
in April 2008:  “(D)ata must be objective and free of 
bias in their presentation and available to all in forms 
that are readily accessible and understandable.”6  It is 
not an easy mandate, but one that we—SOI leadership, 
subject-matter experts and those directly involved in 
publication via print and web—will continue to pursue 
with great excitement.  


5  A modified version of the application will allow SOI staff to tabulate microdata without prior knowledge of statistical software pack-
ages, such as SAS and SPSS.
6  Statistical Policy Directive No. 4:  Release and Dissemination of Statistical Products Produced by Federal Statistical Agencies (2008), 
Federal Register, Vol. 73, No. 46.








Assessing Industry Codes on the IRS Business Master File 
Paul B. McMahon, Internal Revenue Service 


 
 An early process in the development of any 
business survey is the construction of a sampling frame, 
and a list of establishments is usually the preferred 
frame.  The most favored sources for such a frame are 
records systems with lots of auxiliary information, which 
permit stratification, probability proportional to size 
sampling, calibration estimation, and other options.  The 
Internal Revenue Service’s Business Master File System 
is one such source. 
 The records on that system are not available to any 
who would survey this population, but the laws do 
provide that certain agencies do have access.  Limited 
data are available to the Census Bureau, for example.  
However, the Service’s Master File Systems are 
designed with accounting and administration in mind, 
not survey sampling.  Thus, there are a number of 
conventions that, if not understood, could degrade the 
usefulness of records from that system. 
 These is sues were addressed in past papers, most 
recently in the areas of processing conventions 
(McMahon, 1999), delayed filing effects (McMahon, 
2002), and regulatory exemptions (McMahon, 2003).  
Another issue is the quality of the data on that system 
when the information is not directly connected to matters 
of tax collection, but is of considerable interest for a 
sampling frame.  One such variable is the industry code. 
 We examine this code using records processed 
during Calendar Year 2003 both because it is the latest 
full year available and because it shows the effects of the 
latest revisions to the North American Industry 
Classification System (NAICS).  Since Corporation data 
for Tax Year 2002 are not available as of this writing, we 
confined this review to businesses organized as 
partnerships. 
   
Sources of the Data 
 
 The records that the Service provides for use in 
sampling frames arise from the filing of tax forms.  In 
this particular case, we are concerned with the annual 
records filed on Form 1065, Partnership Return on 
Income. The entities providing these forms are 
businesses that have two or more owners and are not 
incorporated, though there are a small number of 
exceptions. 
 The exceptions involve some legal forms of 
business permitted by some States, like “Publicly Traded 
Partnerships” and “Limited Liability Companies.”  The 
existence of these variations on the partnership theme 
arises from the power of the States under the 
constitution, which means that the Federal Government 
must deal with the consequences, in this case by having 
these hybrid organizations file the partnership form. 
 That form has four pages, although attachment 
pages, such as  Schedule K-1, Partner’s Shares of 
Income, Credits, Deductions, Etc. (one for each partner), 


and depreciation forms are usually present as well.  
The associated instructions for the basic form are 34 
pages in length, including the mailing instructions 
and industry classification rules.  Contrast this with 
the 42 pages devoted to the short title list in the 2002 
manual for NAICS.  In the full classification system, 
there are 1,179 separate industries, which are far too 
many to expect the taxpayer to search through [1] and 
would cost too much to mail to each requestor.  As a 
result, the Service reduced this list to 427 six-digit 
industry codes that list in just three pages of the 
instructions. 
 The industry codes used by the Service differ 
only by combining industries into more general 
categories.  That is, the Service did not create any 
special group from a subset of one of the NAICS 
codes.  Moreover, with the exception of the sole 
proprietorships, the Service uses the same codes 
across the various types of businesses. 
 Businesses, however, do change their focus 
from time to time, and this might result in a change 
of industry.  For example, a company might build 
residences, rent models, and sell completed units.  
Depending on the circumstances, then, it could be in 
one of three industries.  The IRS instructions set the 
rule that the code to be assigned depends on the 
activity that provides the greatest share of a firm’s 
total receipts. 
 Total receipts, however, appear nowhere on the 
tax form.  Instead, a detailed computation is required 
that requires 17 amounts from three schedules, which 
in turn reference still other forms and schedules [2]. 
 Taken together, the long list of codes and the 
complicated process of deciding the industry, as well 
as the taxpayer’s time, make it very likely that the 
code used in a previous year will simply be copied 
onto the current version of the tax form.  This is a 
process quite like that used by the various Individual 
Income Tax softwares, which, while consistent over 
the years, may not reflect the current status.  This 
situation may well explain why roughly 4,000 
partnership returns were received during 2003 with 
industry codes that were based on the obsolete 
Standard Industrial Classification (SIC) codes (see 
Table 1, below). 
 Although only a small proportion of the 
partnership returns are filed electronically, in order to 
use the data effectively in a sampling frame, the data 
must be accessible in that format.  This means that 
the paper returns must be transcribed, at least in part.  
In practice, and as we have noted elsewhere, only a 
relatively small number of items are abstracted, but 
the industry code is one of them. 
 Sometimes, the respondent’s handwriting is 
illegible, or they have provided clearly incorrect 







values.  Those cases are directed to a reviewer for 
correction, though that may result in assigning a code 
“999000” for “unknown.”  This may occur more 
frequently during periods where large numbers of 
records must be processed, but we have not examined 
this possibility. 
 For administrative reasons, the electronically-filed 
returns are automatically edited to include the same data 
items as those abstracted from the paper returns.  The 
resulting records are known as “Transaction Records,” 
following the usage in accounting practice. 
 


Table 1: Tax Year 2003 Partnerships: 
Transaction Records Validity 


    Number Proportion 
 Valid NAICS  2,297,000     95.9% 
 Valid SIC         3,700       0.2 
 Invalid NAICS       95,000       4.0 
 Invalid SIC            600        -- 
 (Proportions do not add to 100% due to rounding) 
 
 The validity code on which Table 1 depends is the 
result of a simple test of whether a given industry code 
entry is on a list, and does not mean that the code is 
appropriate for the firm in question.  Ascertaining the 
verity of a code for any particular record would require a 
separate source of that information. 
 Fortunately, there are other sources for an industry 
code available on the sampling frame.  Once a 
partnership transaction record is complete and passed a 
series of perfunctory tests, it is ready for a process called 
“Posting.”  This process involves matching a transaction 
to a Business Master File Account based on the 
Employer Identification Number and selected other data, 
updating that account, and transferring some information 
to the transaction.  We are interested here in the “Entity” 
part of the data, which includes such items as the name 
and address for contacting the firm, and an industry code.  
(We will, henceforth, refer to this code as the “Entity 
NAICS” code to distinguish it from the code on the 
Return Transaction.) 
 


Table 2. Tax Year 2003 Partnerships: 
Entity Industry Sources 


     Number    Proportion 
NAICS-Based Codes 
 Transaction   2,157,000  90.0% 
 Social Security      219,000    9.1 
 Exam          4,900    0.2 
 Other               30     -- 
 
SIC-Based Codes 
 Transaction           6,000    0.3 
 Social Security              600     --  
 
Code Not Available       8,800   0.4 
 The information from the Social Security 
Administration is introduced at the time a firm receives 
an Employer Identification Number.  Part of the 


processing of an application at Social Security 
involves assignment of a NAICS code, which is then 
passed to the Service along with other data needed to 
initiate an account. 
 Revisions to industry codes can arise as part of 
those administrative actions where agents contact the 
businesses, and these are grouped under the title 
“Exam” in Table 2.  The other sources are really too 
small to detail, though they can include information 
about exempt organizations (since there are no 
constraints on the nature of an owner of a 
partnership). 
 The nearly 9,000 records with an industry code 
“Not Available” might be those with NAICS codes 
not on the Service’s list.  We tested this hypothesis 
by matching a copy of the 2002 version of these 
codes to those records.  There were no matched 
records.  A manual review of a handful suggests that 
data from an adjacent area of the return had been 
erroneously entered as the industry. 
 While most of the Entity NAICS entries arise 
from returns, via transactions, the codes are not 
necessarily from the current tax year.  Almost 3 
percent of such transactions had either invalid 
transaction NAICS codes or some SIC-based entry.  
We know these data must be from another source due 
to the rules on updating the Master File Accounts. 
 Those rules for updating the industry on the 
Master File accounts start with permitting only valid 
codes to be considered.  Next, NAICS-based codes 
have higher priority than the SIC-based versions.  
And then, the source matters too:  data from Exempt 
Organizations, over Social Security, over IRS’s 
Examination, over the return transaction, over the 
occasional information from Collections, in that 
order.  Finally, the posting program selects the code 
that has the greater specificity if all other factors are 
equal.  (This routine applies to all records that are 
posted to the Business Master File, not just 
partnership records.) 
 In short, the process favors new over old, for 
greater source reliability (at least in the opinion of 
those designing the system), and for greater detail 
over lesser. 
 Given the strong reliance on information from 
the tax returns, we would expect significant 
agreement between the Entity NAICS and the 
transaction’s code.   Overall agreement, however, 
may hide real problems in some sectors. 
 For the balance of this review, we will confine 
our attention to the sectors, based on the first two 
digits of the NAICS Code.  In part, this is due to 
space constraints for this article; but mostly, it is due 
to concerns about disclosure and the distribution of 
the Statistics of Income Partnership sample. 







 
Table 3: Tax Year 2002 Partnerships Sector-Level Agreement Between Industry Codes 


       


2002 North American Industry Code System 
(NAICS) Title NAICS 


Records 
With 


Entity NAICS from 
Transaction 


Entity and Transaction 
Sectors Agree 


 Sector NAICS Number Percent Number Percent 


 Agriculture, Forestry, Fishing, and Hunting 11 125,763 119,463 95.0% 123,276 98.0% 
 Mining 21 26,046 23,700 91.0% 25,530 98.0% 
 Utilities 22 2,528 2,213 87.5% 2,326 92.0% 
 Construction 23 133,448 106,613 79.9% 123,180 92.3% 
       
 Manufacturing 31-33 40,263 35,101 87.2% 37,427 93.0% 
 Wholesale Trade 42 35,776 28,013 78.3% 31,310 87.5% 
 Retail Trade 44-45 124,100 107,755 86.8% 115,394 93.0% 
 Transportation and Warehousing 48-49 27,922 25,082 89.8% 26,234 94.0% 
       


 Information 51 25,585 20,458 80.0% 23,112 90.3% 
 Finance and Insurance 52 281,027 225,095 80.1% 266,524 94.8% 
 Real Estate and Rental and Leasing 53 1,008,948 976,126 96.7% 986,818 97.8% 
 Professional, Scientific, and Technical Services 54 157,084 138,160 88.0% 148,020 94.2% 
 Management of Companies and Enterprises 55 18,353 15,889 86.6% 15,866 86.4% 


 Administrative and Support and Waste 
 Management and Remediation Services 


56 37,691 26,842 71.2% 30,331 80.5% 


 
 Educational Services 


 
61 


 
6,141 4,158 67.7%


 
5,027 81.9%


 Health Care and Social Assistance 62 47,350 40,861 86.3% 45,154 95.4%
 Arts, Entertainment, and Recreation 71 33,951 27,696 81.6% 31,598 93.1%
 Accommodation and Food Services 72 73,359 67,112 91.5% 70,769 96.5%
 Other Services (except Public Administration) 81 70,881 62,192 87.7% 68,148 96.1%
       


 Public Administration 92 48 32 66.7% 30 62.5%
 Unknown 99 104,499 104,494 100.0% 103,981 99.5%
       


 Total  2,380,763 2,157,055 90.6% 2,280,055 95.8% 
 
Analysis of the Frame 
 
 The data in Table 3 are from the sampling frame 
(not a sample), using the Entity NAICS as the source for 
the sector, and with records excluded where the industry 
code is based on the Standard Industrial Classification 
(SIC) or is invalid.  The rate of agreement between the 
two industry codes is almost 96 percent, which is not too 
surprising given the source for most of the codes.  Over 
90 percent of the codes arise from a Return Transaction, 
though some will be from prior-year records instead of 
the current tax year.  The agreement rate for those 
records with the industry code arising from the 
transaction is, unsurprisingly, over 99.9 percent. 
 The agreement rate for records where the Entity 
NAICS did not arise from the transaction was 67.4 
percent. 
 Sixteen of the 21 categories shown in Table 3 have 
agreement rates greater than 90 percent, with 7 higher 


 
than 95 percent.   Most of the other groups have rates 
in the 80-to-90-percent range, and these sectors are 
among those with the fewest firms.  Indeed, the 
smallest, Public Administration, has the lowest rate 
of agreement between the two NAICS codes. 
 This sector, though, would seem to be out of 
scope for a business survey.   It may be that these 
organizations are charities forming some sorts of 
joint operations; we cannot tell from the data 
available, which are too sparse to begin with. 
 The other “sector” that is out of place is the 
group of “Unknown” firms.  Since these comprise 
about 4.4 percent of the population, larger than most 
sectors, the characteristics of this group are of 
immediate interest.  Three main variables are of 
particular interest:  Net Income or Loss, Total Assets, 
and Total Receipts, because they indicate the size and 
activity of a firm. 
 







Table 4: Tax Year 2002 Partnerships--Distributions of Firms by Selected Variables 
      
 All Valid NAICS Unknown Industry 
          Net Income/Loss  Number Percent Number Percent 
                  


  -1,000,000 or More 24,094 24,044 1.1% 50 0.0%
  -250,000 Under -1,000,000 54,924 54,792 2.4% 132 0.1%
  -1 Under -250,000 828,178 821,171 36.1% 7,007 6.7%
  0 or Not Reported 173,815 85,554 3.8% 88,261 84.5%
  1 Under 250,000 1,141,527 1,132,816 49.8% 8,711 8.3%
  250,000 Under 1,000,000 112,347 112,086 4.9% 261 0.2%
  1,000,000 or More 45,878 45,801 2.0% 77 0.1%
      


  Total 2,380,763 2,276,264 104,499  
      
             Total Assets      
      


  0 or Not Reported 679,896 582,588 25.6% 97,308 93.1%
  1 Under 250,000 792,447 787,636 34.6% 4,811 4.6%
  250,000 Under 1,000,000 437,614 436,231 19.2% 1,383 1.3%
  1,000,000 Under 25,000,000 439,259 438,307 19.3% 952 0.9%
  25,000,000 or More 31,547 31,502 1.4% 45 0.0%
      


  Total 2,380,763 2,276,264 104,499  
      
            Total Receipts      
                  


  0 or Not Reported 373,559 283,159 12.4% 90,400 86.5%
  1 Under 250,000 1,450,103 1,437,916 63.2% 12,187 11.7%
  250,000 Under 1,000,000 347,008 345,586 15.2% 1,422 1.4%
  1,000,000 Under 25,000,000 198,720 198,248 8.7% 472 0.5%
  25,000,000 or More 11,373 11,355 0.5% 18 0.0%
      


  Total 2,380,763 2,276,264 104,499  
    


 The data in Table 4 depend on the transaction 
records, and, thus, the monetary variables do have some 
limitations.  For example, some items that would belong 
in an economic definition of Total Receipts or Net 
Income/Loss are not available from those records.  Still, 
the main contributing items are present, such as gross 
receipts and net rent from real estate. 
 The firms that have an unknown industry have a 
disproportionate number showing no net income or loss 
among the items available on the frame.  Not only do 
nearly 85 percent show zero for that amount, but that 
group provides more than half of the firms without net 
income or loss during 2002.  Even when we exclude 
those with a zero for that amount, the distribution of net 
income or loss drops off much more rapidly, at roughly 
thrice the pace, than for firms with reported industries. 
 The picture for Total Assets is less clear, but this is 
due in large part to a regulation that permits firms with 
less than $250,000 in total receipts and less than 
$600,000 in total assets to withhold that information 


from their filings.  The dropoff is not as steep as it is 
for Net Income, but the effect is still there. 
 This pattern of concentration at zero with 
attenuated tails of the distributions continues for 
Total Receipts.  Actually, all but a few hundred of the 
records that reported no net income or loss also had 
zeros for amounts of total assets and total receipts. 
 This raises the question of what industry these 
firms actually belong in.  Remembering that the 
instructions for filing asks the respondent to use total 
receipts as the basis, if that amount is in fact zero, 
then should not the response be “unknown?” 
 These firms may be characterized as inactive, 
with the filings being in response to the form the 
Service mailed.  In fact, using the Statistics of 
Income Partnership Study, we estimate that there are 
about 137,000 such firms, nearly 27,000 more than 
the frame counts.  The difference is likely due to the 
variations between the tax law definitions and those  
based on economic concepts used for the SOI study. 
 







Table 5: Tax Year 2002 Partnerships--Sample Estimates of Industry Distribution 
      
        Entity &  
  Entity Edited Sample Error 


2002 NAICS Title Sector NAICS NAICS Agree Rate 
      


 Agriculture, Forestry, Fishing, and Hunting 11 117,048 117,667 110,941 5.2%
 Mining 21 28,095 29,549 27,896 0.7%
 Utilities 22 2,331 2,507 2,019 13.4%
 Construction 23 126,423 134,114 115,173 8.9%
       


 Manufacturing 31-33 36,787 38,364 33,185 9.8%
 Wholesale Trade 42 37,240 37,800 30,470 18.2%
 Retail Trade 44-45 118,595 122,013 109,400 7.8%
 Transportation and Warehousing 48-49 26,573 26,007 23,569 11.3%
      


 Information 51 23,613 28,580 21,334 9.7%
 Finance and Insurance 52 256,820 263,024 248,520 3.2%
 Real Estate and Rental and Leasing 53 985,603 999,786 966,940 1.9%
 Professional, Scientific, and Technical Services 54 155,372 145,612 133,832 13.9%
 Management of Companies and Enterprises 55 17,896 18,773 15,450 13.7%


 Administrative and Support and Waste 
 Management and Remediation Services 56 37,794 44,405 30,337 4.1%


 Educational Services 61 5,569 6,269 4,575 17.9%
 Health Care and Social Assistance 62 46,321 47,468 44,411 4.1%
 Arts, Entertainment, and Recreation 71 39,227 42,691 35,859 8.6%
 Accommodation and Food Services 72 73,881 77,698 71,099 3.8%
 Other Services (except Public Administration) 81 67,177 57,121 49,332 26.6%
      


 Unknown or SIC-Based Code Unknown 39,804 2,724 2,053 94.8%
      
 Total All  2,242,169 2,242,169 2,074,342 7.5%


 Partnership Sample 
 
 Thus far, the discussion has focused on the data 
from the administrative systems only.  If we assume that 
agreement between the Transaction Record and the 
Entity NAICS implies validity, then we see that the 
proportion of partnership records with “valid” industry 
sectors is about 95.8 percent.  Removing those records 
where the industry is “unknown” only drops this figure 
to 95.6 percent. 
 These conclusions rest, however, on a simple list 
matching, not on inspection of source records.  
Fortunately, the Statistics of Income Partnership Study 
for Tax Year 2002 included a significant effort to verify 
the NAICS codes (though without contacting the 
respondents).  This effort included researching publicly 
available published and Internet data. 
 Of the 34,800 records selected for this sample, 
33,600 were considered “in scope” and received the extra 
attention.  In the end, only 17 records could not be 
assigned a NAICS code.  The corresponding estimated 
population for the “unknown industry” is about 2,700, or 


slightly over 0.1 percent.  The coding used the 
Service’s version of NAICS, not the full set of codes. 
 Note that matching the full NAICS list’s 6-digit 
codes against those assigned to the sample results in 
about 16,400 records, almost half, being identified as 
having invalid codes.  That is, if the full population 
were treated as the sample was, about a third 
(761,000) would not have valid codes under the naïve 
assumption. 
 The sample was drawn from the frame, 
described in the previous section, as the records were 
filed during 2003.  Strata were defined by size of 
total assets, net income (or loss) or receipts, industry, 
and select other characteristics of special importance 
to our sponsors. 
 We included industry in the design because 
division level estimates were deemed important. With 
the real estate leasing businesses comprising over a 
third of all partnerships, a proportionate distribution 
of the sample over all the groups would have left 
several sparsely sampled.  Hence, we reduced the 
sample in real estate and increased the sample for 







other industry divisions, and particularly those with few 
firms.  This resulted in a sample with sufficient records 
at the sector level to assess the accuracy of the NAICS 
codes, at that level of aggregation, on partnership 
transaction records. 
 We compare, in Table 5, the estimated distribution 
across industry (for active partnerships) using the Entity 
NAICS codes, and the codes assigned during the data 
abstraction. The frequencies are quite similar.  Most of 
the estimates using the validated codes are a bit higher 
than those based on the Entity NAICS, with the greatest 
proportionate differences in the less populous sectors. 
 Some difference is expected, of course, because 
there was a recoding of most of the nearly 40,000 records 
without a NAICS code.  There was also a large 
movement from “Other Services,” which may be what 
the respondents decided to use when they could not 
easily find an answer. 
 However, the similarity of the distributions masks a 
greater disagreement between the two sets of codes.   
The overall accuracy drops to 92.5 percent from over 95 
percent, but even this needs to be qualified.  “Real Estate 
Rental and Leasing,” which contains almost 45 percent 
of the population, has an error rate of only 1.9 percent.  
This low error rate is undoubtedly due to the ease that the 
original coding clerks for the transaction records have in 
determining an industry: these returns all have Form 
8825, Rental Real Estate Income and Expenses of a 
Partnership or an S Corporation, attached.   
 On the other hand, we should also consider that the 
category “Other Services” is the equivalent of 
“miscellaneous.”  That list of codes is rather long, at 
three pages; so, having a large number of records from 
that category being reassigned is to be expected.  
 Removing those sectors from consideration reduces 
the overall agreement to only slightly more than 89 
percent. “Educational Services” has a small sample, and 
only a dozen or so were reassigned to other sectors.  
“Wholesale Trade,” however, presents quite a puzzle, 
with over 100 records reclassified, and only about a third 
into “Retail Trade” where we might expect them. 
 
Conclusion 
 
 A major reason for this review was to ascertain 
whether the industry codes on the IRS’s Business Master 
File system for partnerships is sufficiently reliable for 
stratification purposes.  With respect to real estate firms, 
the quality is quite sufficient, at least for the Entity 
NAICS.  The picture is less clear with respect to those 
sectors with small populations, where, in some cases, the 
proportion reclassified is modest, while, in others, the 
error rates are quite high. 
 We cannot, of course, generalize to other types of 
administrative records maintained on the Business 
Master File, such as Corporation Income Tax Returns, 
though we note that they appear to have a similar 
situation with respect to having clearly invalid codes.  


That investigation will have to be the subject of 
another paper. 
 Nor can we attribute the error to any source.  
The nature of the data before us does not allow us to 
distinguish between errors by the respondent or the 
reviewer, except, of course, where the form contains 
an old SIC-based industry code.  This is, however, 
only a small piece of the non-NAICS coded records. 
   The sample was too small for more detailed 
analysis, but it is certain that the finer the coding, the 
more relative error we can expect.  It is also clear that 
the methods employed to refine the sample cannot be 
used on the entire population with any hope of 
success. 
 
 
Notes and Cites 
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Performance Measurement within 
the Statistics of Income Division


Kevin Cecco, Internal Revenue Service


D eveloping performance measures continues to 
play an important role for many of the Federal 
statistical agencies. Federal statistical agen-


cies produce critical data to inform public and private 
decisionmakers about a range of topics of interest, in-
cluding the economy, the population, and other pertinent 
statistics.  The ability of statistical agencies to make ap-
propriate decisions about the statistical data they produce 
depends critically on the availability of relevant, inno-
vative, and timely performance measures.  The Federal 
statistical community remains on alert for opportunities 
to strengthen these measures, when necessary. 


For Federal statistical programs to effectively benefit 
their data users, the underlying data systems must be 
viewed as credible. In order to ensure this credibility, 
Federal statistical agencies have worked very hard to 
develop high-quality standards, as well as maintain 
integrity and efficiency in the production of data.  As 
the collectors and providers of these basic statistics, the 
responsible agencies act as data stewards, balancing 
public and private decisionmakers’ needs for informa-
tion with legal and ethical obligations to minimize 
reporting burden, respect respondents’ privacy, and 
protect the confidentiality of the data provided to the 
Government.


To reach this goal, Federal statistical agencies have 
focused on developing and measuring performance in 
the critical areas of quality, program performance, rel-
evance, and timeliness.  Lastly, customer satisfaction is 
quite often used as a means of measuring the usefulness 
of products and services provided by Federal statistical 
agencies.  Performance measures form the basis for 
evaluating such areas as how efficiently Federal agencies 
provide services, how well taxpayer dollars are spent, 
and assessing whether Federal agencies are meeting their 
mission requirements.


Understanding Performance   
 Measures


In general terms, a performance measure is a quan-
titative or a qualitative measure derived from a series 
of observed facts that can reveal relative positions in 
a given area. When evaluated at regular intervals, the 
measure can point out the positive or negative trends 
and changes over time.  Performance measures are 
also useful in drawing attention to particular issues that 
pertain directly to organizational mission achievement. 
They can also be helpful in setting policy priorities for 
a Federal agency. 


There are several pros and cons related to perfor-
mance measures.  These include:


Pros:


•	 Can summarize complex issues in simple terms 
for supporting decisionmakers.


•	 Are easier to interpret than trying to find a trend 
among larger sets of data.


•	 Facilitate communication with appropriate 
target audiences.  


•	 Promote accountability and credibility.


Cons:


•	 May send misleading messages if they are 
poorly constructed or misinterpreted.


•	 May be misused if the construction process is 
not transparent and lacks sound statistical or 
conceptual principles.
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Constructing Performance Measures


There are countless sources of information on how 
statistical agencies should construct solid performance 
measures.  Provided below are four guidelines that 
should be followed when creating and implementing 
performance measures.  Each step is important for 
statistically sound and defensible measures.  Equally 
important is the notion of ensuring that all four guide-
lines are followed in an orderly and cohesive process.  
Choices made in one step can have important implica-
tions for other steps.  


1. Developing a Solid Foundation:  A sound frame-
work is the starting point in formulating perfor-
mance measures. The framework of measures 
should be built in a manner that correlates with 
the mission of an organization, as well as aligns 
with strategic goals and organizational objectives.  
The framework should be precise, articulating the 
purpose of the statistical agency. 


2.  Selecting Quality Data:  The strengths and weak-
nesses of performance measures are largely based 
on the quality of the underlying data. Ideally, 
measures should be formulated based on their 
relevance, analytical soundness, timeliness, and 
availability. While the development of perfor-
mance measures must be guided by the framework 
of useful indicators, the data selection process can 
be very subjective as there is no specific and gen-
erally accepted method for developing measures.  
More importantly, the inability to obtain relevant 
data may also limit a statistical agency from build-
ing sound and defensible performance measures. 


3.  Identifying the Right Performance Measures:  
Over the past decade, there has been a renewed 
effort in developing meaningful performance 
measures.  Unfortunately, performance measures 
are sometimes selected in an arbitrary manner. 
This can lead to measures which confuse and mis-
lead decisionmakers and the general public.  The 
underlying nature of the data needs to be care-
fully assessed before constructors can develop the 
“right” measures. 


 4.  Presenting and Disseminating:  The way per-
formance measures are presented is not a trivial 
issue. Performance measures must be able to 
communicate an accurate and persuasive picture 
to decisionmakers and organizational leaders. The 
representation of performance measures should 
provide clear messages without obscuring individ-
ual data points. There are many interesting ways 
of disseminating critical information, such as de-
veloping innovative balanced scorecards.  These 
offer the general public the means to clearly show 
evidence of improving or declining performance.  
Statistical agencies should always strive to be 
independent and unbiased when presenting and 
disseminating performance measurement results.


Performance Standards within the  
 Federal Statistical Community


Statistical agencies maintain the quality of their data 
or information products, as well as their credibility, by 
developing meaningful performance measures for their 
organizations. Federal statistical agencies have collabo-
rated on developing a meaningful set of performance 
measures for use under the Government Performance 
and Results Act and in completing the Administration’s 
Program Assessment Rating Tool (PART). These statisti-
cal agencies have agreed that there are six conceptual 
dimensions within two general areas of focus that are key 
to measuring and monitoring statistical programs. 


The first area of focus is Product Quality, encom-
passing the traditional dimensions of relevance, accu-
racy, and timeliness. The second area of focus is Program 
Performance, encompassing the dimensions of cost, 
dissemination, and mission achievement.


Provided below is a brief review of these six quality 
dimensions, split between Product Quality and Program 
Performance.


Product Quality: Statistical agencies agree that product 
quality includes many attributes, including relevance, 
accuracy, and timeliness.  The basic measures in this 
group relate to the quality of specific products, thereby 
providing actionable information to key stakeholders. 
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These are ‘‘outcome-oriented’’ measures and are critical 
to the usability of these products.  Statistical agencies 
establish goals and evaluate how well targets are met. 
In some sense, relevance relates to ‘‘doing the right 
things,’’ while accuracy and timeliness relate to ‘‘doing 
things right.’’  


1. Relevance: Qualitative or quantitative descriptions 
of the degree to which products and services are 
useful and responsive to users’ needs. Relevance 
of data products and analytic reports may be 
monitored through a professional review process 
and ongoing contacts with data users. Product rel-
evance may be indicated by customer satisfaction 
with product content, information from custom-
ers about product use, demonstration of product 
improvements, comparability with other data 
series, agency responses to customer suggestions 
for improvement, new or customized products or 
services, frequency of use, or responses to data 
requests from users (including policymakers).


2. Accuracy: Qualitative or quantitative measures 
of important features of correctness, validity, 
and reliability of data and information products 
measured as degree of closeness to target values. 
For statistical data, accuracy may be defined as 
the degree of closeness to the target value and 
measured as sampling error and various aspects 
of nonsampling error (e.g., response rates, size of 
revisions, coverage, and edit performance). For 
analysis products, accuracy may be the quality of 
the reasoning, reasonableness of assumptions, and 
clarity of the exposition, typically measured and 
monitored through review processes. In addition, 
accuracy is assessed and improved by internal 
reviews, comparisons of data among different 
surveys, linkages of survey data to administrative 
records, redesigns of surveys, or expansions of 
sample sizes.


3. Timeliness: Qualitative or quantitative measure of 
timing of information releases. Timeliness may be 
measured as time from the close of the reference 
period to the release of information, or customer 
satisfaction with timeliness. Timeliness may also 


be measured as how well agencies meet sched-
uled and publicized release dates, expressed as a 
percentage of release dates met.


Program Performance: Statistical agencies agree that 
program performance encompasses balancing the dimen-
sions of cost, dissemination, and mission accomplish-
ment for the agency as a whole; operating efficiently 
and effectively; ensuring that customers receive the 
information they need; and serving the information 
needs of the Nation. Costs of products or programs may 
be used to develop efficiency measures. Dissemination 
involves making sure customers receive the information 
they need via the most appropriate mechanisms. Mission 
achievement means that the information program makes 
a difference. Hence, three key dimensions are being used 
to indicate program performance: cost (input), dissemi-
nation (output), and mission achievement (outcome).


4. Cost: Quantitative measure of the dollar amount 
to produce data products or services. The de-
velopment and use of financial performance 
measures within the Federal Government are an 
established goal; the intent of such measures is to 
determine the ‘‘true costs’’ of various programs 
or alternative modes of operation at the Federal 
level. Examples of cost data include full costs of 
products or programs, return on investment, dollar 
value of efficiencies, and ratios of cost to products              
distributed.


5. Dissemination: Qualitative or quantitative in-
formation on the availability, accessibility, and 
distribution of products and services. Most agen-
cies have goals to improve product accessibility, 
particularly through the Internet. Typical measures 
include: on-demand requests fulfilled, product 
downloads, degree of accessibility, customer sat-
isfaction with ease of use, number of participants 
at user conferences, citations of agency data in the 
media, number of Internet user sessions, number 
of formats in which data are available, amount of 
technical support provided to data users, exhibits 
to inform the public about information products, 
issuance of newsletters describing products, and 
usability testing of Web sites.
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6. Mission Achievement: Qualitative or quantita-
tive information about the effect of, or satisfac-
tion with, statistical programs. For Government 
statistical programs, this dimension responds to 
the question—have we achieved our objectives 
and met the expectations of our stakeholders? 
Under this dimension, statistical programs docu-
ment their contributions to the goals and missions 
of parent departments and other agencies, the Ad-
ministration, Congress, and information users in 
the private sector and the general public. For sta-
tistical programs, this broad dimension involves 
meeting recognized societal information needs; 
it also addresses the linkage between statistical 
outputs and programmatic outcomes.


Performance Standards within the  
 Internal Revenue Service Statistics  
 of Income Division


The mission of the Statistics of Income (SOI) Divi-
sion is to collect, analyze, and disseminate information 
on Federal taxation for the Treasury Department’s Office 
of Tax Analysis, Congressional Committees, the Internal 
Revenue Service in its administration of the tax laws, 
other organizations engaged in economic and financial 
analysis, and the general public.  To accomplish the mis-
sion, the SOI provides statistical data to be used strictly 
in accordance with, and subject to, the limitations of the 
disclosure provision of the IRS Code.


The SOI Division worked with others within IRS to 
develop 12 performance measures.  The measures cover 
various areas of operation and attempt to magnify the 
level of service provided to our primary stakeholders.  
In creating the performance measures, the group worked 
very hard to ensure that the measures were all-encom-
passing within the four strategic goals of SOI, including 
becoming our customers’ preferred source, attracting 
and challenging high-quality employees, making a dif-
ference in tax administration, and increasing visibility 
of the SOI Division.





Twelve SOI Performance Measures


What follows is a summary of the 12 performance 
measures.  Specifically, a definition is provided, as well 
as a synopsis of results over the past 3 years.


Measures 1 and 2 are collected from customer sat-
isfaction surveys that are administered to our critical 
stakeholders in OTA, JCT, and BEA, as well as selected 
customers and employees throughout IRS.


1. Percentage of customers who feel the product or 
service met their needs:


Include a question on a customer satisfaction survey 
asking: “Did the product(s) or service(s) provided to your 
organization meet your needs.”


2. Overall RAS Customer Satisfaction rate:


Include a question on a customer satisfaction 
survey asking:  “Please rate your overall satisfaction                   
with SOI.”





Measures 1 and 2–Product Met Needs of Customer and
Customer Satisfaction Rates 


• Results from the chart show fairly comparable rates between
Measures 1 and 2 over the past 3 years


• Since this measure captures results from five different customer
surveys, relevance and satisfaction rates vary quarter by quarter.
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3.  Overall Employee Satisfaction Scores from the 
Employee Survey:


Definition: The grand mean score from 12 questions 
found on IRS’s annual employee satisfaction survey.  


4.  RAS Attrition rates:


Definition: Attrition rate is defined as the total number 
of employees who have a break in service from IRS 
within a given fiscal year divided by the total number of 
employees (part and full-time) on the rolls at the begin-
ning of a fiscal year.


5.  Number of applicants per job opening:


Definition: The total number of unique applicants 
received for each job announcement.  This includes 
all applications received by the servicing personnel 
specialist.  


6.  Number of Senior Leadership Briefings:


Definition: Tally of senior leadership team briefings.  
Senior leaders are defined as individuals and comprise 
23 senior IRS executives.


7.  Number of Presentations Given Outside the         
Service:


Definition: The number of program presentations given 
to groups and/or individuals outside the Service.  Each 
briefing will count as one (e.g., if an organization briefs 
multiple customers at the same time, that will count as 
one briefing).


Measure 4–RAS Attrition Rate


Attrition rate is defined as the number of employees who 
have a break in service from IRS within a given fiscal year 
divided by the number of employees on rolls at the 
beginning of the fiscal year.


Results:


2003 2004 2005
4.70 % 3.80 % 4.40 %


Measure 5–Number of Applicants per Job Opening


Number of applicants per job opening has fluctuated significantly over the 
past 3 years.  On average over the past 3 years, SOI receives 
approximately seven applicants per job announcement.
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Measure 6–Number of Senior Leadership Briefings


IRS Senior Leadership Group consists of 23 executives across the Service.  
The graphic shows a relatively small, yet inconsistent, number of Leadership 
briefings over the past 3 years.
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Measure 3–Employee Satisfaction


Measure captures the annual Gallup Grand Mean 
Score across Q12 questions for SOI:


2003 2004 2005
Grand Mean Score 3.99 3.86 3.81


Results show a slight decline in employee satisfaction 
over the past three years
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8.  Number of New and Repeat Customers:


Definition: A Customer is defined as an individual per-
son or organization that officially authorizes a product 
or service.  A Repeat Customer is the same individual or 
organization requesting a new work activity, and a New 
Customer is a new individual person or organization 
requesting a new work activity.  


9.  Number of data requests, publications, reports, 
and data sets completed:


Definition: This measure is a count of work products 
completed by SOI.  It includes four types of work prod-
ucts.  It captures: 1) data requests produced from a query 
from one of the RAS data sets; 2) publications produced 
according to a regular or routine schedule or as part of 


normal business operations; 3) reports produced as a 
result of an analysis; or 4) new data sets produced from 
existing databases.


10.  TaxStats Internet Activity:


Definition: The number of visits to the TaxStats Internet 
site.  Visits are defined as the number of times a visitor 
came to TaxStats within a given period of time.


The number of page views to the TaxStats Internet 
site.  When a visitor accesses a page, it requests all of 
the hits on that page, including the page itself.  In order 
to report the number of page views, the Web site analy-
sis software separates the page hits from the other hits.  
These numbers make up the page view metric.


Measure 8–Number of New and Repeat Customers


• A customer is defined as an individual or organization authorizing a product or 
service from RAS. Web activity is not included in this measure.


• Data have fluctuated for this measure over the past 2 years.   
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Measure 9–Number of Data Requests, Publications, Reports, and Data Sets


Similar to new and repeat customers, the number of data requests, 
publications, reports, and data sets has bounced around between 75 and 125 
per quarter.
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Measure 10–TaxStats Internet Activity


The redesign of the IRS.gov Web site in 2005 might be the prevailing reason 
for the lack of a spike in TaxStats visits and page views during the 1st Quarter
of 2006.
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Measure 7–Number of Presentations Given Outside the Service


Such audiences for presentations include GAO, TIGTA, ASA, and NTA 
meetings, and various IRS advisory groups.  Results show a relatively 
consistent pattern in the number of presentations over the past 2 years.
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12.  Number of mentions of SOI in major media:


Definition: This indicates media coverage of SOI ac-
tivities by mass media, such as the Wall Street Journal, 
Washington Post, New York Times, and Tax Notes.
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11.  RAS Intranet Web Activity:


Definition: The number of visits to the RAS Intranet site.  
Visits are defined as the number of times a visitor came 
to the RAS Intranet site within a given period of time.


The second part of this measure is the number of 
page views to the RAS Intranet site.  When a visitor 
accesses a page, it requests all of the hits on that page, 
including the page itself.  In order to report the number 
of page views, the Web site analysis software separates 
the page hits from the other hits.  These numbers make 
up the page view metric.


Measure 11–Number of Visits and Page Views on the RAS Web site


Data for this measure became available to RAS during the 3rd Quarter
of 2003.  Results clearly reveal an aberration in data.  This spike was 
likely caused by Google search testing in June and July. 
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Measure 12–Number of Mentions of RAS in Media
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Measure includes citations in the Wall Street Journal, Washington Post, 
New York Times, and Tax Notes. The number of media citations for SOI has 
remained fairly constant over the past 2 years.
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Introduction


     Compiling State level corporate financial statistics
from tax returns can be risky.  One reason is because a
company is free to file a tax return in a State where it
has no operations.  The Internal Revenue Service’s
(IRS) Statistics of Income Division (SOI) has not
produced these data since 1962 for precisely this reason.
We posit that if a strong relationship exists between
gross receipts reported on tax returns and employment
levels by State, then meaningful corporate statistics can
be produced at the State level.  This paper tests this
theory by matching receipts and employment by State
and industry and computing correlation coefficients.


Gross receipts for industries by State were obtained
from the SOI Corporation Statistics Branch; the Bureau
of Labor Statistics (BLS) provided employment data by
State and industry.  The Small Business Administration
(SBA) compiles these data and publishes them through
its Office of Advocacy.  Common elements in all three
of these sources are State identification and Standard
Industrial Classification.


Statistics of Income/Bureau of Labor Statistics


     SOI creates population estimates from a sample
of corporation income tax returns (Form 1120
series) filed with the IRS.1  This study uses data
from corporate fiscal year 1995.  For the period
July 1, 1995 to June 30, 1996, the total number of
corporate returns filed was 4,852,186.  This
population was stratified by asset class.  Sampling
rates ranged from .25 percent to 100 percent
generating a total sample of 97,605 returns.  The
breakpoint for 100 percent sampling was for
corporations reporting total assets of $50 million or
more.


BLS publishes employment data under the
Covered Employment and Wages or ES-202
program.2  The data pertain to workers covered
under State unemployment insurance laws and to
Federal civilian workers covered by the
Unemployment Compensation for Federal
Employees program.


Descriptive statistics for the SOI and BLS data are
given in Table 1.


Table 1
SOI Receipts BLS Employment


Industry Mean Standard
Deviation


Mean Standard
Deviation


Observations


Agriculture,
forestry & fishing


140,681 492,066 32,949 70,126 24


Mining 3,023,715 4,472,343 11,560 22,870 15
Construction 1,192,711 2,571,821 102,057 100,627 28
Manufacturing 55,301,530 83,580,386 361,761 373,158 47
Transportation
and Public
Utilities


18,501,799 27,922,157 115,963 123,692 39


Wholesale Trade 16,591,961 22,796,358 419,105 426,247 44


Retail Trade 19,630,682 34,289,291 126,094 140,858 34


Finance
Insurance and
Real Estate


15,914,724 28,651,401 130,798 156,700 46


Services 4,361,607 28,651,401 618,753 701,493 47


As mentioned above, the dominance of large
companies may thwart attempts to produce


meaningful receipt data by State.  A solution
explored below is to break down receipt data into
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several classes, which allows correlation at lower
levels to be revealed.  Aggregate correlation
analysis show that most industrial groups exhibit
strong relationships without a further breakdown.
These statistics are presented in Table 2.


SAS statistical software was used to produce
Pearson correlation coefficients between receipt


and employment variables (see Appendix for
formula).  The initial analysis tested the
relationship between SOI business receipts and
average employment from BLS by industrial
division with the 50 States and the District of
Columbia as observations.


Table 2 – Aggregate Level Correlation of SOI/BLS Data
Industry Classification Pearson Correlation Coefficient
Agriculture, forestry and fishing 0.92220
Mining 0.83553
Construction 0.97572
Manufacturing 0.85752
Transportation and public utilities 0.82502
Wholesale trade 0.91171
Retail trade 0.91260
Finance, insurance and real estate 0.86182
Services 0.97006


Further analysis by receipt class (RC) was
performed on the four weakest relationships in
Table 1.  Figure A displays the correlation


coefficients for Mining, Manufacturing,
Transportation & Public Utilities and Finance,
Insurance & Real Estate.


This space intentionally left blank
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Figure A – Selected Correlations of SOI/BLS Data
Note the strong relationships, a Pearson coefficient of 0.9 or more, for several receipt classes.  The correlation
appears weakest for the lowest and highest receipt class.


Table 3 – Receipt Class Designations
Gross Receipts Receipt Class
1$ under $5,000 1
$5,000 under $10,000 2
$10,000 under $25,000 3
$25,000 under $50,000 4
$50,000 under $100,000 5
$100,000 under $250,000 6
$250,000 under $500,000 7
$500,000 under $1,000,000 8
$1,000,000 under $2,500,000 9
$2,500,000 under $5,000,000 10
$5,000,000 under $10,000,000 11
$10,000,000 under $50,000,000 12
$50,000,000 under $100,000,000 13
$100,000,000 under $250,000,000 14
$250,000,000 under $500,000,000 15
$500,000,000 under $1,000,000,000 16
$1,000,000,000  or more 17


Small Business Administration


     The Small Business Administration (SBA)
publishes data on firms showing number of


establishments and employment, as well as
business receipts.3  The SBA Office of Advocacy
contracts with the U.S. Bureau of the Census to
provide firm size data estimated from their County
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Business Patterns program.  Only firms with
employees are included.  Data on self-employed
individuals are not considered.  The Office of
Advocacy obtains business receipts from the
Internal Revenue Service and merges these data


with the firm information from the Census Bureau
by State and industry division.


Descriptive statistics for the SBA data are given
in Table 4.


Table 4
SBA Estimated Receipts SBA Employment


Industry Mean Standard
Deviation


Mean Standard
Deviation


Observations


Agriculture, f. & f. 675,615 968,487 11,453 16,551 51
Mining 2,988,671 7,930,521 10,526 26,537 48
Construction 13,032,196 13,218,202 98,552 98,208 51
Manufacturing 67,012,999 72,199,451 364,924 378,155 51
Transportation and
public utilities


20,041,801 22,746,825 115,414 127,243 51


Wholesale trade 44,955,522 48,502,040 413,463 424,293 51
Retail trade 75,470,640 92,477,039 129,540 152,033 51
Finance, insurance
and real estate


40,973,954 59,118,974 136,639 167,868 51


Services 42,917,884 54,580,609 680,581 768,146 51


  We can then perform the same experiment as
above.  That is, does the relationship between
estimated receipts and employment hold up if the
data are stratified by State and industry?  Table 5


shows the Pearson coefficients correlating
employment and estimated receipts from the SBA
data file.


Table 5 – Pearson coefficients of employment and business receipts by firm size
Industry Employees per establishment


Overall 1-4 5-9 10-19 20-99 100-499 500+
Agriculture, forestry & fishing 0.98909 0.97542 0.99156 0.99461 0.98525 0.95276 0.96112
Mining 0.99842 0.99107 0.99482 0.99303 0.98422 0.97930 0.98718
Construction 0.97835 0.98342 0.97947 0.97267 0.97490 0.96295 0.98171
Manufacturing 0.99299 0.99208 0.99428 0.99507 0.99603 0.99338 0.97376
Transportation and public
utilities


0.99326 0.98705 0.98963 0.99232 0.99400 0.98702 0.99000


Wholesale trade 0.99491 0.98994 0.99041 0.99258 0.99513 0.99281 0.99405
Retail trade 0.99616 0.99153 0.99476 0.99598 0.99242 0.98560 0.98561
Finance, insurance & real estate 0.95548 0.98239 0.97757 0.96836 0.92938 0.90166 0.97602
Services 0.99060 0.98863 0.99356 0.99230 0.99142 0.98648 0.98839
Table 3 shows strong relationships across the board.
The probability of observing a larger coefficient is
.0001 for all cells in Table 3.


Conclusion


   The evidence provided here gives strong support
to the feasibility of producing meaningful State
corporate data.  Certainly the aforementioned
caveats regarding the mobility of firms’ reporting
exists.  It just doesn’t appear to be strong enough
to dilute the relationships of available State data.
Spillover firms are undoubtedly responsible for a
portion of the high correlation.  Say a large


corporation files its tax return in a state different
from where it operates.  In the latter state there
will be smaller firms that are classified under the
same industry division and do file where they
operate.  A linked database (similar to the
Worker-Establishment Characteristic Database4)
would be needed to ascertain the true nature of the
relationship of business receipts to employment.







Appendix


  Pearson’s correlation coefficient, r, can be expressed as:
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Where  n = number of observations
             x = employment
             y = business receipts
                                               
Notes and References
1 See Internal Revenue Service, Statistics of Income – 1995 Corporation Income Tax Returns, Washington, DC
1998.
2 U.S. Department of Labor, Bureau of Labor Statistics, Employment and Wages Annual Averages, 1995.
3 See the SBA web site on the Internet at: http://www.sba.gov/ADVO/stats/int_data/html.
4 The Worker-Establishment Characteristic Database (WECD) attempts to combine information on worker
characteristics obtained from the Longitudinal Research Database.  The WECD is based on 1990 Census data.


SOURCE: Turning Administrative Systems Into Information Systems, Statistics of Income Division, Internal Revenue
Service, as presented at the 1999 Joint Statistical Meetings of the American Statistical Association, Baltimore, MD.,
August, 1999.
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Differences in Income Estimates Derived 
from Survey and Tax Data


by Barry W. Johnson, Internal Revenue Service and Kevin Moore, Board of Govenors, 
Federal Reserve System


T he Statistics of Income Division of the United 
States Internal Revenue Service collects statisti-
cal data from samples of most major federal tax 


and information returns. Among these are annual stud-
ies of U.S. Individual Income Tax Returns (Form 1040).   
These data are used by both the U.S. Congress and the 
Executive Branch of the Government to evaluate and 
develop tax and economic policy, and by other govern-
ment agencies and the general public for a variety of 
different purposes.


Form 1040 is fi led annually by individuals or mar-
ried couples to report income, including wages, inter-
est, dividends, capital gains, and some types of busi-
ness income.  Also reported are data on deductions, 
expenses, and tax credits.  The SOI sample of these 
returns is stratifi ed based on: (1) the larger in absolute 
value of positive income or negative income; (2) the 
size of business and farm receipts; (3) the presence or 
absence of specifi c forms or schedules; and (4) the use-
fulness of returns for tax policy modeling purposes (see 
Internal Revenue Service, 2005). 


The Survey of Consumer Finances is a survey of 
household balance sheets conducted by the Board of 
Governors of the Federal Reserve System in coopera-
tion with the SOI.  Beginning with 1983, the survey has 
been conducted triennially, with data collected by the 
Survey Research Center at the University of Michigan 
in 1983, 1986, and 1989, and by NORC, a national or-
ganization for social science and survey research at the 
University of Chicago, from 1992 forward.  In addition 
to collecting information on assets and liabilities, the 
SCF collects information on household demographics, 
income, relationships with fi nancial institutions, atti-
tudes toward risk and credit, current and past employ-
ment, and pensions (for more details on the SCF, see 
Bucks, Kennickell, and Moore, 2006).


The SCF uses a dual-frame sample design to pro-
vide adequate representation of the fi nancial behavior 
of all households in the United States.  One part of the 
sample is a standard multistage national area prob-
ability sample (Tourangeau et al., 1993), while the list 
sample uses the SOI individual income tax data fi le to 
oversample wealthy households (Kennickell, 2001).  
This dual-frame design provides the SCF with effi cient 
representation of both assets widely held in the popula-
tion, such as cars or houses, and assets more narrowly 
held by wealthy families, such as private businesses 
and bonds.  Wealth data from the SCF are widely re-
garded as the most comprehensive survey data avail-
able for the United States.  


Sample weights constructed for the SCF allow ag-
gregation of estimates to the U.S. household population 
level in a given survey year (Kennickell and Woodburn, 
1999; Kennickell, 1999).  Missing values in the 1989-
2004 SCF were imputed using a multiple imputation 
technique (Kennickell, 1991, 1998b).  


 Income Data


Both the SCF and the SOI fi le are important sources of 
data on the different types of income received by house-
holds and tax fi lers.  There are a number of differences 
between the two sources, including the population cov-
ered, unit of observation, available data, and the moti-
vations people face in providing data.  It is also worth 
noting the difference in the sample size.  The 2004 SOI 
fi le is a sample of approximately 200,000 tax records 
out of a population of about 130 million, while the sam-
ple size for the 2004 SCF is much smaller, about 4,500 
households.  Although the SCF has a smaller sample, 
the detail and scope of the data allow for a broader 
range of research than is possible with the tax data.


This paper was originally presented at the American Statistical Association's 2008 Joint Statistical Meetings in Denver, CO.
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The population of Federal income tax fi lers in-
cludes only those U.S. citizens and resident aliens 
whose gross income, a concept defi ned by statute, was 
above legislatively prescribed thresholds.  Nonresident 
aliens are subject to different fi ling requirements, based 
on income earned in the U.S.  Income tax fi lers repre-
sent roughly 61 percent of the U.S. individual popula-
tion (see Sailer and Weber, 1999).  In addition, recent 
income tax fi ling gap estimates for Tax Year 2000 sug-
gest that as many as 11 million taxpayers, or about 9 
percent of the potential income tax fi ling population, 
either fi le returns late or not at all (see Brown and Ma-
zur, 2003).   In contrast, the SCF sample design ensures 
coverage of the entire U.S. population.


The unit of observation in the case of federal in-
come taxes can vary according to current fi ling regula-
tions.  Married couples may fi le returns jointly, but they 
are also allowed to fi le separately when marginal tax 
rates favor treating the two incomes separately.  De-
pendent children and others living in a home may also 
be required to fi le separate returns to report both earned 
and unearned income.  Differences in the economic 
unit reported on income tax returns limit the data’s use-
fulness for some types of research.  


In the SCF, the area-probability sample uses a sam-
pling frame in which the household is the unit of obser-
vation, but, for the list sample, the unit of observation 
is the tax-fi ling unit.  Often the tax-fi ling unit is analo-
gous to the household, but, for certain households, such 
as households where a married couple fi les separately 
and those with multiple subhouseholds located within a 
household, there are differences.  While there is the pos-
sibility of frame errors in the list sample, adjustments 
are made during the construction of the frame and dur-
ing the sampling stage to limit these distortions (see 
Kennickell and McManus, 1993; Frankel and Kennick-
ell, 1995; Kennickell, 1998a; and Kennickell, 2001). 


Because income tax reporting requirements are es-
tablished by legislation, data concepts and defi nitions 
may not necessarily coincide with those required for 
economic analysis.   For example, income is combined 
for couples who fi le a joint income tax return, however, 
for some research purposes, it would be useful to know 


the amounts earned by each individual.  Another con-
sideration is that, while a precise geographic location is 
often useful for analytical purposes, mailing addresses 
present on tax records may not always be the appro-
priate location, as when a post offi ce box number is 
supplied rather than a street address.  Addresses on tax 
returns might also be those of paid preparers rather than 
the fi lers.  In some instances, a fi ler who owns multiple 
residences may even fi le from the address that provides 
the best tax advantages, rather than the address that he 
or she would consider  ‘home.’  


An important aspect of data content is continuity 
over time, both in the items included and in the data 
defi nitions.  SOI goes to great lengths to ensure both 
in its annual data fi les.  However, coverage and content 
are subject to discontinuities resulting from changes 
to laws, regulations, administrative practices, and pro-
gram scope.  For example, income tax law revisions 
in 1981, 1986, 1990, and 1993 all made signifi cant 
changes, both to the components of income subject to 
taxation and to the allowable deductions from income, 
that had signifi cant impact on the statistical uses of tax 
return data (see Petska and Strudler, 1999).  


Since surveys have more fl exibility than admin-
istrative systems to specify a conceptual framework, 
many issues related directly to the defi nition and scope 
of the data are less pressing.  However, content and 
valuation issues of a different sort are present in sur-
vey data.  Unit and item nonresponse are two important 
sources of nonsampling error in surveys, though there 
are methods to help deal with both these issues, such 
as sample weight adjustments and imputation.   For re-
spondents who agree to participate and answer all the 
survey questions, measurement error is still a concern 
in survey data.   Respondents may “guestimate” an-
swers to questions; even if respondents’ guesses overall 
are not biased, such approximation reduces the estima-
tion effi ciency of the data.  Respondents may also have 
diffi culty recalling past events.  Other typical measure-
ment errors include rounding dollar amounts, misun-
derstanding questions, and altering responses due to 
stigma or prestige attached to certain behaviors or a 
desire to protect privacy.  A large volume of research 
exists on measurement error and its effects on survey 
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data (see Lessler and Kalsbeek, 1992 and the refer-
ences therein).  


While it is true that, for administrative data, unit 
and item non-response are usually not a problem on 
core items, it is not clear that administrative data are 
always more accurate than survey data.  For example, 
some individuals may intentionally misreport values 
on tax returns to reduce their tax liabilities–-it is esti-
mated that underreporting may have resulted in under-
payment of as much as $120 billion in income taxes for 
Tax Year 1998 (Brown and Mazur, 2003).  Those same 
individuals may report the true value in response to a 
survey question since there is no benefi t to misreport-
ing in the survey.   


The income questions in the SCF are structured to 
allow respondents to reference their tax forms when 
answering the income questions.  Figure 1 shows the 
correspondence between the income questions in the 
SCF and the line number on IRS Form 1040.  The SCF 
income questions were designed to cover most forms 
of income that a household reports on its tax form.  The 
fi gure shows that there is much overlap between the 
two data sources, although there are some differences.  
Since the SCF is interested in all sources of house-
hold income and not just income subject to taxation, 
the questions on pensions, IRA/401(k) distributions, 
annuities, and Social Security payments refer to the 
total amounts.  The SCF also asks about any income 
received from government transfer programs (such 
TANF, SSI, and food stamps).  Households are not 
questioned about any adjustments to total income, but 
households are questioned about their Adjusted Gross 
Income (AGI).  All income amounts reported in the 
SCF are for the year prior to the survey year.


Even with the close correspondence between the 
income questions in the SCF and IRS Form 1040, ac-
curate classifi cation and reporting of income amounts 
are still a potential problem in the SCF.  To improve 
comparability, respondents are encouraged to refer-
ence documents, including tax forms, during the inter-
view.  Figure 2 shows that, for the 2004 SCF, almost 
21 percent of all households referenced their tax forms.   
This represents a signifi cant increase over earlier sur-
veys.  Higher income respondents were more likely 


to use tax returns during their interviews.  Almost 25 
percent of those reporting at least $50,000 in adjusted 
gross income referenced tax forms in answering the in-
come module of the SCF in 2004, compared to fewer 
than 18 percent of those with lower incomes.  


 Comparisons Between SCF and SOI 
Estimates


Figure 3 provides a comparison of SCF and SOI esti-
mates for Tax Years 1988, 1991, 1994, 1997, 2000, and 
2003 and highlights the difference in the unit of obser-
vation between the two data sources.  In the SCF, the 
unit of observation is the household, which can some-
times contain more than one tax unit.  The SCF asks 
the fi ling status of the core individual or couple in a 
household, thus allowing married or partnered house-
holds fi ling separately to be counted as two returns.    
The SCF consistently underestimates the number of 
returns in the tax fi ling population, no doubt in large 
part because the SCF does not ask about the fi ling sta-
tus of other individuals within the household.  These 
individuals include dependents who may also fi le a re-
turn and other members of the household who are not 
fi nancially dependent on the household head or the core 
couple.  Estimates of the income tax fi ling population 
produced using the SCF have improved over time and 
differed from the actual total by less than 23 percent for 
Tax Year 2003.  Despite signifi cant differences in fi l-
ing population estimates, the SCF and SOI estimates of 
total income differ by no more than approximately 10 
percent in each Tax Year shown, with the SCF estimate 
larger in each case.  


SCF estimates of wages and salaries, unemploy-
ment and alimony payments, and other income are 
consistently larger than those produced by SOI.  The 
difference between the estimates of alimony income 
is due to defi nitional differences; the SCF question on 
alimony income instructs the respondent to include 
child support payments.  Since child support payments 
are nontaxable, such payments should not be includ-
ed in the SOI estimate.  The differences between the 
SCF and SOI estimates of “other income” are diffi cult 
to pinpoint, given the wide range of types of income 
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Figure 2: Percent of Households Refering to Tax Forms During Field 
Interviews, 1989-2004 SCF
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potentially included in that category.  Of the income 
categories shown, estimates for wages and salaries de-
rived from the two data sources are relatively small, 
increasing from just 3.6 percent for Tax Year 1988 to 
12.7 percent for Tax Year 2003. 


The SCF estimates of broad business income are 
also consistently larger than the SOI estimates.  Broad 
business income combines sole proprietorship and farm 
income, capital gains, and rent, royalties, and subchap-
ter S corporation income.  These components are com-
bined because households in the SCF may misclassify 
capital gains or rent, royalties, and subchapter S cor-
poration income as sole proprietor income.  This could 
be partially due to the order of the income questions 
in the SCF, since the sole proprietor and farm business 
income questions are asked early in the income se-
quence, while the capital gains and rent, royalties, and 
subchapter S corporation income questions are asked 
later in the sequence.  Constructing a broader measure 
of business income eliminates some of these classifi -
cation issues and reduces the differences substantially, 
especially for the three most recent tax years shown. 


The SCF consistently underestimates the amount 
of interest (taxable and nontaxable) and dividends, as 
well as income from pensions, annuities, and Social 
Security.  Differences between the SOI and SCF esti-
mates of interest and dividends range from -10.5 per-
cent to as much as -45.6 percent.  One possible reason 
for these lower estimates is that households that receive 
only small amounts of taxable interest or dividend in-
come may forget to report these amounts in the SCF 
questionnaire.  Another possible reason is that house-
holds may not think they have “received” this income, 
particularly in the case of interest earned on bank ac-
counts and money market funds.  Even households 
with relatively large dividend and interest incomes 
may underestimate these values, due to the inherent 
variability of annual earnings, especially if they are not 
in a phase of life where such income is an important 
source of disposable income.  The SCF understates the 
total of pension, annuity, and Social Security incomes 
by -10.5 percent to as much -77.1 percent, depending 
on the year.  Using information reported in other sec-
tions of the SCF, it is possible to compute alternative 


estimates of pension, annuity and Social Security in-
come.  This computation reveals that (1) information 
in other sections of the survey corresponds closely with 
information provided in the income module of the SCF 
and (2) the SCF estimates of Social Security income 
are consistently similar to, but larger than the SOI esti-
mates, while the SCF estimates of pension and annuity 
income are substantially less than the SOI estimates.  


As noted previously, households in the SCF with 
at least $50,000 in AGI were much more likely to have 
referenced tax forms during the interview than lower 
income households.  This suggests that households in 
the SCF with higher AGI should do a better job of re-
porting and classifying income.  Data for respondents 
in these two AGI classes are shown in Figures 4 and 5. 


For respondents in the less than $50,000 AGI 
group, estimates derived from SCF and SOI data for 
wages and salaries, unemployment and alimony, pen-
sions, annuities and Social Security, and total income 
are all reasonably close.  In contrast, estimates for in-
terest and dividends are substantially different between 
the two sources.  Again, this may be due to a large num-
ber of households neglecting to report relatively small 
amounts of interest income on the SCF.  For example, 
in the 2004 SCF, only about a quarter of households 
with less than $50,000 in AGI that owned interest-bear-
ing assets reported any interest income   The median 
amount of interest-bearing assets for these households 
was only $1,200, suggesting that unreported interest 
would have been very small.  


Figure 4 also shows that there is a sizeable differ-
ence in the estimate of broad business income for the 
less than $50,000 AGI group, although the difference 
has declined over time.  Much of this difference is due 
to much larger estimates of rent, royalties, and subchap-
ter S corporation income in the SCF and may be partly 
due to the treatment of losses in the survey. Although 
the SCF allows households to record negative amounts 
for certain income questions, households often report 
zero instead of the actual loss.  Given the potentially 
favorable tax treatment of losses, actual losses are more 
likely to be reported to the IRS.  
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Turning to households with $50,000 or more in 
AGI, there is some evidence that the increased use of 
tax forms as references by members of this group im-
proves the comparability between SCF and SOI esti-
mates (see Figure 5).  Estimates from these two data 
sources for the number of tax returns fi led, as well as 
total income, wages and salaries, and interest and divi-
dends differ by less than 30 percent. Also, the percent-
age differences in the broad business income estimates 
are smaller for households with $50,000 or more in AGI 
than for the lower income group.  The SCF estimate for 
interest and dividends is less than the SOI amount in 
all but one year.  Here again, only about 44 percent of 
households with $50,000 or more in AGI that owned 
interest-bearing assets  reported any interest income, 
suggesting that even these respondents may neglect to 
report relatively small amounts.  The median value of 
interest-bearing assets for these nonreporting house-
holds was about $6,000.


Most striking for the $50,000 or more AGI group 
are differences between the SCF and SOI estimates of 
pension, annuity, and Social Security income for all tax 
years shown.  As with the estimates for all households, 
the summation of the alternative SCF estimates of pen-
sion, annuity, and Social Security incomes are very 
similar to the SCF estimate derived directly from the 
income questions.  Also, the SCF estimates of Social 
Security income are typically fairly close to the SOI 
estimates.  Thus, the bulk of the difference between the 
SCF and SOI estimates is due to pension and annuity 
income.


One possible reason for this discrepancy is the 
treatment of rollovers from one tax-deferred retirement 
account to another tax-deferred retirement account.  
For example, if a household transfers the balance of 
one IRA account to another IRA account, the trans-
fer is not taxable, but the transfer amount should ap-
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pear on line 16a of Form 1040 (see Figure 1).  Often, 
households neglect to report these rollovers on their tax 
forms since there are no tax implications.  However, 
the SOI estimate will include these rollovers, even if 
the household does not include them on its tax form.1 
Since households in the $50,000 or more AGI group 
are about twice as likely to have some sort of tax-de-
ferred retirement account, these households are likely 
to have more rollovers.  In published SOI estimates, 
a rough measure of the amount of rollovers is the dif-
ference between total and taxable pension and annuity 
income.  For fi lers with $50,000 or more in AGI, about 
60 percent of pension and annuity income is taxable, 
compared to about 80 percent for fi lers with less than 
$50,000 in AGI.  If households in the SCF are not re-
porting their rollovers in the pension income question, 
this could explain most of the difference between these 
SCF and SOI estimates.


 Conclusion


In summary, the Survey of Consumer Finances con-
tains an income module that is designed to capture 
information comparable to that reported on IRS Form 
1040 for the tax year prior to the year in which the sur-
vey is conducted.  Estimates produced from these data 
should closely match those produced by the Statistics 
of Income Division of the IRS.  Indeed, taking into ac-
count differences in the reporting unit between the two 
data sources and sample variance, estimates of total in-
come for each AGI group and tax year examined are 
remarkably close.  Disaggregating total income into 
more detailed categories, however, reveals important 
differences.  


Differences between estimates produced using SOI 
and SCF data are due in part to the idiosyncrasies of 
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1  A rollover transaction generates a Form 1099-R that SOI matches to Form 1040.  If a fi ler neglects to report the rollover on his or her 
tax form, the value from Form 1099-R is added to the fi ler’s Form 1040.
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the Tax Code.  Some income items, including a por-
tion of Social Security income, certain components of 
payments from a divorced spouse, and interest earned 
on some investments are exempt from taxation and are 
therefore excluded from SOI estimates.  However, for 
the purpose of studying a household’s economic condi-
tion, these items are necessarily included in estimates 
produced by the SCF.  Other items, such as the alloca-
tion of depreciation on rental properties or the carry-
forward (or even backward) of business losses, are an 
important part of good tax planning, but are not easily 
captured within the structure of a household survey.  
The relative consistency of differences between SCF 
and SOI estimates over time, as shown in Figures 3, 4, 
and 5, suggests that they may be attributed primarily to 
these types of inherent disparities.


Figures 3, 4, and 5 do show signifi cant improve-
ments in the comparability of SCF and SOI estimates 
over time, which suggests that households sometimes 
classify income items differently in their survey re-
sponses than on tax returns.  Some of this improvement 
is due to changes in the structure of the SCF over time.  
Cognitive testing and experience have led to some 
changes in both question design and the order in which 
questions are asked.  An important change was the 
transition from a paper survey instrument to computer-
assisted personal interviewing (CAPI) after the 1992 
SCF.  The CAPI instrument helps improve the quality 
of data collected by performing real-time tests intended 
to ensure that all dollar values are entered as reported 
by the respondent.  CAPI also facilitates online tools, 
such as defi nitions and code lists, which improve the 
quality of data collected in the fi eld.  The research pre-
sented here also suggests that encouraging households 
to reference their tax forms is critical for improving 
the comparability of data between the SCF and SOI.  
Where classifi cation differences persist, it is it is of-
ten possible to use information from other sections of 
the survey to make adjustments in order to better align 
the SCF and SOI income defi nitions.  Ultimately, these 
classifi cation differences may highlight the challenges 
some taxpayers face in classifying their incomes ac-
cording to IRS reporting requirements.  It is clear that, 


for some taxpayers, IRS distinctions between certain 
forms of income are blurred.


The goal of the research presented in this paper has 
not been to declare either the SCF or SOI data supe-
rior.  Instead, we have attempted to document impor-
tant similarities and differences between the two data 
sources.  The detail and scope of the data collected in 
the SCF allow for a broader range of research than in 
the SOI tax data.  The large sample size and admin-
istrative nature of SOI tax data make them appealing 
for certain types of research, such as studying some 
aspects of tax policy.  The key, then, is that both data 
sources have strengths and weaknesses that need to be 
understood and carefully considered before attempting 
to use them to answer any set of research questions.  
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Introduction and Background


        The Internal Revenue Service (IRS) is committed
to becoming a more modern, customer-oriented agency.
This requires developing performance measures that
balance taxpayers’ needs with the IRS’s internal
operational needs.  One prong of our balanced
performance measures is a Customer Satisfaction index.
This index is being developed, in part, from surveys
collected from taxpayers that had direct telephone
contact with the IRS.
        The Customer Service organization within the IRS
currently has a manual customer satisfaction survey in
place to gauge taxpayer opinions and perceptions.  This
survey is offered to a sample of taxpayers regarding
taxpayer assistance or issue resolution on several IRS
toll-free telephone numbers.  In an attempt to interact
more efficiently with taxpayers, the Service has decided
to automate the process of conducting telephone
customer satisfaction surveys.  The Customer Service
Satisfaction Survey (CSSS) application will replace the
current manual survey.  The automated telephone
survey should be cost effective and just as accurate if
we can encourage the taxpayers to use the system and
not hang up prior to completing the survey.
        Moving from the manual telephone survey to an
automated survey, the IRS obtained the services of
Andersen Consulting (AC) to complete a series of
cognitive tests.  The objective was to develop the most
efficient automated survey that taxpayers would be
willing to complete.
        As part of the study, several areas within the IRS
worked with AC to complete the following activities:
        Expert Review —  This expert review of the
CSSS application used best practices in order to suggest
revisions to improve usability of the scripts and identify
problem areas for cognitive testing.  Exploration was
done to find published documentation regarding
automated survey research techniques and practices.
        Cognitive Testing —  This portion of the study
consisted of cognitive testing of the CSSS scripts using
concurrent think aloud procedures.  Rather than using a
simulated environment for the testing, actual callers to
the Atlanta Call Site were asked to participate in
cognitive testing after they completed their call.
        Rapid Prototype Study —  The final portion of
the study used a Voice Response Unit (VRU) which


played different scripts (or Scenarios) for a caller.  The
purpose was to gather data for different length scripts,
different scales, and call types.  Participants in the
prototype tests were solicited by a group of customer
service representatives (CSR’s) who asked each
taxpayer to participate in the survey. If they agreed,
they were transferred to the prototype VRU application.


Results from the Expert Review


        The automated script was revised more than ten
times, based on listening to the script after recordings
were made and on recommendations from past
experience with automated survey scripts. The result
was a very organized script, which was easy to use for
the callers.  The script was then tested qualitatively and
quantitatively with the Cognitive and Prototype tests.


Methodology and Results From the
Cognitive Testing


        The cognitive testing was completed during the
week of December 14-18, 1998, using
telecommunication monitoring equipment installed at
the Internal Revenue Service’s New Carrollton Federal
Building.  The test included 25 taxpayers that phoned
the IRS Atlanta Call Center for assistance.  The IRS
decided that the best possible test process would
include real callers. The 25 participants were divided
into two groups of participants:


• Phase 1 - 15 taxpayers were asked to think aloud as
the survey script was read to them.  They completed the
required survey actions as they would using the keypad
of a telephone.  Once they completed the first phase,
major issues were identified and changes were made to
the script.


• Phase 2 - 10 taxpayers were asked to complete the
survey, but their think-aloud responses were restricted
to areas in which they had difficulties or confusion.


        Two members of the AC staff completed the
cognitive interviews.  The first person simulated the
VRU by reading the question and playing back the
confirmation response to the caller.  The second AC
team member probed the caller and documented
responses, opinions, and perceptions.   Following the
call, a post-survey interview was conducted to gather
additional information.  The process worked extremely
well and was easily set up with minimal cost and effort.







Key findings from the Cognitive Testing


        Table 1 summarizes the key findings resulting
from the cognitive testing.  The four main points
highlight differences that were significant between
phase 1 and 2 as well as aspects of the automated
survey that were changed from phase 1 through to
phase 2.  The findings, coupled with the corresponding
results, allowed the IRS to understand the behavior of
taxpayers and make changes that improve the efficiency
of the survey.
        Table 2 provides a summary of responses to a
survey conducted following the cognitive interview for


each taxpayer.  The table shows different responses to
several questions between phase 1 and phase 2 of the
cognitive interviews.  The data indicate a general trend
of improvement in ease, willingness, and information to
answer questions between the first and second phase of
cognitive testing.
        Note: These data, from each of the two groups of
taxpayers, show the amount and percent difference
between them. Each row of data is ranked from the
largest difference to the smallest.  The three areas with
the greatest difference are shaded gray.


Table 1:  Key Findings from Cognitive Testing


Finding # Issue Method Result


1


Cognitive interviews allowed
for a general improvement in
specific questions found on
the automated survey


Through the cognitive process,
callers verbalized difficulty and
confusion regarding the wording
of several questions on the survey


Following Phase 1, certain questions were rephrased, while clearer
instructions were prefaced before the questions.


2


Scaling responses to
questions-Comparing the 1-4
Scale (i.e. very dissatisfied –
very satisfied) to the 1-7 Scale
(larger number identifies
greater satisfaction)


Participants in Phase 1 were given
both scales in answering questions
in a randomized fashion.  After
completing the survey, the
participants were asked which
scale they preferred.


Post interview results revealed that ten of fourteen users (71.4%)
preferred the 1-4 Scale.


3


Repeated instructions
regarding the “type ahead”
feature increased the usage of
this feature in the second
phase.


Participants in the second phase
were given multiple instructions
stressing the awareness of this
feature.  The “type ahead”
instructions were only provided
once during phase one.


Phase 1: 9 of 15 participants (60%) used "type ahead."  Phase 2: 8
of 10 participants (80%) used "type ahead."


4
Use of “STAR” key (repeat
question feature) diminished
in Group 2.


Participants in both phases were
given option of pressing the
“STAR” key to repeat the prior
question.


Phase 1: 7 of 15 participants (46.7%) used the “STAR” key to
repeat one or more questions. Phase 2: 2 of 10 participants (20%)
used the “STAR” key.  Slight wording changes to questions,
removal of vague language, and other minor system revisions
probably led to this decrease in the usage of the “STAR” feature.







Table 2:  Summary of Responses from Post-Cognitive Interview Survey


Score* Improvement
Interview Question


Phase 1 Phase 2 Amount* Percent


1. Overall Ease or Difficulty of This Survey 1.9 2.3 0.4 19


2. Willingness to Use This Automated Survey 2.3 2.6 0.3 14


4. Sufficient Information to Answer Questions 2.2 2.5 0.3 12


6. Ease of Understanding the Survey Instructions 2.9 3.0 0.1 2


7. Appropriateness of Survey for Participants' Knowledge and
Experience 2.9 3.0 0.1 2


3. Ability to Do the Survey Correctly 2.9 2.9 0.0 0


8. Awareness of "Type Ahead" and Ability to Use It N/A 2.9 N/A N/A


Average Improvements  (for questions with scores) 2.5 2.7 0.2 8


*A 3.0 scale where 3.0 is the highest score.


Methodology and Results from Prototype Tests


        The purpose of the Prototype testing was to
determine how response rates would vary given the
number and type of questions on the automated
telephone survey.  To our knowledge, there is
inconclusive documentation in the field relating to the
optimal number of questions that should be included on
an automated survey while still maintaining a
respectable response rate.  One belief is that an
automated survey should not exceed about ten
questions, because a caller may become impatient with
the survey and simply terminate the call.  Our study set
out to determine how many questions could be included
while still maintaining credible response rates.
        For the non-tax season prototype test (conducted
in December 1998), it was agreed to run scripts of
various lengths from 8 to 30 questions in order to see
what effect the length of survey had on user hang-up
rates.  Based on the objectives for the non-tax season
prototype test, different scenarios were developed.  For
each call type, four different scripts were developed of
different lengths.  Each script was tested, first with 50
callers using the 1-4 scale, and then with 50 callers
using the 1-7 scale.  A scenario was defined as a test
with a script of a certain length, using a certain scale,
and consisting of a particular call type.  Each scenario
was tested with 50 callers.  The prototype VRU
application took care of switching from scenario to
scenario as soon as 50 callers had been surveyed.
Following the non-tax season prototype test,
improvements were made to the script with the intent of
collecting additional data during the tax season.
        The objective of the tax-season prototype test was


to investigate two scenarios with similar attributes to
those planned for the future pilot test in the summer of
1999.  The first scenario used 20 questions for Account
Call System (ACS) callers and 16 questions for toll-free
callers.  The second scenario had 14 questions for ACS
callers and 12 questions for toll-free callers.  Each
scenario had 300 callers.  However, there was no
control of the blend of ACS and toll-free callers.
        Based upon the results of the cognitive interviews
and the first phase of the prototype tests, it was decided
to use a 1-4 response scale for the tax season test.  The
1-4 scale was now somewhat different, however, in that
it allowed one negative entry and three positive entries
rather than the two negative entries and two positive
entries utilized during the non-tax season testing.  The
wording of questions was done in a way to determine
the caller’s satisfaction with the services provided.
        Data from the first phase of the prototype test
provided conflicting results.  On the negative side, the
initial transferring of taxpayers from Customer Service
Representatives to Quality Reviewers revealed a rather
low participation rate for the automated survey.  Of the
nearly 3,000 phone calls to CSR’s, only about one-third
of the taxpayers agreed to be transferred from a CSR.
This lower than expected participation rate was
partially due to the CSR’s not understanding or
following the instructions properly when transferring
taxpayers to the Quality Reviewer.  Other
telecommunication and data collection problems also
hindered participation among taxpayers. Table 3
provides a quick overview of the limited success the
IRS had during phase 1 in transferring callers from
CSR’s to the automated survey.


Table 3:  Phase 1 – Customer Service Representative Transfer to Automated Survey Analysis


Total Calls Gated Calls Successfully Transferred  Participation Rate


2,953 880 31.9%







Table 4:  Phase 1 of Prototype Test  (Non-tax Season) – Hang-up Rates by Scenario


Surveys
Scenario Number of


Questions Call Type
Transferred Completed


Hang-up Rate


8 Toll-Free 100 90 10.0%
1


9 ACS 98 85 13.3%


12 Toll-Free 47 32 31.9% *
2


14 ACS 100 87 13.0%


20 Toll-Free 100 82 18.0%
3


24 ACS 100 77 23.0%


26 Toll-Free 100 63 37.0%
4


30 ACS 14 11 21.4% *


* Situations where computer malfunction or human error occurred


        Results from the Phase 1 Prototype Test
summarized in Table 4 clearly show how hang-up rates
gradually increase as the number of questions increase
on the automated survey.  The prototype test shows that
most callers will complete the survey, but as the length
of the survey increases, they tend to hang up at a higher
rate.  It would appear that the percentage of completed
surveys remained credible through the 20-24 question
range.
        Table 5 summarizes the participation rate from the
tax-season phase of the prototype test.  The
participation rate effectively doubled from phase 1 to
phase 2 of the study.  Participation rates during phase 2
were more in line with what we expected compared to
phase 1.  Additional field training and awareness of the
survey could further improve the participation rate of
the IRS automated customer satisfaction survey.
        Table 6 summarizes hang-up rates for phase 2 of


the prototype test.  In contrast to intuition, the hang-up
rates for ACS calls decreased as the number of survey
questions increased, while hang-up rates for toll-free
calls, during phase 2, increased as the number of survey
questions increased. The nature of the call could be a
possible explanation for the difference in rates between
the two types of calls.  ACS callers must identify
themselves during the call, leading to a situation where
the taxpayer feels they should participate in the
automated survey.  On the other hand, toll-free callers
don’t always identify themselves during a call.
Consequently, the toll-free caller might not be as
persuaded to complete an automated survey.  In any
case, results from phase 2 of the prototype test reveal an
inconclusive picture.  Additional data should be
collected before making any clear statements about
participation rates for the automated surveys.


Table 5:  Phase 2 - Participation Rates


Total Calls Gated Calls Successfully Transferred Participation Rate


1,174 762 64.9%


Table 6:  Phase 2 of Prototype Test  (Tax Season) – Hang-up Rates by Scenario


Scenario Number of
Questions Call Type Surveys Transferred Surveys Completed Hang-up Rate %


12 Toll-Free 226 183 19.0
1


14 ACS 70 59 15.7


16 Toll-Free 227 159 30.0
2


20 ACS 76 70 8.0







General Recommendations and Conclusions


        Based on the results of the entire CSSS Usability
Research Study, it is recommended that a pilot test
version of the CSSS application should:


• Be similar enough to the manual survey in order to
correlate manual and automated survey data.


• Be configurable to allow elimination of questions
so as to shorten the survey time and increase
participation rates if needed.


• Use the 1-4 scale.


• Provide clear instructions regarding the ability to
use “type-ahead”.


• Provide prompts on the use of the “*” key until the
user has made use the first time.


• Provide adequate length of time in the timeout
values so that callers can use a telephone with touch-
tone keys in the handset.


• Collect data on the use of the “9” response to
support research into the issues that cause this response
to be used.


• Limit ability to add questions by providing
placeholder questions that can be turned on after
prompts are recorded.


        The CSSS should also make use of the scenario
that asks the largest number of questions and still
maintains a credible response rate.  From Phase 1, the
scenario that best achieves this goal is Scenario 3,
which asks 20 questions for non-ACS callers and 24
questions for ACS callers, while maintaining
completion rates of 82 percent and 77 percent,
respectively.  From Phase 2, the preferred scenario is
scenario 1, which asks 12 questions for non-ACS
callers and 14 questions for ACS callers, while
maintaining completion rates of 81 percent and 84
percent, respectively.  The plan for a summer 1999 pilot
test is to use an automated survey similar to scenario 2
of the second phase of the prototype report.


SOURCE: Turning Administrative
Systems Into Information Systems,
Statistics of Income Division,
Internal Revenue Service, as
Presented at the 1999 joint
Statistical Meetings of the American
Statistical Association, Baltimore,
MD., August, 1999.
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Attrition in the Individual Income Tax Return 
Panel, Tax Years 1999-2005


by Victoria Bryant, Internal Revenue Service


T ax policy research increasingly relies on panel 
data to study behavioral changes.  Longitudinal 
fi les allow researchers to study how the same 


taxpayers react to tax law changes and how the tax sys-
tem affects these taxpayers over a number of years as 
taxpayers’ incomes rise and fall.  While panels have 
many signifi cant benefi ts to behavioral research, they 
are not without problems.  Attrition, for example, can 
undermine the validity and misrepresent the results of 
many policy analyses.  This paper looks at attrition as 
found in the 1999 Individual Income Tax Return Panel 
(Edited Panel), produced by Statistics of Income (SOI).  
This paper will focus on the magnitude and sources of 
attrition within the panel, spanning 7 years from 1999 
through 2005.


Two previous papers have described the design of 
this panel and presented a fi rst look at the data.1  This 
paper will go beyond these papers by scrutinizing the 
presence and magnitude of attrition over a 7-year pe-
riod.  First, the paper will take a brief look at the data.  
Second, it will defi ne and analyze the presence of attri-
tion in the Edited Panel.  Third, it will look closer by 
examining the possible causes and predictability over 
time.  And fi nally, it will summarize the results and dis-
cuss future research. 


The Data


The 1999-2005 Edited Panel is a prospective panel 
sampled from individual tax returns fi led for Tax Year 
1999.  Selection was based on a stratifi ed subsample of 
the 1999 SOI cross-sectional fi le, or Complete Report, 
which was then reweighted to match the Complete 
Report population estimates.  The panel follows both 
primary and secondary taxpayers reported on selected 
1999 tax returns; after initial weights are computed, 


subsequent years’ weights in general will not change.2 
If a base-year taxpayer fi les a return in any subsequent 
year, either as a primary or secondary taxpayer, the re-
turn is selected for inclusion.


It is normal for a panel to lose members as time 
progresses.  The important questions are the magnitude 
and causes of that loss.  Table 1 compares the yearly 
weighted sum of the 1999-2005 Edited Panel against 
the SOI Complete Report, for 1999 and 2005.  For 
1999, both the Edited Panel and the Complete Report 
represented 127 million tax returns.  By 2005, the Com-
plete Report represented 134 million returns, while the 
Edited Panel only represented approximately 105 mil-
lion returns, a more than 20-percent difference.  Most 
differences are for AGI classes of below $25,000; these 
differences range from 24 percent to 63 percent. This 
most signifi cant drop, 63 percent, is for the AGI class 
of $1 to $5,000.  AGI classes above $50,000 show lim-
ited loss.  


As mentioned before, the panel does not follow tax 
returns; it follows taxpayers who fi le tax returns.  Table 
2 shows the number of taxpayers present in each year of 
the panel.  As compared to Table 1, 177 million taxpay-
ers were reported on the 127 million returns for 1999.  
While the panel begins with 177 million taxpayers, by 
2005, 27 million or 15 percent of taxpayers are lost, 
leaving only 150 million taxpayers present in 2005.  


Defi nition and Distinctions of 
Attrition


Balanced panels, where each base-year unit is present 
in all years, are the most straightforward type of panel 
to use in analyzing behavior, requiring no data manip-
ulation or additional analysis assumptions.  Figure 1 


This paper was originally presented at the American Statistical Associations's Joint Statistical Meeting in Denver, CO, in August 2008.
1  See Weber, (2005) and Weber (2006).
2  See Weber (2005).
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expresses this concept by showing colored blocks for 
each year taxpayers 1-4 fi led a return.  When working 
with an unbalanced panel, records missing will fall into 
one of two forms, intermittent fi lers and attrition.


Intermittent fi lers are present in the base year, miss-
ing for at least 1 year after, and then later reappear for 
at least one additional year.  To clarify, suppose Filer 5 
of Figure 2 was selected into the Edited Panel in 1999.  
Filer 5 has a low-paying job and usually is not required 
to fi le a return.  In 2000, 2001, 2003, and 2004, his 
income was below the minimum threshold, and, there-
fore, he chose not to fi le.  In 2002 and 2005, however, 
his income was above the minimum, and, therefore, he 
did fi le.  Filer 5 is an intermittent fi ler.  Note that, while 
Filer 5 appears in 2005, a 2005 return is not required to 
be classifi ed as an intermittent fi ler.  While patterns of 
intermittent fi ling are interesting and should be exam-
ined, this is reserved for future work.  


Attrition, on the other hand, is defi ned as fi lers 
who are present in the base year and every subsequent 
year until dropping out before 2005 and not returning.  
For example, suppose Filer 9 of Figure 3 was selected 
into the Edited Panel in 1999.  Filer 9 continues to fi le 
through 2003.  At the end of 2003, she retires, and her 


income drops below the minimum requirement to fi le.  
Thus, for 2004 and 2005, she does not fi le a return.3  


This defi nition plays off the notion that these taxpayers 
would have been included in the balanced panel had 
they continued fi ling.  Contrary to intermittent fi lers, 
whose missingness may be due to a taxpayer’s periodic 
changing circumstance, attrition provides information 
pertaining to a permanent taxpayer change.


Table 3 addresses the progression toward a bal-
anced panel by showing the number of taxpayers who 
were present in all years of the panel.  Through 2005, 
only 140 million taxpayers remained present in all 
years; a loss of 37 million taxpayers, or 21 percent over 
the 7-year period.  Of the 37 million taxpayers lost from 
the balanced panel, 13 million were intermittent fi lers, 
and 24 million, 65 percent of the missing, dropped out.  
The third column shows the difference between years.  
The change, while fl uctuating between 3 percent and 4 
percent, is very consistent over time and suggests that, 
each year, we can expect to lose approximately 3.5 per-
cent of taxpayers. 


As mentioned before, intermittent fi lers introduce 
missing data into the panel but, due to their subsequent 
return, may not provide researchers with information 
pertaining to a change in fi ling behavior. Table 4 ex-
amines the prevalence of intermittent fi lers across all 
7 years.  Of the nearly 13 million taxpayers who fi led 
intermittently, over 75 percent, or 9.8 million, fi led a 
2005 return.  The second largest group of intermittent 
fi lers (1.5 million) is those who fi led in 1999, left some 
time after, returned and fi led a 2004 return, and left 
without fi ling a 2005 return.  An explanation for a large 


 '99  '00  '01  '02  '03  '04  '05
Filer 5
Filer 6
Filer 7
Filer 8


 '99  '00  '01  '02  '03  '04  '05
Filer 5
Filer 6
Filer 7
Filer 8


Figure 2.


 '99  '00  '01  '02  '03  '04  '05
Filer 9


Filer 10
Filer 11
Filer 12


 '99  '00  '01  '02  '03  '04  '05
Filer 9


Filer 10
Filer 11
Filer 12


Figure 3.


 '99  '00  '01  '02  '03  '04  '05
Filer 1
Filer 2
Fil 3


 '99  '00  '01  '02  '03  '04  '05
Filer 1
Filer 2
Filer 3
Filer 4


Figure 1.


3  For the 1999-2005 fi le, these fi lers are defi ned as dropping out.  Later fi les may pick up a late return and, thus, redefi ne these fi lers as 
either intermittent fi lers or balanced panel fi lers.
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portion of this 1.5 million is due to later fi lers.  To bet-
ter understand this, Table 5 compares the tax year of a 
return versus the year it was processed.  For simplifi ca-
tion only, returns in the balanced panel are examined.  
We fi nd this same trend occurs for the unbalanced panel 
as well.  For Tax Year 1999, over 1.8 million taxpay-
ers fi led late; for Tax Year 2000, 1.6 million taxpayers 
fi led late.  This trend continues on through Tax Year 
2004 with 1.4 million taxpayers fi ling late.  Thus, of 
the 1.5 million intermittent taxpayers not present in 
2005, we can expect a majority to fi le a Tax Year 2005 
return.  Table 6 breaks out the 9.8 million taxpayers, 
noted above, into the fi rst year the intermittent fi ler was 
absent.  The percentage of taxpayers’ fi rst year missing 
seems to decline over time.  More work on intermittent 
fi lers will need to be conducted to determine if this is in 
fact predictable over time.  


Tax policy analysts are still debating the appropri-
ate imputations for these intermittent fi lers.  This is an 
area of further research but most likely would involve 
imputation attempts using the methods of Multiple 
Imputation or Maximum Likelihood.4 These methods 
would solve the missing data problem created by in-
termittent fi lers.   The application of these approaches 
is beyond the scope of this paper and is left for future 
work.   Looking back at Table 4, if a method is in place 
for computing missing data, the 9.8 million taxpayers 
present in 1999 and 2005 can be redefi ned as in balance 
and added to the count of balanced panel members, and 
3 million taxpayers may be recategorized as attrition.  
Again, however, this is left for future work.


Assuming we can correctly impute intermittent 
fi ler information, attrition becomes the difference be-
tween the balanced panel (with imputation of inter-
mittent fi lers) and the overall unbalanced panel.  As 
mentioned above, of the 37 million taxpayers who are 
missing from the balanced panel, nearly 24 million, or 
65 percent of missing taxpayers, are missing due to at-
trition.  Table 7 shows the number of taxpayers who 
have dropped out by the fi ling year they stopped ap-


pearing, i.e., no return was fi led for the listed year.  In 
general, the number dropping out per year is steady 
over time.


Partitioning Attrition


Again, we found the rate of attrition each year consis-
tent over 5 of the 6 years in which attrition is measured.  
Several reasons for attrition are available.  The most 
cited reason throughout attrition work is death.  When 
looking at death rates, we expect to see consistency 
over time.  Table 8 breaks out the number of taxpayers 
dropping out by year of death.  Of the 23.9 million tax-
payers who dropped out over the life of the panel, over 
a quarter, or 6.3 million taxpayers, drop out because of 
death.  Notice, however, that the death rate in Tax Year 
2005 is driving down the overall rate of attrition due to 
death; by removing this year, the overall rate is a third 
of overall attrition.  Much like the total rate of attrition, 
the rate of attrition due to death is consistent over 5 
out of 6 years, ranging from 26 percent to 32 percent.  
Given the late fi ling of returns, we expect the fi nal 2005 
attrition rate to drop and consequently the percentage 
of yearly attrition due to death to increase to approxi-
mately match earlier years.  


While deaths explain nearly a third of attrition, tax 
return fi ling requirements explain much of the remain-
der.  The overarching requirement for fi ling a tax re-
turn is based on gross income level.  In general, for Tax 
Year 1999, an individual should have fi led a return if 
his or her gross income was over $7,050 if single and 
$12,700 if married, with exceptions.5  Table 9 examines 
the number of taxpayers who drop out by their last re-
ported Adjusted Gross Income (AGI) in 1999 dollars.  
Because of the IRS minimum requirement to fi le, it is 
not surprising to see that, for taxpayers who stopped 
reporting after 1999, the distribution is skewed around 
lower AGI classes, with 63 percent of total attrition in 
the AGI classes below $15,000.  Census reported in 
2000 that the second lowest quintile for mean house-
hold income in 1999 was $24,436.6  Thus, in 2000 


4  See Allison (2002) for more detail. 
5  IRS, Publication  17, Table 1-1.
6  Table C of “Money Income in the United States,” Current Population Report, September 2000, page xii.
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alone, 63 percent of the panel’s attrition occurs in the 
bottom quintile of the household income distribution.  
Subsequent years show the same pattern persisting; 
taxpayers who drop out in the following year tend to 
have a low AGI.  The only year in which the amount 
drops below half, at 45 percent, is 2005.  In the future, 
we plan to match taxpayers to information documents 
(e.g., W-2), and, hopefully, this will support the low-
income explanation for attrition.  


The Edited Panel uses the Taxpayer Identifi cation 
Number (TIN) to identify members of the panel and 
to sample their returns in subsequent years.  While 
most tax returns list Social Security numbers (SSNs) 
provided by the Social Security Administration (SSA), 
many nonresidents, resident aliens, or other taxpayers 
who cannot get a Social Security number report an In-
dividual Taxpayer Identifi cation Number (ITIN) pro-
vided by the Internal Revenue Service.  When taxpay-
ers using an ITIN receive an SSN, they are required to 
use the SSN on subsequent returns instead of the ITIN.  
SOI does not possess a crosswalk of ITINs and SSNs, 
and, so, unless these taxpayers fi le jointly with anoth-
er panel member, the returns will not be sampled for 
the Edited Panel.  Table 10 looks at attrition based on 
ITINs.  Overall, only 1.6 percent of those dropping out 
have an ITIN; consequently, ITINs are a minor cause of 
attrition.  However, additional analysis of ITIN attrition 
still needs to be done because of the unique population 
it represents.


Other causes of attrition examined included age, 
marital status, gender, and number of dependents.  In-
dependent of other previously examined causes, none 
showed any discernable trends.  This is most likely 
due to the fact that requirements to fi le are based sole-
ly on amount of income, set at different limits based 
on fi ling status and age.  Therefore, the tendency for 
lower-income fi lers to drop out at higher rates than up-
per-income fi lers is the underlying cause for any other 
patterns in the examined demographics.


We have seen attrition is distributed evenly from 
2000 through 2005, death accounts for a third of attri-
tion, and, of the remaining two-thirds, the majority of 
attrition may be explained by fi ling requirements.  Go-


ing forward, more work is needed to determine whether 
attrition in the Edited Panel is a random event.  If attri-
tion is deemed random, then analysis excluding attri-
tion is justifi able, and, therefore, analysis will provide 
valid inferences.  If, however, attrition is not random, 
then analysis can lead to invalid inferences.  This ulti-
mately reduces the explanatory power.


Conclusions


The goal of this paper was to examine the magnitude 
and source of attrition within the 1999-2005 Individual 
Income Tax Return Panel.  Because many longitudinal 
models use balanced data, we looked at taxpayers miss-
ing from the balanced panel falling into two forms—
intermittent fi lers and attrition.  Looking back to Table 
3, of the 37 million taxpayers who failed to survive all 
7 years of the panel, 13 million were classifi ed as in-
termittent fi lers; we later saw that 76 percent of these 
fi lers returned to fi le a Tax Year 2005 return.  This left 
nearly 24 million taxpayers, 65 percent of all missing 
returns, falling under the category of attrition.


When examining attrition, we observed the over-
all rate was consistent and reasonably predictable.  To 
determine possible sources, we examined several de-
mographics and were able to narrow the list to three 
independent causes.  These were deaths, low incomes, 
and Taxpayer Identifi cation Number changes.  We saw 
that death caused 26 percent of overall attrition and was 
reasonably consistent at 30 percent for 5 years of the 6 
years possible.  If prior-year Adjusted Gross Incomes 
are good proxies for actual current-year incomes, then, 
of the remaining attrition, over 70 percent of dropouts 
have an AGI lower than $20,000.  Finally, we were able 
to conclude that having an ITIN supplied by IRS had 
very little effect on attrition over time, being found at 
most in 2000 with only 2.4 percent of attrition.   No 
other possible causes we examined seemed to affect 
attrition when taken independently of the three previ-
ously mentioned causes.


While the focus of this paper was on the demo-
graphic confi guration of attrition in the 1999-2005 Ed-
ited Panel, we are looking to expand this research in 
several different directions.  The next step is to test the 
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hypothesis of random attrition.  Once this has been de-
termined, we can more accurately impute missing data.  
We are interested in attaching information documents 
to each of the panel members to extrapolate possible 
reasons for dropping out.  This will also be benefi cial in 
the imputation of missing data.  Finally, we hope to ex-
amine trends in late fi ling to see if some taxpayers we 
categorized as dropping out, would in fact have been 
present had we extended the length of this panel.  
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Cross Section Edited Panel Difference Cross Section Edited Panel Difference


All taxpayers, total 127,075,144 127,033,386 0% 134,372,678 104,631,132 22%
Taxpayers on returns reporting:
   No adjusted gross income 1,066,171 1,016,365 5% 1,761,041 1,225,033 30%
   $1 under $5,000 13,349,971 13,266,914 1% 11,476,415 4,207,812 63%
   $5,000 under $10,000 12,979,714 12,945,300 0% 12,114,236 6,040,020 50%
   $10,000 under $15,000 12,275,717 12,226,560 0% 11,635,684 7,415,327 36%
   $15,000 under $20,000 11,783,174 11,742,379 0% 11,126,599 7,830,323 30%
   $20,000 under $25,000 9,967,211 9,963,957 0% 9,784,167 7,409,485 24%
   $25,000 under $30,000 8,392,769 8,395,154 0% 8,738,107 7,312,297 16%
   $30,000 under $40,000 13,288,379 13,370,852 -1% 13,940,405 12,055,500 14%
   $40,000 under $50,000 9,870,199 9,812,207 1% 10,618,506 9,769,666 8%
   $50,000 under $75,000 16,755,560 16,897,458 -1% 18,351,037 17,347,218 5%
   $75,000 under $100,000 7,811,626 7,755,507 1% 10,449,989 10,047,796 4%
   $100,000 under $200,000 7,104,712 7,186,048 -1% 10,810,367 10,557,383 2%
   $200,000 under $500,000 1,876,561 1,891,573 -1% 2,737,802 2,588,000 5%
   $500,000 under $1,000,000 348,256 355,705 -2% 524,506 529,159 -1%
   $1,000,000 or more 205,124 207,407 -1% 303,817 296,113 3%


Size of Adjusted Gross Income
Number of Tax Returns, 2005Number of Tax Returns, 1999


Table 1:  Comparison of Tax Return Totals between the Edited Panel and 
the 1999 and 2005 Cross Sections, by AGI


Base Year, 1999 177,004,496 100%
2000 169,207,774 96%
2001 165,234,603 93%
2002 161,331,140 91%
2003 158,155,749 89%


* 2004 154,784,743 87%
* 2005 150,006,545 85%


Total taxpayer loss 26,997,951 15%


Percent of 
Base Year


Number of 
Taxpayers


Filing Year


*Information subject to change in future years due to late 
filers.


Table 2:  Number of Edited Panel Taxpayers 
Present for Each Tax Year
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Present in listed year and all prior 
years Number of Taxpayers


Percent of 
Base Year


Difference 
Each Year


1999 177,004,496 100%
2000 169,207,776 96% 4%
2001 162,846,071 92% 4%
2002 156,940,781 89% 3%
2003 151,657,972 86% 3%


* 2004 146,389,679 83% 3%
Balanced Panel  * 2005 140,201,283 79% 3%


Total missing from balanced panel 36,803,213 21%
Intermittent filers 12,867,629 7%


Total attrition 23,931,579 14%
*Information subject to change in future years due to late filers.
(1)  A Balanced Panel has an equal number of time series and cross sectional observations.
(2)  Intermittent filers are those present in base year, missing in at least one subsequent year, 
      then present again for at least 1 additional year.
(3) Attrition is the number of taxpayers filing in base year and all subsequent years and
     then missing for all remaining tax years.


Table 3:  Number of Taxpayers Filing for All Previous Tax Years and 
the Difference Due to Intermittent Filing or Dropping Out


Number of
Taxpayers


Present in 1999 and 2005,
 ceasing in middle year(s) 9,805,260 76%


 Stopped filing during TY(1) 
2002 236,266 2%
2003 466,722 4%


* 2004 828,577 6%
* 2005 1,530,804 12%


Total 12,867,629 100%
(1) Need minimum of 3 years to establish intermittency,
    one year present, one year missing, and one year back.


Percent 
Intermittent


Table 4:  Number of Taxpayers who Filed Intermittently
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Processing year 1999 2000 2001 2002 2003 2004 2005
1999 138,417,227 0 0 0 0 0 0
2000 1,355,947 138,551,438 0 0 0 0 0
2001 428,110 1,296,859 138,560,756 0 0 0 0
2002 0 227,437 1,211,785 138,692,796 0 0 0
2003 0 74,267 298,532 1,116,019 138,593,541 0 0


2004* 0 15,204 85,877 242,507 1,253,203 138,754,299 0
2005* 0 36,079 44,334 149,962 354,540 1,446,984 140,201,283
Total 140,201,284 140,201,284 140,201,284 140,201,284 140,201,284 140,201,283 140,201,283


Table 5:  Number of Taxpayers Who Were Present All 7 Years by Year in Which They Filed and Corresponding Tax Year


Note: A return filed in listed processing year refers to the current tax year at the time.  Processing years larger than filing years are late filers.


Filing year


Tax Year
2000 2,812,351                                    29%
2001 2,200,731                                    22%
2002 1,946,675                                    20%
2003 1,589,398                                    16%


* 2004 1,256,105                                    13%
Total 9,805,260                                    100%


Percent of IntermittentNumber of Taxpayers


Table 6:  Number of Intermittent Taxpayers Who Were Present in 
1999 and 2005, By Absent Year


*Information subject to change in future years due to late filers.
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Table 8:  Attrition Due to Death, by Year of Death


2000 3,719,911 1,093,105 29%
2001 3,295,433 1,048,083 32%
2002 3,347,999 1,082,684 32%
2003 3,369,678 1,017,504 30%


* 2004 4,012,187 1,036,157 26%
* 2005 6,186,371 983,638 16%


All taxpayers, total(1).. 23,931,579 6,261,171 26%
* Information subject to change in future years due to late filers.
(1) Must have been present in all previous tax years.


Percent of 
Total Attrition


Number of 
Deaths


Number of 
TaxpayersYear of Death


Number of
Taxpayers


 Stopped filing before tax year 
2000 3,719,911
2001 3,295,433
2002 3,347,999
2003 3,369,678


* 2004 4,012,187
* 2005 6,186,371


23,931,579


Table 7:  Number of Taxpayers Who Filed a 1999 Return and 
Also Filed in Every Subsequent Year Until Permanently Leaving, 


by First Absent Year


*Information subject to change in future years due to late filers.


Total taxpayers who permanently left 
before 2005
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Table 9:  Attrition by Last Reported Adjusted Gross Income in 1999 Dollars


All taxpayers, total 177,004,496 3,719,912 2% 100% 3,295,434 2% 100% 3,348,000 2% 100%
Taxpayers on returns reporting:
   No adjusted gross income 1,389,937 121,068 9% 3% 74,022 5% 2% 128,001 9% 4%
   $1 under $5,000 13,896,882 877,546 6% 24% 778,057 6% 24% 696,449 5% 21%
   $5,000 under $10,000 14,337,330 807,906 6% 22% 648,963 5% 20% 661,066 5% 20%
   $10,000 under $15,000 14,308,884 544,291 4% 15% 490,055 3% 15% 471,305 3% 14%
   $15,000 under $20,000 14,514,677 337,464 2% 9% 321,718 2% 10% 332,332 2% 10%
   $20,000 under $25,000 12,693,114 243,194 2% 7% 232,462 2% 7% 219,589 2% 7%
   $25,000 under $30,000 10,932,736 135,817 1% 4% 102,939 1% 3% 152,368 1% 5%
   $30,000 under $40,000 18,700,685 195,776 1% 5% 196,020 1% 6% 189,210 1% 6%
   $40,000 under $50,000 15,152,781 119,287 1% 3% 115,248 1% 3% 142,467 1% 4%
   $50,000 under $75,000 29,063,192 160,512 1% 4% 165,871 1% 5% 172,833 1% 5%
   $75,000 under $100,000 14,183,382 73,375 1% 2% 66,444 0% 2% 66,291 0% 2%
   $100,000 under $200,000 13,287,376 66,982 1% 2% 76,875 1% 2% 91,175 1% 3%
   $200,000 under $500,000 3,509,441 31,740 1% 1% 18,362 1% 1% 18,129 1% 1%
   $500,000 or more 1,034,079 4,954 0% 0% 8,398 1% 0% 6,785 1% 0%


Taxpayers who Attrite
Number of 


Taxpayers in 
1999


Adjusted Gross Income
Percent of 
AGI Class


AGI in 2000
Percent of 
AGI Class


Percent of 
Attrition


Percent of 
Attrition


Percent of 
AGI Class


Percent of 
Attrition


AGI in 1999
Number of 
Taxpayers


Nubmer of 
Taxpayers


AGI in 2001
Number of 
Taxpayers


Table 9:  Attrition by Last Reported Adjusted Gross Income in 1999 Dollars—Continued


All taxpayers, total 177,004,496 3,369,679 2% 100% 4,012,188 2% 100% 6,186,370 3% 100%
Taxpayers on returns reporting:
   No adjusted gross income 1,389,937 104,940 8% 3% 118,630 9% 3% 188,100 14% 3%
   $1 under $5,000 13,896,882 625,842 5% 19% 732,447 5% 18% 970,857 7% 16%
   $5,000 under $10,000 14,337,330 692,750 5% 21% 757,304 5% 19% 985,208 7% 16%
   $10,000 under $15,000 14,308,884 534,319 4% 16% 529,513 4% 13% 650,929 5% 11%
   $15,000 under $20,000 14,514,677 318,837 2% 9% 378,989 3% 9% 565,325 4% 9%
   $20,000 under $25,000 12,693,114 225,783 2% 7% 298,224 2% 7% 428,470 3% 7%
   $25,000 under $30,000 10,932,736 158,060 1% 5% 167,472 2% 4% 286,012 3% 5%
   $30,000 under $40,000 18,700,685 221,900 1% 7% 321,190 2% 8% 459,031 2% 7%
   $40,000 under $50,000 15,152,781 121,050 1% 4% 198,610 1% 5% 392,499 3% 6%
   $50,000 under $75,000 29,063,192 193,171 1% 6% 264,084 1% 7% 568,166 2% 9%
   $75,000 under $100,000 14,183,382 80,250 1% 2% 115,713 1% 3% 261,031 2% 4%
   $100,000 under $200,000 13,287,376 67,639 1% 2% 98,180 1% 2% 320,303 2% 5%
   $200,000 under $500,000 3,509,441 20,328 1% 1% 28,479 1% 1% 87,258 2% 1%
   $500,000 or more 1,034,079 4,810 0% 0% 3,353 0% 0% 23,181 2% 0%


Taxpayers who Attrite


Adjusted Gross Income
Number of 


Taxpayers in 
1999 Number of 


Taxpayers
Percent of 


Attrition
Number of 
Taxpayers


Percent of 
AGI Class


Percent of 
AGI Class


Number of 
Taxpayers


Percent of 
Attrition


Percent of 
AGI Class


Percent of 
Attrition


AGI in 2003 AGI in 2004AGI in 2002
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ATTRITION IN THE INDIVIDUAL INCOME TAX RETURN PANEL, TAX YEARS 1999-2005


Table 10:  Attrition by ITIN—listed Taxpayers


Taxpayers last reporting in:
2000 3,719,911 88,608 2.4%
2001 3,295,433 59,897 1.8%
2002 3,347,999 77,163 2.3%
2003 3,369,678 30,809 0.9%


* 2004 4,012,187 83,672 2.1%
* 2005 6,186,371 45,665 0.7%


All taxpayers, total 23,931,579 385,814 1.6%


Number of 
Taxpayers


Number of 
ITINs


Percent of 
Attrition








The Evolution of IRS Telephone Quality Measures 
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The Internal Revenue Service (IRS), tasked with 
collecting taxes from this country’s citizens, deals 
with more Americans than any other public 
institution.  Unfortunately, over the years, the tax law 
has increased in complexity and the myriad of forms 
has become confusing.  In an effort to assist 
taxpayers comply with the law, the IRS established a 
toll-free telephone service with Customer Service 
Representatives (CSRs) ready to help taxpayers with 
their tax related questions.  Since 1965, the IRS has 
offered this free telephone assistance to millions of 
taxpayers.  IRS assisters handled over 55 million 
telephone calls in fiscal year 2003 (October 2002 
through September 2003) and 15.8 million calls 
during filing season 2004 (January through mid-April 
2004) alone.  With this large volume of inquiries 
handled by telephone assisters, the accuracy of the 
information provided has a potentially large impact 
and is of interest to stakeholders both within and 
outside of IRS.  The way the accuracy of telephone 
assistance is measured has evolved over the years 
from test calls, to live monitoring of telephone calls, 
and soon, to contact recording.  This paper details the 
evolution of how the IRS monitors calls and the latest 
move from a pass/fail method of measurement to a 
defects-per-opportunity methodology.  It discusses 
the strengths and limitations of each method, the 
overall impact on quality rates, and future plans for 
improvement to the measurement process. 
 
Monitoring Taxpayer Calls for Quality 
Purposes 
 
One of the IRS’s major goals is to make its telephone 
operations a world-class customer service 
organization.   To do this, it is necessary to track the 
accuracy, efficiency, and quality of the service 
provided by those answering the telephones.  
However, when first implemented, the focus of 
telephone service review was only to evaluate 
employee performance.  Managers reviewed the work 
of CSRs and used the data gathered as feedback for 
employees’ performance appraisals and to identify 
training needs.   It wasn’t until the late 1980s that 
IRS attempted to measure the overall quality of the 
service provided to taxpayers. 
 


Managerial Review 
IRS’s first iteration of quality measurement consisted 
of managers reviewing their employees at each call 
site.  The manager would sit with an individual CSR 
and listen in on selected telephone calls.  When the 
call was complete, the manager was able to provide 
immediate feedback to the CSR on any errors made 
or on issues of timeliness or professionalism.  While 
better than no review at all, there were some 
drawbacks to this system.  First, the data gathered 
during telephone call monitoring were really intended 
for CSR performance review rather than a site or 
national measurement of quality.  Also, because 
managers monitored their own employees, complete 
impartiality of the reviews could not be guaranteed.  
Additionally, since managers sat with the CSRs, the 
assisters were aware they were being monitored.  
They could alter their behavior during calls that were 
reviewed:  Responding in a more professional 
manner, researching the tax issue more thoroughly, or 
adhering to their manual guidelines more fully.  
These changes could affect the quality of the call, 
giving IRS a skewed view of the performance of the 
employee, as well as the overall quality of the service 
provided to taxpayers.  Finally, because review of the 
CSRs was performed at each of the call sites, there 
were issues with the lack of consistency of reviews 
from manager-to-manager and site-to-site. 
 
Attempting to get a clearer picture of the actual 
service taxpayers received, IRS implemented 
technology that allowed managers to review CSRs 
remotely.  Without alerting the CSR, they could 
listen in on and review telephone calls from the 
privacy of their office, rather than sitting beside the 
assister as he or she was on the phone.  This 
transparency eliminated the problem of the CSRs 
knowing they were being monitored and modifying 
their behavior accordingly, but the issues of 
inconsistency of reviews from site-to-site still 
existed.  Additionally, the accuracy results from this 
process were generally very high and at odds with the 
Government Accounting Office’s (GAO) assessment 
of quality, further supporting the concern that the 
monitoring carried out at a local level was not 
impartial.   
 
Integrated Test Call Survey System 
In an effort to eliminate these concerns, the Service 
implemented a new program in addition to the 
managerial review, the Integrated Test Call Survey 







System (ITCSS).   This system, established in 1988, 
was designed to produce a national estimate of 
quality rather than relying on managerial review of 
employees to establish the measurement and to 
provide timely feedback to call sites.  The sites could 
then use the feedback to target specific areas for 
improvement, then assess the success of their efforts.  
Under ITCSS, a centralized group of quality 
reviewers called into the toll-free IRS tax law 
assistance line, posed mock questions to CSRs, and 
rated the quality of the responses given.  The creation 
of this centralized review process, where independent 
reviewers received identical training and held regular 
meetings on how to rate calls consistently, reduced 
the inconsistency and impartiality of rating the 
quality of service provided to taxpayers at the local 
level.  Of course, this method of measurement also 
introduced other issues.  Although the universe of test 
calls was modeled closely after the volume and topic 
of taxpayer inquiries, this national sample was not a 
sample of the universe of actual taxpayer calls, but a 
review of responses to fabricated questions, posed by 
persons other than real taxpayers.  Any data gathered 
from this test was an artificial measurement of the 
accuracy of information IRS assisters provided to the 
public.  Additionally, ITCSS measured tax law calls 
only.  For most other types of calls coming in on the 
IRS toll-free lines, it is necessary to know the identity 
of the caller and access their tax records to 
completely and accurately respond to their inquiry.  
This would not be possible with test callers.  Also, 
after a time, even though the test questions were 
changed periodically, the CSRs were often able to 
identify calls from quality reviewers. 
 
Centralized Quality Review Site 
Because of the limitations of ITCSS, the IRS 
eventually moved away from the test call system and 
created the Centralized Quality Review Site (CQRS) 
in Philadelphia.  This site was established to 
centralize the IRS telephone review process into one 
location; to sample real, live calls from the universe 
of actual taxpayer inquiries; and to establish an 
estimate of the true level of service being provided to 
taxpayers.  They were also charged with 
standardizing the review process of telephone calls 
and centralizing IRS telephone quality review data 
into one database.   
 
The site, established in 1997, initially began with 
eight reviewers measuring the quality of tax law calls 
only.  Over time, further types of calls were added.  
The CQRS now has over 50 full-time reviewers who 
monitor tax law calls, taxpayer account-related calls, 
collections calls, calls from the tax-practitioner 
priority line, calls from U.S. taxpayers overseas, calls 


from employers seeking business taxpayer 
identification numbers, and all Spanish-language 
calls, as well as requests for IRS tax forms. 
 
The CQRS was able to establish an impartial 
measurement of quality for each call site and type of 
call by utilizing technology that enabled them to 
remotely monitor live taxpayer telephone calls 
coming into any IRS call site across the country.  
They reduced inconsistencies in the review process 
through holding regular consistency training, as well 
as utilizing a standard data collection instrument that 
gathered the same data elements for all calls and 
stored the information in a central database.  And 
because they were monitoring real, live calls, the 
quality measurement generated from the review data 
produced the clearest picture of the level of service 
provided to taxpayers since IRS implemented quality 
review. 
 
This standardization of the review process and 
improvement in the consistency of reviews was a 
major step toward accurately measuring the quality of 
service the IRS provided to callers.  Also, with 
remote monitoring, neither the caller nor the CSR 
was aware if their particular call was selected for 
review.  This transparency meant that the monitored 
response was real, typical of the type of 
taxpayer/CSR interaction, and not altered in any way.  
Despite these advances, many new issues were 
introduced as IRS moved to monitoring live taxpayer 
telephone calls.  Because the telephone calls were 
live, reviewers were required to monitor the calls 
real-time.  While this sounds innocent enough, real-
time monitoring had a tremendous impact on 
reviewer resources. 
 
Monitoring taxpayer telephone calls for quality in 
real-time consumes a considerable amount of 
resources.  Initially, the largest depletion was due to 
dead air.  A reviewer would dial into a site to monitor 
calls.  If there weren’t any available calls at that site 
(no taxpayers calling in or an unscheduled site 
closing), the reviewer wouldn’t know until listening 
to several minutes of silence or dead air.  With the 
acquisition of  software called Custom View, which 
allows the reviewers to see call traffic in the sites 
(real-time, less a 6 second delay), this problem was 
virtually eliminated.  However, that was not the only 
problem with real-time monitoring. 
 
 To select a call for review, the quality reviewer at 
CQRS dials into a designated telephone number for a 
given site and type of call and is then attached to the 
next incoming call.  The reviewer stays with the call, 
as long as it is in that particular site, able to hear the 







complete CSR/taxpayer interaction.  Because it is a 
live telephone call, the reviewer experiences what the 
taxpayer experiences, including time on hold or 
waiting for the next available assister.  Any hold or 
wait time is wasted time for a reviewer and can 
dramatically impact the number of telephone calls 
that he or she can monitor.  Unfortunately, there is no 
way to eliminate these phenomena when monitoring 
live telephone calls. 
 
Additionally, in order to sample from the entire 
universe of calls when monitoring in real-time, the 
CQRS must have reviewers scheduled during all 
times of day that the IRS call centers are open.  
Unfortunately, there are not enough review resources 
to cover all hours of operation, which are 7 a.m. - 2 
a.m. Eastern Time, meaning some calls are not 
subject to quality review.  The CQRS does have staff 
monitoring phone lines from 7 a.m.- 12 a.m., so only 
those calls received during the very early morning 
hours of 12 a.m.- 2 a.m., less than 3 percent of the 
total universe of taxpayer calls, are not subjected to 
sampling for quality review. 
 
Another minor issue associated with real-time 
monitoring is that the only record of the content of 
the call is the reviewer’s notes.  If the reviewer is 
unable to catch something that is said during the call, 
it can never be re-heard or recaptured.  A reviewer’s 
determination of the accuracy of the call is dependent 
upon what he or she is able to hear and jot down 
during the call.  This can become an issue if a call 
site objects to the reviewer’s evaluation of a call.  
Formal rebuttals from sites, requesting a re-
evaluation of monitored calls, are frequently sent to 
CQRS for response.  Unfortunately, since the 
disputed calls cannot be replayed, reviewer notes are 
the only evidence of what occurred during the call, 
leaving some room for continued disagreement. 
  
Independent of the problems associated with real-
time monitoring, is the issue of call transfers.  Using 
the current communications technology available at 
IRS, reviewers are unable to follow a call if it is 
transferred outside of the original site receiving the 
call.  If a customer service representative receives a 
call that he or she is unable to answer, they must 
transfer that call to another assister.   If that call is 
then routed to another call site, in the current 
telecommunications environment, the CQRS 
reviewer is unable to follow the selected call.  
Therefore, the reviewer cannot determine if the 
taxpayer received the correct answer to their inquiry.  
This situation is becoming increasingly more 
common given the current operational push for call 
site specialization, where assisters at a given call site 


are trained to answer only specific types of calls.  
Whether the taxpayer selected the wrong option from 
the automated menu or because the initial CSR who 
screened the call misunderstood the taxpayer’s 
question, calls that are misrouted would have to be 
transferred to another site rather than to another 
assister within the same site.  This increase in call 
transfers would result in an increased number of calls 
selected for review that the CQRS reviewers would 
not be able to follow to completion. 
 
Recording Taxpayer Calls for Quality 
Purposes 
 
Until recently, the recording of taxpayer telephone 
calls, while legal if the act of recording is disclosed to 
callers, was not permitted based upon guidance from 
IRS Counsel.  Call recording was viewed as an 
invasion of taxpayer privacy.  However, since call 
recording has become standard in the customer 
service arena, IRS has revisited the issue and 
approved call recording for quality purposes only.   
With the aid of a vendor, IRS is now testing and 
piloting call recording in select call sites.  Call 
recording is scheduled for complete installation and 
implementation in all IRS call sites by FY 2006.  
Telecommunications technology being implemented 
will enable IRS to record 100 percent of all incoming 
calls, then systematically select calls for quality 
review.  The selected recordings would then be 
reviewed by CQRS reviewers and entered into the 
standardized database. 
 
Because review will still occur at CQRS, all the 
advantages of this consistent third-party review 
remain.  However, call recording also brings a 
number of additional benefits.  Primarily, call 
recording eliminates many of the drawbacks of the 
real-time monitoring of telephone calls.  Once 
reviewers are able to listen to a recording of the 
taxpayer/CSR interaction, there will be no more 
listening to dead air and no waiting on hold.  They 
will be able to fast-forward through any wait time 
while the CSR is researching the taxpayer’s issue.  
Reviewers will also be able to rewind the recording 
and re-listen to portions of the call, or the entire call 
if necessary, to more accurately assess what occurred 
during the call. Additionally, if the topic of the call is 
beyond the scope of a reviewer’s training, he or she 
will be able to flag the call for evaluation by another 
reviewer with more technical expertise.   Reviewers 
will also be able to listen to a recording at any time of 
day, regardless of when the call was placed, 
eliminating the need and added cost of an evening 
shift.   Furthermore, the late night calls occurring 







between the hours of 12 a.m. and 2 a.m., not 
previously subject to review, will be available for 
quality review sampling under call recording.   All of 
these advances secured through the implementation 
of call recording allow for cost savings, resource 
savings, and improvements to the quality sampling 
and review process. 
 
An additional and unexpected resource savings is the 
reduction in the number of rebuttals from sites who 
feel the evaluation of a call by the CQRS was 
incorrect.   During the pilot process, those sites with 
call recording have been able to listen to any call 
received at their site, including those CQRS 
reviewers may have evaluated for quality purposes.  
Because call site managers are able to access and 
listen to the real CSR/taxpayer interaction rather than 
rely on reviewers’ notes, they can immediately 
eliminate rebuttals for calls they believe were 
evaluated correctly without any CQRS involvement.  
Now, only those calls where there is a legitimate 
disagreement in the call evaluation, are forwarded to 
CQRS for further action, resulting in an overall 
decrease in the amount of resources spent on 
rebuttals and re-evaluations. 
 
Another advantage of call recording is that recorded 
calls, once “sanitized” to remove any taxpayer-
identifying information, may be used for training 
purposes.  Recordings of real taxpayer/CSR 
interactions will allow IRS to train CSRs how best to 
respond to taxpayer issues.  By listening to the same 
call, assisters can be taught to respond to many 
different situations in a consistent way.  In the same 
manner, the recordings can also be used by CQRS 
managers to train reviewers to consistently evaluate 
the quality of the service provided to taxpayers 
calling the IRS. 
 
Call recording also provides a major advancement in 
the way IRS is able to measure quality.  Because 
reviewers are currently unable to follow a call if it is 
transferred from one site to another, it is impossible 
to capture everything that individual taxpayer 
experienced from the start of the call to the very end 
of the call.  With the implementation of call 
recording at all IRS call sites, all incoming toll-free 
telephone calls will be recorded at each site.  
Therefore, if a call is transferred from one site to 
another, the portion of the call after being transferred 
will be captured and recorded at the destination site.  
Because all calls will be tagged with a unique 
identifier as they enter the IRS, multiple segments of 
a single call can be combined after-the-fact.  Thus, 
for the first time since quality review began, IRS will 


be able to capture the complete taxpayer experience 
for any call in the universe. 
 
Because call recording is still in the pilot phase and 
the necessary hardware and software has not yet been 
installed in all sites, it is difficult to identify any 
disadvantages or problems with using this 
methodology to capture and review calls for quality 
measures.  Certainly, initial start-up costs are 
extremely high, but the resource savings and added 
benefits of call recording should eventually outweigh 
those one-time costs. 
 
IRS Toll-Free Telephone Assistance 
Quality Measures 
 
Once IRS monitors or records a call, how is the 
quality of that call measured?  The methodology 
behind the measurement of quality has also evolved 
over the years. 
 
Past Methodology of Telephone Quality 
Measurement 
 
Before FY 2004, there was a single measure for the 
quality of telephone calls coming into the IRS toll-
free telephone assistance service.  This measure was 
reported internally to IRS executives, and externally 
to Congress, GAO, and the Office of Management 
and Budget (OMB).  Quality for a call was measured 
as pass or fail, where if one element, or “attribute,” of 
a call was incorrect, the entire call was counted as 
incorrect.   An attribute is any individual element of 
the call that is rated for accuracy by IRS reviewers.  
Depending upon the taxpayer’s issue, some attributes 
of a call may be:  Did the assister greet the taxpayer 
courteously and professionally?  Did the assister 
verify the taxpayer’s social security number?  Did the 
assister give the taxpayer the correct answer to their 
question?  Did the assister provide their identification 
number?  Certain attributes, while required elements 
during a call, may not affect the correctness of the 
answer provided to the taxpayer.  Also, not all 
attributes are applicable to every type of call, so one 
particular call may have very few attributes, while 
another may have several.  Regardless of the number 
of attributes for any given call, a single call could 
only have the possibility of scoring 0 percent or 100 
percent.  Under the pass/fail methodology previously, 
if an assister answered the taxpayer’s question 
correctly, but forgot to provide his or her 
identification number at the start of the call, as 
required under IRS procedures, the call was scored as 
0 percent for quality measurement purposes.   While 
this practice encouraged attention to details on the 







part of the telephone assisters, it presented an unclear 
measure of the quality of service provided to 
taxpayers, especially to the external users of the data.   
 
Current Methodology of Telephone Quality 
Measurement 
 
In an attempt to construct a more accurate picture of 
the quality of the service provided to taxpayers, the 
pass/fail methodology was retired and a new 
measurement system was implemented for FY 2004.  
This new method of measurement, defects-per-
opportunity, was designed to distinguish between 
wrong answers and procedural errors that do not 
affect the accuracy of the answer provided to the 
taxpayer.  IRS’s single measurement for quality was 
separated into five individual measures:  
 


• Customer Accuracy — Did the assister give 
the taxpayer the right answer? 


• Regulator Accuracy — Did the assister 
follow all IRS regulations according to the 
tax code? 


• Procedural Accuracy — Did the assister 
follow all internal IRS procedures for this 
type of call? 


• Timeliness — Did the assister respond to the 
taxpayer in a timely manner? 


• Professionalism — Did the assister respond 
to the taxpayer in a courteous and 
professional manner? 


 
Given the nature of the measures, Customer 
Accuracy, Timeliness, and Professionalism are 
reported externally; whereas, Regulatory and 
Procedural Accuracy are measures intended for IRS 
use only.  The five measures are each calculated as a 
percentage:  the number of correct attributes divided 
by the total number of applicable attributes.  Because 
Customer Accuracy has only one applicable attribute 
for any type of call — Did the taxpayer receive the 
correct answer? — a single call still only has the 
possibility of scoring 0 percent or 100 percent.  
However, with the elimination of all other non-
applicable attributes, this measure of accuracy is now 
a very clear representation of the quality of the 
service provided to taxpayers.  Each of the other four 
measures generally has multiple applicable attributes 
for each call, thus a single call can now score 0 
percent, 100 percent, or anywhere in between. 
 
Using FY 2003 data, Customer Accuracy was 
calculated using both methods: 
 
 
 


FY 2003  
data 


Pass/Fail Defects-per-
Opportunity 


Tax Law 80.10% 
(+/- 0.66%) 


81.97%  
(+/- 0.63%) 


Accounts 68.43% 
(+/- 0.44%) 


88.15% 
(+/- 0.30%) 


 
There was little effect on Tax Law calls, but the 
difference in the accuracy of Account calls is 
significant.  This is due to the fact that for Account 
calls, telephone assisters are generally required to 
perform many internal procedures where an error 
may occur that does not affect the accuracy of the 
answer provided to the taxpayer.  Under the old 
pass/fail methodology, this would have caused the 
entire call to be counted as incorrect.  Now, attributes 
relating to internal procedures are included in the 
measures of Procedural Accuracy and Regulatory 
Accuracy and are no longer included in Customer 
Accuracy, providing IRS executives, as well as 
Congress, GAO, and OMB, a clearer picture of the 
quality of service provided through the toll-free 
telephone assistance service — that assisters actually 
gave callers a correct answer approximately 88 
percent of the time rather than the 68 percent 
previously reported. 
 
Future of IRS Telephone Quality 
Measures 
 
Over the years, the way IRS monitors telephone calls 
and measures quality has undergone continuous 
improvement.  With the implementation of call 
recording, the Service will have taken the next step in 
the process.   Beyond call recording, there are plans 
in motion to combine national quality review 
performed by CQRS and local managerial review 
into one standard database.  This will be the last step 
in the standardization of the review process.  Once 
completed, managers and quality reviewers will be 
reviewing calls using the same attributes and 
standards and all quality data will be stored in a 
single place.  This will provide individual call sites 
with additional data for error and trend analysis, 
allowing them to identify specific areas where 
additional training might improve quality.   
 
In another move to improve the quality process, 
individual attributes from reviewed calls will soon be 
directly linked to telephone assisters’ critical job 
elements (CJEs).  CJEs are the specific items 
managers use to rate the performance of their 
employees.  For example, call attributes regarding 
courtesy and professionalism will be linked with the 
professionalism CJEs for telephone assisters.  The 







attribute for whether or not the taxpayer received the 
correct answer will be linked with the technical 
knowledge CJEs for assisters.  Through this linkage, 
managers will be able to use their reviews to quantify 
the performance of their employees rather than 
relying solely on qualitative data and subjective 
judgment.   
 
Conclusion 
A significant goal of the IRS is to make its telephone 
operations a world-class customer service 
organization.  By improving the way the level of 
service provided to taxpayers is measured, IRS can 
not only better determine how closely they have 
come to achieving that goal, but can also  identify 
areas for further improvement.  With this continuous 
cycle measurement and improvement, we hope this 
goal of providing world class customer service to 
taxpayers will soon become reality. 
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An Analysis of the Free File Program
Michelle S. Chu and Melissa M. Kovalick, Internal Revenue Service


T he Restructuring and Reform Act of 1998 (RRA 
1998) stated that the Internal Revenue Service 
(IRS) should set goals to have at least 80 percent 


of all Federal tax and information returns filed electroni-
cally by 2007.  There are many benefits of electronically 
filing tax returns; tax law compliance is improved, the 
IRS reduces operating costs by reducing the need for 
human inputs to transcribe data, and transcription errors 
are eliminated.


The electronic file (e-file) program began in 1986.  
During the 2006 filing season, an estimated total of 83.1 
million tax returns were filed electronically (IRS Docu-
ment 6186), including individual income, corporate, 
partnership, excise, and exempt organization tax returns.  
About 73.0 million individual income tax returns were 
e-filed during the 2006 filing season.  


While many factors affect the growth of the e-file 
program, this paper focuses on the Free File Program, 
which provides taxpayers with access to free online tax 
preparation and e-filing services.  Although data on the 
Free File Program is limited, this paper will present a de-
mographic overview of Free Filers.  In addition, an over-
view and analysis of the Program will be provided.    


Overview and History of the Free   
 File Program


The Free File Program was developed in response 
to President Bush’s E-Government initiative and the 
Office of Management and Budget’s EZ Tax Filing Ini-
tiative, with the assumption that providing free e-filing 
services to the majority of taxpayers would help meet 
the 80-percent e-file target established by RRA 1998.  
Although some private sector firms offered free e-file 
services to limited groups of taxpayers in the past, the 
Free File Program marked an innovative approach by 
making free services consistently available to the major-
ity of taxpayers on a multiyear basis.  





One question that arose during the development of 
the Free File Program was why the Federal Government 
would partner with private industry instead of creat-
ing its own software for free-file purposes.  When the 
Department of the Treasury announced new efforts to 
expand the e-file program in January 2002, Secretary 
Paul O’Neill asked then-IRS Commissioner Charles 
Rossotti to partner with the private sector.  O’Neill 
stated that it was not his intent “for the IRS to get into 
the software business, but rather to open a constructive 
dialogue with those who already have established ex-
pertise in this field.  In the end, this effort should come 
up with a better way to save time and money for both 
taxpayers and the Government” (Office of Public Affairs, 
PO-964).  Since software companies had already proven 
their knowledge in the area of electronic tax services, 
working with private industry has several advantages.  It 
encourages competition, gives taxpayers more choices, 
and reduces costs to the American public.


Benefits and Objectives of the   
 Free File Program


The Free File Program has four main objectives: 
to increase e-file penetration, provide more free online 
options to taxpayers, ease tax preparation and filing, and 
provide greater access to taxpayers.  The e-file option 
offers the advantages of reduced burden on filers and 
quicker refunds, and the Free File Program exposes these 
benefits to taxpayers who may have previously prepared 
and filed paper returns.  In addition, promoting the Free 
File Program on the IRS Web site might alleviate taxpay-
ers’ concerns about the security of the e-file process.  


On October 30, 2002, the original Free Online 
Electronic Tax Filing Agreement was signed by the IRS 
Commissioner and the Manager of the Free File Alliance, 
LLC.  The Free File Alliance is a group of software 
companies who provide free commercial online tax 
preparation and e-filing services.  The agreement had an 
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initial term of 3 years, followed by automatic options to 
renew for successive 2-year periods.   When this agree-
ment expired, a revised agreement was signed which 
extended the terms from October 30, 2005, through 
October 30, 2009.  


As of October 2006, analysis of the Free File Pro-
gram is limited due to the availability of data.  Although 
the program has been in existence for 4 years, in the 
initial years, data related to Free-Filed returns were the 
property of members of the Free File Alliance, not the 
IRS.  The IRS did not begin to identify free-filed returns 
until the 2006 Filing Season (Tax Year 2005).  Limited 
quantitative data from prior years is available via survey 
results from studies conducted by Russell Marketing 
Research and Foote, Cone, and Belding, and volumes 
of free filers provided by the software companies.  How-
ever, use of this data is restricted for proprietary reasons.  
Another constraint is that complete filing season results 
for 2006 were not available at the time this paper was 
written.  The deadline for Form 4868, Application for 
Automatic Extension of Time To File U.S. Individual 
Income Tax Return, to be filed was October 16, 2006, 
and the data used in this analysis were current as of 
September 26, 2006.


The Free Online Electronic Tax   
 Filing Agreements


The initial agreement between the IRS and the Alli-
ance was executed on October 30, 2002.  The arrange-
ment covers a wide array of topics such as performance 
standards, scope of marketing efforts, terms of termi-
nating the agreement, and the operation of the Alliance 
Web page.  The contract specifies that, in total, Alliance 
members must provide the free e-filing option to at least 
60 percent of all individual income taxpayers during the 
primary tax filing season (January through April).  If the 
Alliance fails to reach the 60-percent coverage, the group 
must raise the coverage within a 6-month period.  In ad-
dition, each individual Alliance member must provide 
this free service to cover at least 10 percent of the total 
individual income tax returns filed.  


The agreement also addresses disclosure issues, 
privacy, and security provisions.  In order to ensure sat-





isfactory level of quality, the members were required to 
submit test returns for certification prior to being identi-
fied as members of the Alliance on the Web page.  In 
addition, all members must have a security and privacy 
seal certificate from a third party.  The certification pro-
cess was based on an assessment of the member system’s 
ability to protect taxpayer data and privacy concerns.


The agreement also specifies the guidelines for 
operating the Alliance Web Page on the IRS site.  The 
IRS will host and maintain the Web page, but the Al-
liance will determine the final content of the Web site.  
This includes determining the rank order placement of 
the links to individual offerings, presence of a link to 
the free services, and prohibition of advertisements on 
the Free File Web page.  The IRS must be notified if an 
offering will be unavailable for 5 hours or more, and 
IRS has the authority to delist a member if its service 
remains unavailable for more than 24 hours.


Marketing issues are explored in the agreement.  
Although the IRS will promote the availability of the 
free services, it will not specifically endorse products.  
The IRS and the Alliance will also explore ways to 
support Federal/State filing of returns through the Free 
File Program.  The option of IRS offering free e-filing 
services also remains open.  If the IRS notifies the Alli-
ance of this decision to offer free e-filing services during 
the primary filing season, the Alliance may terminate the 
agreement effective April 16.  


After three successful filing seasons, the agreement 
between the IRS and the Alliance was extended for an 
additional period of 4 years (October 30, 2005, through 
2009) with amendments stemming from lessons learned 
from the first agreement.  The new agreement specified 
an aggregate coverage of 70 percent of taxpayers.  The 
volume of taxpayers eligible to use the free service 
would change each filing season.  In the first year of the 
new agreement, Filing Season 2006, some 93 million 
taxpayers qualified to use the service.  The IRS will use 
the most current Adjusted Gross Income (AGI) number 
that equates to 70 percent of all individual income tax-
payers.  However, no single alliance member can cover 
more than 50 percent of total taxpayers.  Also new to the 
agreement was the introduction of Form 4868.  
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A number of amendments to the program content 
were included in the new agreement.  The first topic ad-
dressed Refund Anticipation Loans (RALs).  Although 
less than 1 percent of the 2.8 million Free File users in 
Tax Year (TY) 2002 opted for RALs, this was one of the 
key issues addressed in the new agreement.  Both par-
ties agreed that RALs may be offered by the members 
under several guidelines.  The offer of free online service 
cannot be conditional on the purchase of a RAL.  The 
language must clearly indicate that a RAL is a short-term 
loan and must be repaid within a certain time, indepen-
dent of the refund issued by IRS.  All fees and interest 
rates associated with RALs must be disclosed.  Finally, 
RALs cannot be promoted, and some Alliance firms will 
not offer RAL products, thus ensuring that consumers 
have RAL-free options.


During the first 3 years of the program, IRS relied on 
the Alliance members to provide the number of returns 
that were Free Filed through their respective offers.  One 
of the amendments included an agreement that the Al-
liance members would provide an electronic Free File 
indicator.  In return, the IRS confirmed that they will not 
build a marketing database or compile company-specific 
proprietary data.  Although the IRS cannot refuse to 
comply with requests from Governmental agencies and 
Congress, the IRS will promptly notify the Executive 
Director of the Alliance if this information is provided.  
The Alliance members will then have the option to cease 
providing the indicator.  Also, amendments addressed 
Web site compliance measures and customer satisfac-
tion surveys.  The performance standard was placed at 
a 60-percent acceptance rate, and additional privacy and 
security issues were addressed.  


Free File Volumes


The unprecedented alliance between the IRS and the 
private sector to offer free e-filing services met with suc-
cess from the start.  In the first year of the program (Fil-
ing Season 2003), 2.8 million returns were filed through 
the 17-member Alliance.  The second year resulted in a 
more than 26-percent increase, with 3.5 million returns 
filed through the 17-member Alliance.  The third and the 
most recent filing years resulted in 5.1 million Free Filed 
returns (a 46-percent increase) in TY 2004 and almost 





4.0 million returns (a 22-percent decrease) in TY 2005 
from the 20-member Alliance.  


The initial agreement specified a minimum coverage 
of 60 percent, which the members abided by in the first 
two filing seasons.  In the third year of the program, one 
of the Alliance members decided to offer the free prepa-
ration and filing service to all taxpayers (TIGTA 2006-
40-171).  Other members followed, and, in TY 2004, 
all 100 percent of taxpayers had the option to Free File.  
This was the main contributing factor to the 46-percent 
increase in Free-Filed returns in Filing Season 2005.  
This caused some friction among the Alliance members, 
and the existence of the Alliance was threatened.  Hence, 
one of the amendments included in the new agreement 
includes the stipulation that no single member can offer 
more than 50-percent coverage.  Since the past filing 
season represents the first year the IRS started identify-
ing the Free-Filed returns, the consistency of prior-year 
data cannot be verified for accuracy.  


Projections of Free File volumes produced by the 
IRS indicate that almost 5.0 million returns are expected 
to be Free Filed in TY 2006.  This represents a 25-percent 
increase from the TY 2005 filing season.  The volume is 
expected to reach almost 6.0 million by TY 2009.  


Weekly Trends


Although Free Filers reflect the early filing patterns 
of the overall e-filers, calculation of the cumulative 
weekly filing percentages show that the Free Filers gen-
erally filed even earlier in the filing season compared to 
the total electronically-filed returns.  The comparisons 
are based on the TY 2005 filing results.  By the end of 
January, 9 percent of Free Filed returns had been filed 
compared to less than 8 percent of total e-filed returns.  
However, the difference increased to over 7 percent in 
early February and another percentage towards the end 
of the month.  More than half of the Free Filed returns 
(56 percent) were received by the end of February, versus 
48 percent of total e-filed returns.  The gap continues to 
range from 3 percent to almost 8 percent until the end of 
the primary filing season.  By April 20, approximately 
97 percent of Free Filed returns, and 95 percent of total 
e-file returns, were filed.  
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TY 2005 Cumulative Weekly Filing Percentages


Source: Electronic Tax Administration Data


Tax Year 2004 Demographics


In order to gather more information about Free File 
Program users, the Electronic Tax Administration within 
the IRS contracted with Russell Marketing Research and 
Foote, Cone, and Belding to implement an online survey 
of taxpayers who Free Filed their TY 2004 individual 
returns.  The purpose of the survey was to obtain results 
which would be used to further develop marketing cam-
paigns for the Free File Program.  Each eight-hundredth 
Free Filer was asked to complete the online survey.  The 
contractors collected the results which were summarized 
by research teams within IRS’s Wage and Investment 
Division (W&I Research Project 6-05-08-2-038N).  


Although these results provide an overview of Free 
Filers, they must be interpreted with caution.  Participa-
tion in the survey was voluntary, and many taxpayers 
opted not to complete the questionnaire, leading to an 
estimated response rate of 2 percent.  Thirteen of the 20 
Free File Alliance members offered the online survey.  In 
addition, not all of the participating companies offered 
the survey at the start of the filing season, and some com-
panies did not initially follow the skip pattern (offering 
the survey to the 800th filers).  However, by February 14, 
all 13 Alliance members who participated in the survey 
were offering it according to the agreed-upon pattern.  
For the purposes of this paper, only those surveys col-
lected after February 14 are included in the analysis.  





According to survey results, 17 percent of taxpayers 
who Free Filed in Filing Season 2005 were first-time 
filers.  Of the remaining 83 percent who had previously 
filed Federal income taxes, 29 percent were e-filing for 
the first time.  Some 78 percent of this group of prior 
paper filers self-prepared their tax returns during the 
previous filing season.  Of the approximately 70 percent 
of respondents who had used e-file methods during the 
prior filing season, only 2 percent claimed to have used 
the TeleFile Program.  About 41 percent used tax prepa-
ration software, and 15 percent e-filed via tax preparers.  
The remaining 42 percent stated that they used Free File 
in the previous year.  When questioned about previous 
use of Free File, 51 percent had used the program in 
prior years; about 49 percent of those surveyed were 
first-time Free Filers.  


Based on survey responses, Free File participants 
share certain demographic characteristics.  Over half (52 
percent) claimed a single filing status.   Some 32 percent 
were married filing jointly, and 14 percent filed as heads 
of households.  The remaining 2 percent were married fil-
ing separately or qualifying widows.  Some 50 percent of 
Free Filers were 35 years or younger.  About 42 percent 
had a pretax income of less than $25,000, and 56 percent 
reported a pretax income of less than $35,000.  About 16 
percent of survey responders reported that they claimed 
the Earned Income Tax Credit on their 2004 Federal 
income tax returns.  Almost 90 percent of respondents 
were owed a refund in Filing Season 2005.


Respondents were also asked about their future plans 
to e-file tax returns.  Some 75 percent stated that they 
would use e-file again in the future, and an additional 
21 percent expressed that they would be likely to e-file 
future returns.  Only 1 percent indicated that they would 
either file (or probably file) a paper return in upcoming 
filing seasons.


When asked about how they heard about the Free 
File Program, responses covered a range of topics.  Com-
munication from the IRS was the most likely source for 
hearing about Free File; some 49 percent of respondents 
heard about the program from either information on 
the IRS Web site, tax forms, or IRS mailings.  Specific 
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responses indicated that 35 percent learned about the 
program from the IRS Web site, and 22 percent heard 
about it from relatives or colleagues.  


TY 2005 Demographics of Free Filers


Analysis of TY 2005 Free Filed returns (which was 
the first year Free File data were flagged by the IRS) 
illustrated several interesting characteristics of Free Fil-
ers.  The data showed that Free Filers are mostly in their 
twenties with a single filing status and have relatively 
low AGIs.  Most received refunds.  About 47 percent of 
Free Filers were between the ages of 20 to 29, and an 
additional 12 percent were between the ages of 16 and 
19.  Some 73 percent of Free Filed returns indicated 
Single filing status, while 15 percent of returns were 
Head of Household, and 11 percent were Married Filing 
Jointly.  Over half of the returns had AGI of less than 
$17,000, while 19 percent had an AGI greater than or 
equal to $17,000 but less than $25,000, and 17 percent 
had an AGI greater than $24,999 but less than $35,000.  
Of the 3.8 million Free Filed returns, 96 percent were 
refund returns with an average refund amount of $1,300.  
This compares to 88 percent of total e-filed returns (IRS 
Document 6187) which were estimated to be refund re-
turns.  The data indicated that 34 percent of the returns 
were the long and more complicated form type (Form 
1040).  The short form, Form 1040EZ, constituted an 
additional 38 percent of the returns.  Around 5 percent 
of total electronically-filed individual returns were filed 
through the Free File Program.  


An analysis of how TY 2005 Free Filers filed their 
tax returns in the previous year (TY 2004) showed that 
the Free File Program is contributing to the growth of 
the overall e-file program.  As expected, not all Free 
Filers are first time e-filers.  About 66 percent electroni-
cally-filed their returns in TY 2004.  Some 39 percent 
of these filed online, while 17 percent used the TeleFile 
Program, and the remaining 10 percent e-filed via prac-
titioners.  However, 17 percent of TY 2005 Free Filers 
had paper-filed their tax returns in TY 2004.  Further-
more, almost 42 percent of this population (TY 2004 
paper filers) had V-Coded their returns, meaning that 
they prepared their returns on the computer but printed 
the returns and mailed them in as paper returns.  In ad-





dition, about 18 percent of current Free Filers are new 
filers who did not file a return in TY 2004, indicating 
that the Free File Program is attracting new taxpayers 
to the e-file program.  


State Level Data and Participation 
 Rates—Tax Year 2005


An analysis of State-level data (including the District 
of Columbia) yielded several interesting patterns in terms 
of Free Filers during the 2006 Filing Season.  Although 
these results are based on one filing season, future stud-
ies may result in more conclusive relationships among 
demographic variables and participation in the program.  
To calculate the Free File participation rate (FFPR) per 
State, a ratio was calculated based on each State’s number 
of Free Filed returns as a percentage of that State’s total 
return volume (including paper and electronic volumes).  
The FFPR for the U.S. was 1.30 percent in TY 2005, 
with State levels ranging from 4.40 percent in Ohio to 
1.64 percent in New York.  The average state FFPR was 
3.15 percent.  The 10 States with the highest FFPR were 
Ohio, South Dakota, Wisconsin, Maine, West Virginia, 
Nebraska, Utah, Oklahoma, Idaho, and North Dakota.  
These States represent a broad range of geographic loca-
tions, State sizes, and total populations.  


Using age and population data from Global Insight, 
Inc., it was determined that 3 of the 10 States with the 
highest FFPRs—Utah, Idaho, and North Dakota—also 
ranked in the 10 U.S. States with the highest ratio of resi-
dents in the “15-to-34-year-old” age range.  This range 
includes teenagers and those entering the workforce for 
the first time who would be likely to have lower incomes 
and meet the AGI limit.


State-level per capita income was also analyzed to 
determine if States with lower per capita incomes had 
higher FFPRs.  West Virginia, Utah, and Idaho were 
within the 10 states having the lowest per capita incomes, 
which may indicate that States with lower incomes 
have more participation in the program, particularly if 
the States (like Utah and Idaho) also have a high per-
centage of younger residents.  States with the lowest 
FFPRs tended to have higher per capita income levels.  
The 6 States with the highest per capita incomes were 
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the District of Columbia, Connecticut, Massachusetts, 
New Jersey, Maryland, and New York.  With the excep-
tion of Massachusetts, the other States with higher per 
capita incomes were skewed toward having the lowest 
FFPRs.  The District of Columbia was 37th, and the 
other 4 high-income States ranked in the bottom 10 in 
terms of FFPR, with New Jersey and New York having 
the lowest participation rates of all States.  


Tax Year 2005 Survey Results—Free 
 Filer Attitudes


For TY 2005, the IRS again contracted with Russell 
Marketing Research to conduct telephone interviews 
of Free Filers.  The sample consisted of 1,800 Free Fil-
ers who were selected from lists provided by the IRS.  
Although this survey yielded some demographic data 
similar to the survey efforts of the prior filing season, 
the objectives were to determine the overall usage and 
perception of Free File, the usage and evaluation of 
specific site features, and other learning experiences.


Data collected regarding the overall usage and 
perception of the Free File Program was highly favor-
able; some 94 percent of respondents indicated that they 
would like to use the program again, while 97 percent 
said they would recommend the program to friends or 
family.  In terms of improving the program, 30 percent of 
respondents had suggestions for improvement.  Among 
the feedback offered was making Free File easier to 
use (7 percent), increasing awareness of the program 
(4 percent), removing the income criteria (4 percent), 
and providing more information on the tax preparation 
companies (4 percent).  


In terms of ease of using Free File, 60 percent of 
those surveyed rated the experience as very easy, and 
34 percent rated it as somewhat easy.  About 1 percent 
responded that the experience was very difficult.  Free 
Filers who used step-by-step instructions, the frequently 
asked questions guide, and the “Guide Me to A Service” 
feature rated the program as easier to use than those 
who contacted the Help Desk for assistance.  Among 
those who felt that the Free File Program Web site and 
pages could be improved (18 percent of respondents), 25 
percent indicated that the pages should be easier to use 





and the company selection process could be improved.  
About 82 percent were satisfied with the Free File pages 
and did not think the pages could be improved.  


Early surveys of taxpayers’ attitudes toward e-file 
indicated some level of concern about the security of 
online transactions with the IRS (RMR March 2003).  
However, over half of the respondents (54 percent) felt 
very confident that the information they provided during 
the Free File process was secure; 42 percent indicated 
that they were somewhat confident.  Although the ma-
jority of responses were highly favorable, increasing 
the level of confidence in the security of the Free File 
process represents an area that the IRS and the Alliance 
can work to improve in the future.  


In terms of deciding which provider to use, no one 
factor appears to dominate the decisionmaking process.  
Some 21 percent based their decisions on a software 
company they had used in the past, while 19 percent 
used a company recommended by family or friends, 
and 14 percent based their decisions on the criterion that 
the company’s “offer met my needs.” Only 11 percent 
of respondents based their decisions on the company’s 
reputation.  Those using the “Guide Me to A Service” 
feature were far more likely to indicate that the decid-
ing factor in selecting a company was the fact that the 
company was suggested by this IRS-provided feature.  
Some 55 percent responded that they would use the same 
tax provider next year, and 36 percent said that they 
would probably use the same company again.  Only 1 
percent said that they would definitely not use the same 
company again.  


Survey results for Filing Season 2006 indicated that 
more Free Filers learned about the program from family 
or colleagues (over one-third gave this response) than 
in Filing Season 2005.  About 40 percent cited the IRS 
as their initial source of information about Free File, a 
drop from the almost 50 percent who gave this response 
in the Filing Season 2005 survey.  Although 89 percent 
felt that the initial information they received provided 
sufficient knowledge of the program, only 49 percent 
stated that their initial source mentioned the income 
limit of $50,000 for using the Program.  
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in Filing Season 2005 came in through the Free File 
Program during Filing Season 2006.  This represents 
almost 20 percent of the total TeleFile returns from Fil-
ing Season 2005.  


Since its inception, the Free File Program continues 
to evolve and make valuable contributions to the e-File 
Program while reducing taxpayer burden.  It offers an-
other e-file option when other programs, like TeleFile, 
end.  As the program prepares to offer Forms 1040EZ-
T and Spanish language option, it continues to be an 
innovative arrangement benefiting taxpayers, private 
companies, and the IRS.  
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Conclusion and Future of the Free  
 File Program


Although there is concern that Free File volumes 
seemed to decline in Filing Season 2006, the program 
is considered to be an overall success.  According to the 
Electronic Tax Administration Advisory Committee’s 
(ETAAC) 2006 Annual Report to Congress, the Pro-
gram’s most positive accomplishment was attracting 
4.0 million taxpayers to the e-file program, including 
many who would have not otherwise used e-file.  This 
growth occurred at no cost to the IRS, taxpayers, or the 
American public.  


The Treasury Inspector General for Tax Administra-
tion (TIGTA) also conducted a review of the Free File 
Program in 2006.  The report agreed that the amended 
Agreement added new levels of taxpayer protection, 
security, and performance standards.  TIGTA does 
acknowledge that many of these issues resulted from 
the unique relationship the IRS must maintain with the 
private sector for the program to work, with the realiza-
tion that the IRS cannot entirely control the program.  
TIGTA also recommends that the IRS improve Free 
File options offered to Spanish-speaking taxpayers via 
the IRS Web site.  


In response to the TIGTA report, the IRS will 
conduct a study to evaluate providing a Free File entry 
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the Multilingual Language Initiative Strategy Office, 
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from the Free File Alliance to discuss the resources, 
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the sole purpose of claiming the TETR.  This may result 
in several hundred thousand Forms 1040EZ-T filed via 
the Free File Program.  The cessation of the TeleFile 
Program in TY 2004 will also continue to have implica-
tions on Free File volumes.  As of April 27, 2006, over 
650,000 returns that were filed via the TeleFile Program 










- 122 -


Chu and KovaliCK


Investment Research Group 6, Research Project 
6-05-08-2-038N, August 31, 2005.


U.S. Department of the Treasury, Office of Public 
Affairs, “Treasury, IRS Announce New Efforts To 
Expand E-Filing,” January 30, 2002, PO-964.


U.S. Department of the Treasury, Treasury Inspector 
General for Tax Administration, “Use of the Free 
File Program Declined After Income Restrictions 
Were Applied,”  September 29, 2006, Reference 
Number 2006-40-171.  


Data Sources


Electronic Tax Administration Research and Analysis 
System


Free File Volume Estimates, IRS Research, Analysis, 
and Statistics Division


Global Insight, Inc., Regional Forecasts—States     
Database


IRS Individual Master File 


.











PARTNERSHIPS IN DATA SHARING: THE INTERNAL REVENUE SERVICE AND
THE BUREAU OF ECONOMIC ANALYSIS


Tom Petska, Statistics of Income Division, Internal Revenue Service
P. O. Box 2608, Washington, DC 20013-2608


Introduction
     In the few minutes I have today, I will briefly summarize some views on interagency data sharing from
my perspective in the Statistics of Income (SOI) Division of the Internal Revenue Service (IRS), including:


o Background information on the issue of interagency data sharing from my current and previous roles in
the Federal statistical system;


o A brief overview of the IRS's and Treasury Department's views on the potential benefits and costs
associated with interagency data sharing;


o A summary of access to IRS tax information by the Bureau of Economic Analysis (BEA) of the
Commerce Department; and


o Closing thoughts as to why our relationship with BEA has been beneficial to both organizations and is, in
some ways, a successful model of interagency cooperation.


Background


     The views I express are my own and do not constitute an “official position” of the Internal Revenue
Service or the Department of the Treasury. Nevertheless, they have been shaped by years of discussion and
closely mirror those articulated in the recent comments that we (IRS and Treasury) have made on the
Statistical Confidentiality Act (SCA), as well as the “Companion Bill” to amend the Internal Revenue Code
(IRC) section 6103(j), which specifically addresses interagency access to confidential tax data.


     First, I want to provide a brief chronology of my background in other Federal statistical agencies. I
began my career as a staff economist at BEA in the early 1970's. I spent four years there, primarily as a user
of public and private data from many sources, particularly the Bureau of the Census (e.g., retail and
merchandise line sales), the Bureau of Labor Statistics (e.g., consumer and producer prices), and private
industry (e.g., production and distribution data from motor vehicle manufacturers and petroleum
producers). Like other BEA analysts, I did not create or produce data but, more descriptively, “assimilated”
data from many other sources to estimate components of the national income and product accounts --
mainly certain personal consumption and gross private domestic investment  expenditures, as well as
overall output of the auto industry.


     I left BEA to work as an economist at the Social Security Administration (SSA), where I became a
“Census Agent” and worked extensively on the 1972 CPS-SSA-IRS exact match file. This interagency
study linked confidential microdata from the three agencies, using the Census Bureau's March Supplement
to the Current Population Survey (CPS) as a “base” data set. I personally made 500+ tabulations of various
iterations of this linked microdata file to analyze and adjust the income and tax data to national income and
product account totals. This began as a Social Security research project, but later evolved into a joint
BEA/SSA interagency study.


     These remarks are by the author in a Special Contributed Panel discussion at the 1997 Joint Statistical
Meetings in Anaheim, CA entitled “Case Studies in Partnerships: How Administrative Agencies and
Statistical Agencies Cooperate in the Use of Administrative Records for Statistical Purposes.”







     In 1980, I joined SOI where I have spent the last 16+ years as an economist, statistician, and supervisor.
Although SOI is primarily a data-producing organization, which exists primarily as an offshoot of Federal
tax processing, I have continued to analyze data and present findings at various professional meetings. SOI
relies almost exclusively on IRS tax and information returns to conduct its mission, which is the
compilation and dissemination of tax and income statistics. SOI's primary customers are the Treasury's
Office of Tax Analysis (OTA) and the Congressional Joint Committee on Taxation (JCT). Both agencies
have, by law, access to all identifiable data in our samples and other files. OTA, together with IRS senior
management, determines SOI's level of resources and operational priorities.


     From a resource standpoint, SOI is one of the “top ten” Federal statistical agencies. SOI data, in
aggregate and identifiable form, are highly sought by other Federal agencies, academia, other researchers,
and the public, since they are a very reliable source of information on the business, individual, and
nonprofit sectors of the economy. Other agencies are generally unwilling to share identifiable microdata
with SOI even though it could improve our data sets, as well as the policy analysis that could be carried out
by OTA and JCT. This is partly true because, as employees of the IRS, we are required, by law, to report
evidence of failure to comply with the Tax Code. Even if this were not the case, however, it has been made
clear that other major Federal statistical agencies would not want to share identifiable microdata with SOI
because it gives the impression that they are providing data “for tax compliance,” and they fear an adverse
effect on survey response rates.


     I will conclude these background remarks with a question: “For what reason have I digressed to describe
these different roles in the Federal statistical system?” My answer should be obvious -- it is in these
different roles that I have been a producer as well as a user of both macro- and microdata. I have been a
principal supplier and a primary customer. And, from these perspectives, I feel that I can offer a balanced
view of interagency data sharing.


Confidentiality and Data Sharing
     As an employee of the Internal Revenue Service, I have very real concerns with the impact (or potential
impact) of sharing confidential tax data. For example, among these concerns are:


o The public's perception of IRS and its effect on the level of tax compliance,


o The IRS's ability to monitor the use of shared data, and, in particular,


o The right of taxpayers to privacy with respect to the sensitive personal information contained in tax
returns.


     For these reasons, we in the “Service” (including the Commissioner's Office, Office of Disclosure, and
Chief Counsel), as well as persons in the Treasury Department, have worked with Kathy Wallman and her
staff at the Office of Management and Budget (OMB) and other statistical agencies in drafting amendments
to section 6103(j) of the Internal Revenue Code (IRC) that are included in the “Companion Bill” to the
proposed Statistical Confidentiality Act (SCA). (Section 6103(j) of the Tax Code governs the disclosure of
tax return information for statistical purposes.)


     The IRS/Treasury guiding principle behind the proposed amendments to section 6103(j) was balancing
the potential benefits of:


o Lowering agency costs and increasing efficiency,


o Improving quality and timeliness of data, and


o Reducing respondent burden,


against the potential costs of:


o Lower tax compliance,







o Creating an adverse public perception of IRS,


o Monitoring use of shared data, and, most importantly,


o Compromising taxpayers' right to privacy.


     This principle led us to an approach to expand limited and closely-controlled access to a restricted
number of agencies, primarily for constructing sample frames for censuses and surveys and related
statistical purposes authorized by law. Only the minimum amount of information needed would be
releasable (i.e., minimum in terms of items included, years covered, and number of taxpayers covered, and
with the data often in categorical form).


BEA Access to Tax Information


     BEA has access to IRS tax microdata files in three general areas, which are summarized below.


SOI corporation returns.-- First, BEA has access to SOI sample files of corporations by law, specifically
section 6103(j)(1)(B) of the Internal Revenue Code (as specified in the accompanying Regulations). It is
increasingly difficult to trace the history of this relationship (since the people who established it on both
sides are no longer in our agencies), but from the information that I could piece together, BEA's access to
SOI corporate samples began in the 1940's and was established by Executive Order in 1961. This access
was incorporated into law with the revision of Internal Revenue Code section 6103 in the Tax Reform Act
of 1976. Under this provision, BEA is allowed access, as defined in the supporting Regulations to this
section, to:


     “Statistics of Income transcript-edit sheets containing return information” and “micro-filmed records of
return information reflected on such returns.”


     However, despite this access to identifiable microdata, BEA generally prefers to receive SOI
corporation data in the form of tabulations of selected financial data classified by major and minor industry.


Unincorporated business tax returns.-- A second type of BEA access is by means of a contract initiated
in 1985, primarily to allow BEA access to partnership data showing evidence of underreporting of  income
through the use of tax shelters. This agreement added access to SOI sole proprietorship returns as well.
BEA initially detailed a staff member to my office to help us analyze these data.


     The problem first surfaced when it was observed that profits or losses reported on partnership
information returns, which closely paralleled partnership profits or losses reported by partners on individual
income tax returns, began to diverge significantly in the early 1980's. While this was theoretically possible,
since partners could be corporations, fiduciaries, or virtually any other legal entity, it implied that
something “unusual” was happening, primarily in the corporate partner data (which are a source of
potential double counting in the national accounts). It appeared that partners were understating profits from
partnerships but fully reporting losses.


     This situation led to my proposal to the IRS tax forms designers to expand the partnership information
return (Form 1065) to add summaries of financial activity for each legal type of partner. This initiative
succeeded – financial summaries by type of partner were added to Schedule K of the U.S. Partnership
Return of Income, Form 1065 -- despite pressures from OMB to reduce the content of tax forms to lower
taxpayer burden. However, I successfully argued that OMB had also formally recognized that
underreporting unincorporated business income was a key deficiency in the national accounts.


     As is the case for corporations, BEA generally receives IRS partnership and proprietorship data in the
form of tabulations of selected financial data classified by major and minor industry.







Geographic data for unincorporated businesses. -- A third type of BEA access to tax information is by
means of a contract between the agencies for IRS master file (specifically, business and individual returns
transaction file) extracts for partnerships and sole proprietorships. This arrangement was made under
Section 6103(n) of the IRC in which BEA is essentially a contractor to SOI to tabulate these data at the
State and county level for SOI analysis and/or publication. This arrangement began in the early 1980's, was
briefly interrupted but resumed, and continues to this day.


A Model of Successsful Interagency Cooperation


     Over the years, the IRS/BEA data-sharing relationship has been a success story, and, as part of a
“lessons learned,” I will summarize at least four broad reasons why:


The need for data.-- As a former BEA employee, I am quite aware of their dependence on data providers.
In my work at BEA, those data were for production and/or expenditures -- what BEA collectively refers to
as “product-side data.” Although I personally had minor involvement with the “income-side” estimates,
BEA is heavily dependent on both corporate profits and unincorporated business income data from tax and
information returns. I am not aware if BEA has many options on the corporate side, nor am I aware of any
options on the unincorporated side. Thus, there is a monopoly factor -- tax data are a unique, important, and
irreplaceable source of data for the national accounts, and the alternatives are limited.


Continuing education.-- BEA has been a knowledgeable user and has helped SOI to better understand our
data. SOI's primary role is that of data producer since we often do not spend as much time as we could
probing our data to more fully understand their subtleties. This is partly true since OTA, JCT, and BEA all
have major roles to examine and analyze these data in the context of their own missions.


     BEA has provided constructive feedback and insight into some tough issues of analysis and
interpretation as to what the tax data actually show. Not only has this helped us better understand the data,
it has helped us plan future studies. We regard this as a nonpecuniary quid pro quo of the arrangement.
Further, SOI and BEA analysts have briefed their respective staffs on processes and priorities, as well as
helped orient new employees and international trainees. Both agencies have consistently supported each
other with speakers and briefings as needed.


Professional cooperation.-- Overall, BEA has been complimentary of our work; their criticisms have
generally been well-justified and focussed on future improvements. Although BEA (as well as other users)
sometimes do not fully comprehend the anomalies that taxpayers report on their tax returns and the impact
that these could have on successful completion of an SOI study, they are, by and large, appreciative of our
quality and timeliness. We have responded by attempting to be sensitive to their needs and schedules.


Provision of resources.-- BEA has helped expand tight SOI budgets with reimbursable funding for
unincorporated business data since the early 1980's, and more recently, for corporation advance data. And,
even though funds for the unincorporated business data have been eroded by inflation (since they have
remained at approximately the same level since the inception of this arrangement), they have allowed us to
continue annual unincorporated business studies, uninterrupted to this day. Plus, funding for advance
corporate data has been used to augment our data processing capabilities, which has, in turn, enabled this
work to be accomplished in a shorter timeframe.


Conclusion


     Let me end my remarks by reiterating the importance we place on interagency data sharing and the
success of the initiatives in this area. But let me also reemphasize that one of IRS's primary responsibilities
is that of maintaining all taxpayers' right to privacy.
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W ith the enactment of several legislative 
provisions, the U.S. Congress has sought 
to protect family-owned farms and closely 


held businesses by lessening the burden of the Federal 
estate tax, a progressive tax on the transfer of wealth 
at death.  These provisions have included: special use 
valuation—the valuation of property at its actual use 
in a family enterprise rather than its full market value; 
the qualified family-owned business deduction; and 
the deferral of Federal estate tax liabilities [1].  Special 
use valuation and the qualified family-owned business 
deduction each reduce the taxable estate, the amount to 
which graduated estate tax rates are applied, and, ulti-
mately, an estate’s tax liability.  The deferral provision 
allows an estate to defer the portion of estate tax that is 
attributable to the decedent’s closely held business and 
pay the balance in installments.  


In this paper, we present a brief description of 
Federal estate tax law in effect for the estates of 2001 
decedents, as well as an examination of the three busi-
ness provisions available to these estates.  In addition, 
we presents logistic regression models that examine the 
relationship between usage of one business provision and 
other estate characteristics.  We also discuss the potential 
for future research.  This paper is an extension of our 
earlier research that examined the subpopulations of 
estates that utilize each of the three business provisions 
and compared them to the subpopulations of estates that 
do not utilize the provisions [2].  This earlier research 


also includes a detailed examination of asset composition 
of estates in each of the subpopulations, as well as an 
examination of estates’ liquidity, the financial capacity 
of estates to meet Federal estate tax responsibilities and 
other debts, including mortgages and liens, with only 
accumulated liquid assets.       


For decedents who died in 2001, about 1,800 estates, 
or 1.7 percent of the estate tax decedent population, 
elected to use at least one of the three special business 
provisions.  A total of 831 estates elected special use 
valuation, alone or in combination with the business de-
duction or deferral of estate taxes; 1,114 estates claimed 
the qualified family-owned business deduction, alone 
or in combination with special use or deferral of taxes; 
and 382 estates elected to defer estate taxes, alone or in 
combination with the other two business provisions.  


Figure A shows the elections and combinations of 
elections employed by estates of 2001 decedents.  Of 
the estates that elected at least one provision, the pre-
dominant election was the qualified family-owned busi-
ness deduction alone, with 656 estates that claimed the 
deduction.  The second largest election was special use 
valuation alone, with 425 estates that elected the provi-
sion.  Estates elected both special use and the qualified 
family-owned business deduction in 332 cases.  Rarely, 
estates elected all three provisions, only in 21 cases.  
Some differences by size of gross estate are notable.  Of 
those estates that utilized a special business provision, 


Election of business provisions


(1) (2) (3) (4) (5) (6) (7) (8)
All estates 108,331     106,519    425           656           221           332           52             105           21             


Small ($675,000 under $2.5 million) 93,322          91,892      385           578           99             303           28             25             12             
Medium ($2.5 million under $5 million) 9,977            9,769        28             52             39             25             14             44             6               
Large ($5 million under $10 million) 3,454            3,329        **12 21             55             **4 **10 20             **3
Very Large ($10 million or more) 1,578            1,529        ** 5               28             ** ** 16             **


**Data combined to prevent disclosure of individual taxpayer data.


SUV & 
QFOBI


SUV  &
DOT


Figure A—Election of Special Business Provisions [1], by Size of Total Gross Estate


[1] Special use valuation is abbreviated as SUV, the qualified family-owned business interest deduction is abbreviated as QFOBI, and the deferral of taxes
 is abbreviated as DOT.
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smaller estates tended to elect only the qualified family-
owned business deduction, while larger estates tended 
to elect only the deferral of taxes.  


Federal Estate Tax Law and the   
 Decedent Population


The estate of a decedent who, at death, owns assets 
valued in excess of the estate tax applicable exclusion 
amount, or filing threshold, must file a Federal estate tax 
return, Form 706, U.S. Estate (and Generation-Skipping 
Transfer) Tax Return.  For decedents who died in 2001, 
the exclusion amount was $675,000.  For estate tax 
purposes, the value of property included in gross estate 
is fair market value (FMV), defined as “the price at 
which the property would change hands between a will-
ing buyer and a willing seller, neither being under any 
compulsion to buy or to sell and both having reasonable 
knowledge of all relevant facts,” according to Regulation 
20.2031-1(b) of the Internal Revenue Code (IRC) [3].  
The gross estate consists of all property, whether real or 
personal, tangible or intangible, including “all property 
in which the decedent had an interest at the time of his 
or her death and certain property transferred during the 
lifetime of the decedent without adequate consideration; 
certain property held jointly by the decedent with others; 
property over which the decedent had a general power 
of appointment; proceeds of certain insurance policies 
on the decedent’s life; dower or curtesy of a surviving 
spouse; and certain life estate property for which the 
marital deduction was previously allowed” [4].  Specific 
items of gross estate include real estate, cash, stocks, 
bonds, businesses, and decedent-owned life insurance 
policies, among others.  Assets of gross estate are valued 
at a decedent’s date of death, unless the estate’s executor 
or administrator elects to value assets at an alternate valu-
ation date, 6 months from the date of death, described in 
IRC section 2032.  Alternate valuation may be elected 
only if the value of the estate, as well as the estate tax, 
is reduced between the date of death and the alternate 
date.  The estate tax return is due 9 months from the 
date of the decedent’s death, although a 6-month filing 
extension is allowed.


In 2001, an estimated 108,330 individuals died with 
gross estates above the estate tax exclusion amount.  





These decedents owned more than $198.8 billion in total 
assets and reported almost $20.8 billion in net estate tax 
liability.  Decedents for whom an estate tax return was 
filed represented 4.6 percent of all deaths that occurred 
for Americans during 2001, according to vital statistics 
data collected by the U.S. National Center for Health 
Statistics.  Estate tax decedents for whom a tax liability 
was reported, 49,845, represented 2.1 percent of the 
American decedent population for 2001 [5].  


Data Sources and Limitations


The Statistics of Income Division (SOI) of the 
Internal Revenue Service (IRS) collects and publishes 
data from samples of administrative tax and information 
records.   With its annual Estate Tax Study, SOI extracts 
demographic, financial, and asset data from Federal es-
tate tax returns.  These annual studies allow production of 
a data file for each filing, or calendar, year.  By focusing 
on a single year of death for a period of 3 filing years, 
the study allows production of periodic year-of-death 
estimates.  A single year of death is examined for 3 years, 
as 99 percent of all returns for decedents who die in a 
given year are filed by the end of the second calendar year 
following the year of death [6].  The Estate Tax Study 
for the period 2001-2003 concentrates on Year-of-Death 
2001, the year of death for which weighted estimates are 
presented in this paper [7].  Unweighted year-of-death 
records for decedents who died in 1998, collected during 
Filing Years 1998-2000, are also included in the section 
entitled “Logistic Regression Models.”  


Special Use Valuation


With the Tax Reform Act of 1976, Congress pro-
tected U.S. farms and closely held businesses by pro-
viding for special use valuation of decedents’ interests 
in real property devoted to such businesses.  For estate 
tax purposes, the value of property included in gross 
estate, including real property, is generally the fair 
market value based on property’s potential “highest and 
best use.”  However, for real property that is used by a 
decedent or family member in a farm or other business 
as of the decedent’s date of death, as well as in 5 of 8 
years preceding death, the executor may elect to value 
such property at its “qualified,” or actual, use in the 
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business, if certain requirements are met.  According 
to the IRC, the term “family member” may include any 
ancestor of the decedent; the spouse of the decedent; a 
lineal descendant of the decedent, decedent’s spouse, or 
parent; or the spouse of any lineal descendant.  


In order for an estate to elect special use valuation 
(SUV), several other conditions must be met: real prop-
erty must be transferred from the decedent to a qualified 
family member of the decedent; at least 25 percent of 
the adjusted value of the gross estate must consist of 
real property, where adjusted value is defined as fair 
market value of real property less any debts against the 
property; at least 50 percent of the adjusted value of 
the gross estate must consist of real and other business 
property; and the estate must consent to payment of ad-
ditional estate tax—“recapture tax”—if,  within 10 years 
of death, the property is sold to an unqualified heir; if the 
property is no longer used for a qualified purpose; or if 
the qualified heir ceases to fully participate for more than 
3 years in any 8-year period.  For estates of decedents 
who died in 2001, the allowed maximum reduction in 
value between fair market value and special use value 
was $800,000 [8].


For 2001, an estimated 831 estates elected SUV for 
real property (see Figure B).  Although this accounted 
for only 0.8 percent of all estates, it represented about 
5.3 percent of estates that reported closely held or agri-
business assets, i.e., those estates that were potentially 
qualified to elect special use.  Of those 831 estates, about 
half—405 estates—made protective elections of special 
use.  An estate’s executor may make a protective election 


if he or she must file a Federal estate tax return prior to 
final determination of real property’s qualification as 
special use property.  As such, the election is contingent 
upon property’s value as finally determined.  Estates with 
protective elections do not separately report fair market 
and qualified use values for real property.  


Smaller estates were more likely to claim this provi-
sion than their larger counterparts.  As shown in Figure 
B, about 0.8 percent of small estates (those with less than 
$2.5 million in total gross estate) claimed SUV, while 
only 0.3 percent of their very large counterparts used 
the provision.  Reported fair market value for qualify-
ing property was $377.2 million, and the property value 
decreased to $189.0 million for qualifying purposes.  


Qualified Family-Owned Business   
 Deduction


With the Taxpayer Relief Act (TRA) of 1997, 
Congress sought to safeguard family-run businesses 
and provided an estate tax deduction for “qualifying” 
family-owned business interests included in gross es-
tate and transferred to qualified heirs.  Requirements 
for utilizing the deduction are, with a few exceptions, 
similar to those for electing special use valuation.  The 
principal place of business must be the United States, 
and the business entity must not have debt or equity 
that is tradable on an established securities market or 
secondary market.  In addition, at least 50 percent of 
the business entity must be owned by the decedent and 
members of the decedent’s family; or 70 percent must 
be owned by members of two families (and 30 percent 





(1) (2) (3) (4)
All estates 108,330 12,683 831 12.6%


Small ($675,000 under $2.5 million) 93,321 10,925 728 14.1%
Medium ($2.5 million under $5 million) 9,977 1,102 74 27.1%
Large ($5 million under $10 million) 3,449 442 23 28.1%
Very Large ($10 million or more) 1,583 214 5 8.3%
[1] Coefficient of variation (CV), the ratio of an estimate's standard error to the estimate, is used to measure the 


magnitude of potential sampling error.  The CVs shown refer to the number of estates that elected SUV.


Figure B—Number of Estates, Estates with Potentially Qualifying Assets, 
and Number that Elected SUV, by Size of Total Gross Estate


CV [1] 
Size of total gross estate


Total number of 
estates


Estates with 
potentially


qualifying assets


Estates that 
elected SUV
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owned by the decedent and members of the decedent’s 
family); or 90 percent must be owned by three families 
(and 30 percent owned by the decedent and members of 
the decedent’s family).  


Several other requirements must be met, includ-
ing: the value of the business interest must constitute at 
least 50 percent of a decedent’s total gross estate less 
deductible debt, expenses, and taxes;  and the decedent 
or family member must have been actively engaged in 
the business.  An additional estate tax is imposed if, 
within a period of 10 years after the decedent’s death 
and before the qualified heir’s death, the heir fails to 
actively participate in the business for a total of 3 years 
in any 8-year period [9].


The qualified family-owned business interest de-
duction (QFOBI), initially set at $675,000 in TRA of 
1997, could not exceed $1.3 million when combined 
with the applicable exclusion.  Therefore, as the exclu-
sion increased incrementally from $625,000 in 1998 to 
$1.5 million in 2004, the maximum allowable deduction 
decreased and finally disappeared in 2004 [10].  For 
decedents who died in 2001, the available deduction for 
qualified family-owned business was $625,000.


Only a small fraction of estates utilized the QFOBI 
in calculating taxable estate and estate tax liability.  For 
Year-of-Death 2001, an estimated 1,114 estates, or 1.0 
percent of the total, claimed the deduction, while small 
estates made up the majority, 82.3 percent, of those that 
used the deduction (see Figure C).  These 1,114 estates 


comprised about 7.1 percent of estates that reported 
closely held or agribusiness assets, i.e., those estates 
that were potentially qualified to elect QFOBI.  The 
likelihood that an estate would claim the deduction 
was greater for larger estates.  Among all very large 
estates, 1.5 percent claimed the deduction, while only 
1.0 percent of all small estates claimed the deduction.  
For all estates, the deduction reduced taxable estate by 
$626.8 million.  


Deferral of Tax and Installment   
 Payments


Congress has also enacted legislation that lessens the 
burden of certain estate tax payments for estates com-
prised largely of closely held businesses.  The legislation 
provides estates with an alternative to selling closely 
held interests in order to meet Federal tax responsibili-
ties.  Initially, in 1958, Congress introduced installment 
payments for these estates, and then, in 1976, Congress 
established rules for deferral of payments.  Under the 
law, an estate’s executor can elect to pay estate tax at-
tributable to the business interest in two or more, but not 
exceeding ten, equal payments and defer tax payments 
for 5 years, paying only interest on the tax liability dur-
ing the deferral period.   


In order to qualify for deferral of tax and installment 
payments, at least 35 percent of the value of adjusted 
gross estate must consist of an interest in a closely held 
business.  Under the law in effect for 2001, the definition 
of closely held business included three types of entities: 





(1) (2) (3) (4)
All estates 108,330 15,612 1,114 10.3%


Small ($675,000 under $2.5 million) 93,321 11,711 917 12.2%
Medium ($2.5 million under $5 million) 9,977 2,219 127 18.2%
Large ($5 million under $10 million) 3,449 1,056 47 17.6%
Very Large ($10 million or more) 1,583 626 23 0.4%
[1] Coefficient of variation (CV), the ratio of an estimate's standard error to the estimate, is used to measure 
the magnitude of potential sampling error.  The CVs shown refer to the number of estates that elected QFOBI.


Figure C—Number of Estates, Number with Potentially Qualifying Assets, 
and Number that Elected QFOBI, by Size of Total Gross Estate


CV [1] 
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(1) sole proprietorships, (2) partnerships, if the estate 
included 20 percent or more of the partnership interest or 
if the partnership had 15 or fewer partners, and (3) cor-
porations, if the estate included 20 percent or more of the 
voting stock of the corporation or if the corporation had 
15 or fewer shareholders.   An executor’s decision to use 
these payment options is not contingent on the election 
of special use valuation.  However, if the executor elects 
special use valuation, the same, lower value must be used 
for determining the deferred tax payments [11].  


Relatively few estates for 2001 decedents chose to 
elect deferral of tax (DOT) due to ownership interests 
in closely held businesses.  As shown in Figure D, an 
estimated 382 estates, or 0.4 percent of all estates and 2.4 
percent of estates that reported closely held and agribusi-
ness assets (potentially qualifying assets), elected to use 
this provision.  Larger estates were much more likely to 
use the provision than their smaller counterparts.  About 
0.2 percent of small estates (those with less than $2.5 
million in total gross estate) used DOT.  This percent-
age increased dramatically as the size of gross estate 
increased, as 2.9 percent of the largest estates (those 
with $10 million or more in total gross estate) used the 
provision.  Estates deferred more than $365.6 million in 
estate tax, or 58.9 percent of reported tax liabilities for 
those estates; closely held business assets for which tax 
was deferred totaled $1.3 billion.  


Logistic Regression Models


Using unweighted estate tax records from Years-of-
Death 1998 and 2001, we created a data set of 37,179 
records.  Of these, 211 elected SUV, 389 elected DOT, 





and 485 elected QFOBI.  Next, we determined eligibil-
ity criteria for each provision.  Ideally, the sample used 
for the regression analysis should include only estates 
that were eligible to claim the provisions.  This would 
have allowed for a cleaner analysis of the factors that 
executors of eligible estates use to determine whether 
or not to claim a business provision.  Unfortunately, 
eligibility cannot be directly observed in the data, as 
requirements for claiming the business provisions are 
numerous and complex, and data reported on estate tax 
returns are limited.  


Unable to observe eligibility directly, we created 
partial eligibility criteria based on available information.  
As noted previously, each provision has an eligibility 
requirement based on the percentage of an estate com-
posed of farms or closely held business assets.  Since 
SOI captures asset type information in its data editing 
process, it was possible to create a filter to identify po-
tentially eligible records based on the presence of farm 
or closely held business assets.  Using this eligibility 
criterion resulted in 11,187 records with potentially 
qualifying assets, about 30 percent of the observations 
in our data set.  


We attempted to further refine our eligibility filters by 
limiting our data set to returns for which the proportion of 
assets held in farms or closely held businesses matched 
the statutory requirements for each provision.   The re-
sults of this process produced an unacceptable level of 
classification error (i.e., returns that were determined to 
be ineligible claimed the provisions), which may have 
occurred due to the difficulty in correctly coding business 
asset types during the data collection process.


(1) (2) (3) (4)
All estates 108,330 15,612 382 11.8%


Small ($675,000 under $2.5 million) 93,321 11,711 147 26.5%
Medium ($2.5 million under $5 million) 9,977 2,219 103 18.7%
Large ($5 million under $10 million) 3,449 1,056 86 13.7%
Very Large ($10 million or more) 1,583 626 46 2.7%
[1] Coefficient of variation (CV), the ratio of an estimate's standard error to the estimate, is used to measure 
the magnitude of potential sampling error.  The CVs shown refer to the number of estates that elected DOT.


Figure D—Number of Estates, Estates with Potentially Qualifying Assets, 
and Number that Elected DOT, by Size of Total Gross Estate
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The Model


Our initial approach was to determine one model 
for each provision using explanatory variables sug-
gested by prior research.  For each estate tax return i, 
we consider the following model on the log-odds of 
the probability of the taxpayer claiming a provision:   


where iπ  is the probability of taxpayer i  using the 
provision of interest, x  is the matrix of 19 explanatory 
variables from Figure E, and b is the vector of slope 
coefficients for each corresponding x -variable.


We fit our model to each provision separately.  Since 
there is some similarity between the eligibility require-
ments for the three provisions, the same model was fit 
to a dichotomous variable that indicates election or non-
election of at least one business provision.  The results 
from these four models are displayed in Figure F.


Figure E—Explanatory Variables and Their Definitions 


Variable Definition Variable Definition 


Age Age, in years, of decedent at time of death Gross estate Amount, in millions of dollars, of total 
gross estate 


Married, Single, 
Widow 


Dummy variables indicative of marital 
status of the decedent 


Marginal tax rate Projected marginal tax rate of estate prior 
to claiming any of the provisions 


at time of death 


Retired Dummy variable indicating that decedent 
was retired  


Farm Amount, in millions of dollars, of farm 
assets 


Female Dummy variable indicating that decedent 
was female 


Closely held Amount, in millions of dollars, of total 
gross estate 


Liquidity Cat 1 Dummy variable indicating that estate had a 
liquidity ratio of 0.25 or less (see endnote 
12)


Year Dummy variable indicating that the record 
was from Year of Death 2001 


Liquidity Cat 2 Dummy variable indicating that the estate 
had a liquidity ratio of 0.25 but less than 1 


Widow*Female Interaction variable of Widow and Female 


Liquidity Cat 3 Dummy variable indicating that estate had a 
liquidity ratio of 1.0 but less than 5 


Single*Female Interaction variable of Single and Female 


Liquidity Cat 4 Dummy variable indicating that estate had a 
liquidity ratio of 5 or greater 


Married*Female Interaction variable of Married and 
Female 


Debts Amount, in millions of dollars, of debts 
owed by the estate 


Debts*Farm Interaction variable of Debts and Farm 


Age*Retired Interaction variable of Age and Retired 


1log i
i


i


x
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Variables
Estimate
(SE)


Estimate
(SE)


Estimate
(SE)


Estimate
(SE)


Age 0.000372 -0.00076 0.00264 * 0.00136
(0.00189) (0.00177) (0.00126) (0.00118)


Married 0.7441 * 0.7632 * -0.5220 * -0.1175
(0.3520) (0.1988) (0.2058) (0.1499)


Single -0.1422 -0.2398 -0.3055 -0.2407
(0.4826) (0.2835) (0.2931) (0.2151)


Widow 0.7775 * 0.3138 -0.1933 -0.0381
(0.3787) (0.2275) (0.2397) (0.1788)


Retired -2.3365 -1.6085 -0.7653 -1.6585 *
(1.3810) (1.0975) (1.3461) (0.8598)


Female 0.1441 -0.6373 -0.4038 -0.6246 *
(0.5990) (0.4134) (0.3947) (0.3112)


Liquidity Cat 1 -0.8662 0.0536 -0.5644 -0.0407
(0.6949) (0.6616) (0.6462) (0.5108)


Liquidity Cat 2 -0.6605 * -0.2500 -0.5166 -0.2640
(0.3456) (0.3297) (0.3215) (0.2543)


Liquidity Cat 3 -0.7907 * -0.7576 * -1.0798 * -0.8373 *
(0.2336) (0.2229) (0.2201) (0.1718)


Liquidity Cat 4 -0.9110 * -0.6008 * -1.2975 * -0.9322 *
(0.3045) (0.1946) (0.2971) (0.1545)


Debts 0.1921 * 0.0703 0.00549 -0.0585
(0.0714) (0.0633) (0.0208) (0.0333)


Gross Estate -0.3828 * -0.2224 * 0.000567 -0.00483 *
(0.0499) (0.0335) (0.0022) (0.00194)


Marginal tax rate 0.3741 * 0.5248 * 0.2000 * 0.2026 *
(0.0486) (0.0335) (0.0170) (0.0138)


Farm 0.5715 * 0.1363 * 0.1302 * 0.1701 *
(0.0726) (0.0535) (0.0455) (0.0360)


Closely held 0.0802 0.1845 * ** **
(0.0817) (0.0240) ** **


Year 0.0812 -0.1835 -0.3052 -0.1725
(0.1774) (0.1222) (0.1415) (0.0950)


Widow*Female -0.0501 0.2892 0.4174 0.5260
(0.6468) (0.4541) (0.4452) (0.3450)


Single*Female 0.1627 -0.1213 0.4727 0.4011
(0.9178) (0.7601) (0.6625) (0.5079)


Married*Female -0.4426 0.2409 -0.4296 0.1943
(0.6729) (0.4614) (0.5228) (0.3550)


Debts*Farm -0.0242 0.0316 * -0.00779 -0.00676
(0.0205) (0.0135) (0.0131) (0.0103)


Age*Retired 0.0267 0.0141 0.00198 0.0141
(0.0167) (0.0137) (0.0167) (0.0107)


* Indicates significance at 5 percent
** Variable was excluded from model because inclusion resulted in a model convergence problem


Figure F—Estimated Coefficients and Standard Errors, by Model


SUV QFOBI DOT At least one 
provision
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Model Results


Prior to modeling the data, we expected that liquidity 
would have a strong, inverse relationship with the likeli-
hood of claiming each of the three business provisions, 
since, for all three provisions, eligibility requires that an 
estate holds a certain percentage of its assets in farms 
or closely held businesses, i.e., illiquid assets [12].  As 
shown in Figure F, the expected outcome was validated, 
as each of the three single provision models and the com-
bined model have significant, relatively large, negative 
coefficients for the highest liquidity categories.


Based on our earlier findings, we further expected to 
find that, ceteris paribus, larger estates were less likely 
to claim the SUV and QFOBI provisions, but more likely 
to claim the DOT provision.  These expectations were 
partially validated.  Gross estate was significant in the 
SUV and QFOBI models with a negative coefficient.  
In the DOT model, gross estate had a small, positive 
coefficient, consistent with expectations, but it was 
not significant at the 5-percent level.  In the combined 
model, gross estate has a small, but significant negative 
coefficient.


We also expected that a higher marginal tax rate 
before claiming any provisions would increase the eco-
nomic value of claiming a provision and would increase 
the log-odds.  This expectation was validated, as mar-
ginal tax rate has a significant, relatively large coefficient 
in each of the four models.  The coefficient is largest in 
the SUV and QFOBI models, which is unsurprising, 
given that these two provisions have the effect of directly 
decreasing the size of taxable estate.  


Our expectations about the significance of debt and 
demographic variables were less defined.  The amount 
of debt held by an estate was significant only in the SUV 
model, with its positive coefficient that suggests that 
holding more debt tended to increase the likelihood of 
claiming this provision, ceteris paribus.  Interestingly, 
while debt alone was not significant in the QFOBI model, 
the interaction of debts and farm assets had a significant, 
positive coefficient.


Regarding demographic characteristics, age had a 
significant effect only in the DOT model, with a small, 


positive coefficient, suggesting that older decedents were 
more likely to claim this provision.  Being married had 
a significant effect in each of the three single provision 
models, although the direction of this effect was varied.  
Ceteris paribus, married decedents were more likely to 
claim the SUV and QFOBI provisions, but less likely 
to claim the DOT provision.  Widowed decedents were 
also more likely to claim the SUV provision than single 
or divorced decedents.  Gender and retired status had 
no significant impact in any of the three single provi-
sion models, but they were significant in the combined 
model, with female and retired decedents less likely to 
claim at least one of the provisions than male decedents 
and single or married decedents.  The significance of 
gender and retired status in only the combined model 
may be attributable to the larger number of observa-
tions in the subsample of estates that claim one or more 
provisions.  


Conclusions


Our findings reveal that, holding other factors con-
stant, smaller estates were more likely to claim the SUV 
and QFOBI provisions than their larger counterparts, and 
that estates facing higher marginal tax rates were more 
likely to claim each of the three provisions.  From a 
demographic standpoint, being married had a significant 
impact on the odds of claiming each of the provisions, 
although the direction of the effect varied.  While being 
married increased the likelihood of claiming SUV or 
QFOBI, holding other factors constant, it decreased the 
likelihood of claiming DOT.  


While we believe that this research provides a start-
ing point for understanding the factors that influence 
the utilization of special estate tax provisions for farms 
and closely held businesses, to expand our understand-
ing of this topic, there are at least three main areas for 
future research.  First, an approach that would specifi-
cally model the decisionmaking process that faces the 
executor of an estate would be enlightening.  Ideally, this 
model would incorporate not only the choice to claim 
one business provision, but also the choice to claim a 
combination of business provisions, if eligible for more 
than one.  In addition, the interaction of other choices, 
such as marital and charitable deductions, should be 
incorporated into this model, as should some measure of 
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the financial constraints placed on an estate by claiming 
these provisions.  


Second, when analyzing the characteristics of es-
tates that claim these provisions, time is a factor worth 
examining.  Estate tax returns provide a snapshot of 
the decedent’s assets and debts at the time of death, 
but reveal no information about these characteristics at 
earlier points in time.  This is particularly relevant to our 
analysis because we have no way of observing what, if 
any, choices were purposefully made prior to death so 
that an estate would qualify for a business provision.  
While the tax law contains a provision that limits the 
ability of individuals to shift their assets in a tax-ben-
eficial way prior to death, it is possible that various 
forms of planning are used by some individuals or their 
representatives in order to qualify for these beneficial 
business provisions [13].  


Finally, while modeling with records identified by 
our asset eligibility criteria is clearly superior to modeling 
with the entire dataset, modeling with only records for 
estates that are eligible would provide more insight into 
why estates choose to elect a special business provision.  
While eligibility cannot be observed in the data currently 
available, it is possible that future changes to tax law or 
reporting requirements could obviate this limitation.      


Endnotes


  [1] Special use valuation and deferral of estate tax 
liability are available to estates for current deaths.  
However, the qualified family-owned business 
deduction was repealed for deaths after 2003.


  [2] See Gangi, Martha Eller and Brian G. Raub, 
“Utilization of Special Estate Tax Provisions for 
Family-Owned Farms and Closely Held Busi-
nesses,” Statistics of Income Bulletin, Summer 
2006, Washington, D.C.  This article is also avail-
able on SOI’s TaxStats Web site at http://www.irs.
gov/pub/irs-soi/spestate.pdf.


  [3] United States Tax Reporter, Estate and Gift Taxes, 
Volumes I and II, Research Institute of America, 
1996.  This publication provides an overview of 
tax law, Internal Revenue Code text, House and 





Senate committee reports, U.S. Treasury regula-
tions, and a general explanation of the tax code.


  [4]  Ibid.


  [5] Population estimates are from “Annual Estimates 
of the Population for the United States and for 
Puerto Rico:  April 1, 2000, to July 1, 2004,” 
Population Division, U.S. Census, Bureau, De-
cember 2004.  Total adult deaths represent those 
of individuals age 20 and over, plus deaths for 
which age was unavailable.  Death statistics are 
from Volume 52, Number 3, Table 3, Centers for 
Disease Control and Prevention, National Center 
for Health Statistics, U.S. Department of Health 
and Human Services, September 2003.   


  [6] Because almost 99 percent of all returns for dece-
dents who die in a given year are filed by the end 
of the second calendar year following the year of 
death and because the decedent’s age at death and 
the length of time between the decedent’s date 
of death and the filing of an estate tax return are 
related, it was possible to predict the percentage 
of unfiled returns within age strata.  The sample 
weights were adjusted accordingly, in order to 
account for returns for 2001 decedents not filed 
by the end of the 2003 filing year.


  [7] Estate tax returns are sampled while the returns 
were being processed for administrative purposes, 
but before any examination.  Returns are selected 
on a flow basis, using a stratified random prob-
ability sampling method, whereby the sample rates 
are preset based on the desired sample size and 
an estimate of the population.  The design for the 
Year-of-Death 2001 study had three stratification 
variables: year of death, age at death, and size of 
total gross estate plus adjusted taxable gifts.  Sam-
pling rates ranged from 1 percent to 100 percent.  
Returns for over half of the strata were selected 
at the 100-percent rate.


  [8] For more information on special use valuation, 
see Code section 2032A in The Complete Internal 
Revenue Code, Research Institute of America, 
July 2001, p. 6,016. 
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  [9] For more information on the qualified family-
owned business deduction, see Code section 2057 
in The Complete Internal Revenue Code, Research 
Institute of America, July 2001, p. 6,047.


[10] In the 1997 Act, Congress provided for gradual 
increase in the lifetime exemption from $625,000 
in 1998 to $850,000 in 2004.  However, in 2001, 
Congress enacted legislation in the Economic 
Growth and Tax Relief Reconciliation Act that 
completely changed the landscape of estate tax 
law.  As a result, the lifetime exemption, $675,000 
in 2000 and 2001, is set to increase to $3.5 million 
in 2009, and the estate tax disappears entirely for 
deaths in 2010.  


[11] For more information on the deferral of taxes and 
installment payments, see Code section 6166 in 
The Complete Internal Revenue Code, Research 
Institute of America, July 2001, p. 9,125.


[12] Liquidity ratio is defined as liquid assets (cash 
and cash management accounts, State and local 
bonds, Federal Government bonds, publicly traded 
stock, and insurance on the life of the decedent) 
divided by the projected estate tax liability prior 
to claiming any business provisions plus debts of 
the estate.


[13] According to Internal Revenue Code 2057(c), most 
gifts given within 3 years of a decedent’s death are 
included in adjusted gross estate.
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Statistics of Income Sales of Capital Assets 
Sample Redesign for Tax Year 2007


by Yan K. Liu, Jana Scali, Michael Strudler, and Janette Wilson, Internal Revenue Service 


T he Statistics of Income (SOI) of the IRS selects a 
cross-sectional stratifi ed random sample of indi-
vidual returns from the population of all U.S. in-


dividual tax returns fi led with the IRS every year.  This 
yearly sample is used for various studies, including the 
study of Form 1040 items of Sales of Capital Assets 
(SOCA), such as the total amount of Sales Price, Ba-
sis, and Net Gain/Loss.  However, the individual return 
sample provides SOCA data only at the return level, 
not at the capital asset transaction level because of the 
high processing cost associated with editing fi ner-level 
data.  


To study SOCA at the transaction level, a smaller 
representative sample was selected from the Tax Year 
1999 individual return sample, called the SOCA Cross-
Sectional Sample.  The same sample design as the 1999 
individual return sample was used, and weights were 
adjusted accordingly.  Further, from this 1999 cross-
sectional SOCA sample fi le, a subsample was selected 
to serve as the base year for a SOCA panel sample, in 
which returns were followed in subsequent tax years. 


The SOCA panel is also a stratifi ed random sam-
ple, but the stratum defi nition is different from that 
of the SOCA cross-sectional sample and individual 
return sample.  Due to various resource and planning 
constraints, no refreshment sample has been added to 
this panel sample since that tax year.  Subsequently, the 
SOCA panel sample has drifted and is no longer rep-
resentative of the current-year population.  Also, 1999 
was the last year that SOI had a SOCA cross-sectional 
fi le.  Therefore, a new cross-sectional SOCA sample is 
needed for Tax Year 2007 and a new panel sample will 
be developed from it.   


Since there is a close relationship among the in-
dividual return sample, SOCA cross-sectional sample, 
and SOCA panel sample, it is important to understand 
how these samples are related.  In Tax Year 1999, the 
individual return sample of 176,966 returns was drawn 
from the population of 127,321,626 returns; the SOCA 


cross-sectional sample was a subsample of 121,053 
returns of the 176,966 individual sample returns; and 
the SOCA panel sample of 83,432 returns was a sub-
sample of the SOCA cross-sectional sample.  The stra-
tum boundaries of the SOCA cross-sectional sample 
followed the same boundaries used in the individual 
sample, but the SOCA panel sample used different stra-
tum boundaries.  Details are given below. 


The individual return sample is a stratifi ed random 
sample (Testa and Scali, 2005).  The stratifi cation is 
achieved by the return type code, as shown in Table 
1, and income code, as shown in Table 2.  The income 
code is determined by the income classifi cation and the 
“degree of interest” for the modeling purpose. It is a 
four-level categorical variable where “1” is assigned to 
returns that are least interesting and “4” to those most 
interesting.  The fi nal stratifi cation is achieved by com-
bining return type code and income code, as summa-
rized in Table 3.  


Each sample code identifi es a stratum.  As shown 
in Table 3, returns with a return type code of 1 or 2 
indicate returns with high nontaxable income or large 
business receipts respectively sampled with certainty, 
regardless of the income amount.  The rest of the re-
turns are divided into 24 income classes within each 
tax return type.  


The sample consists of two parts: a Bernoulli sam-
ple and a CWHS (Continuous Work History Sample) 
(Weber, 2001).  A Bernoulli sample is selected inde-
pendently from each sample code, with rates ranging 
from 0.1 percent to 100 percent.  The sample selection 
utilizes a permanent random number that is an inte-
ger function of the primary taxpayer’s Social Security 
Number, called the Transformed Taxpayer Identifi ca-
tion Number (TTIN).  The last fi ve digits of the TTIN is 
a pseudorandom number.  A return for which the pseu-
dorandom number is less than the sampling rate multi-
plied by 100,000 is selected in the sample.  


This paper was originally presented at the 2008 June Statistical Meeting of the American Statistical Association in Denver, CO. 
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The selection criteria, which are given in Table 
4, show that a same sampling rate is used for sample 
codes with the same income code except for sample 
code 101-124 and 201-204 in which all returns are 
taken with certainty.  For example, a sampling rate of 
33.4 percent is used for sample codes 003, 303, 403, 
503, 603, 703 and 803.  In other words, population re-
turns with the last fi ve digits of the TTIN smaller than 
33,400 in those sample codes are selected.  In addition 
to returns selected using the pseudorandom number, re-
turns having one of the specifi c fi nal four digits in the 
taxpayer’s SSN are also selected.  


Returns that have one of the specifi c fi nal four dig-
its in the taxpayer’s SSN form a special subsample, 
called the Continuous Work History Sample (CWHS).1  
Before 2005, there were fi ve specifi c fi nal four digits 
used for CWHS, which represent 23 percent of the in-
dividual return sample.  Starting from 2005, ten spe-
cifi c fi nal four digits have been used, which represent 
46 percent of the individual return sample.  Note that 
some returns selected by TTIN may also be part of 
the CWHS. 


The 1999 SOCA cross-sectional sample was a sub-
sample selected from the 1999 individual return sample 


1  CWHS returns are considered as randomly selected since the SSN endings are approximately random.


Return Type Code Special Category
1 High-Income Nontaxable Returns
2 Large Business Receipts
3 Form 2555 (Foreign Earned Income)
4 Form 1116 & Schedule C or F
5 Form 1116 (Foreign Tax Credit)
6 Schedule C & Schedule F
7 Schedule C (Nonfarm Sole Proprietors)
8 Schedule F (Farm Sole Proprietors)
0 All Others


Table 1.  Return Type Code


Income Code Income Range Degree of Interest
NEGATIVE INCOME


1 $10,000,000 or more All
2 $5,000,000 - under $10,000,000 All
3 $2,000,000 - under $5,000,000 All
4 $1,000,000 - under $2,000,000 All
5 $500,000 - under $1,000,000 All
6 $250,000 - under $500,000 All
7 $120,000 - under $250,000 All
8 $60,000 - under $120,000 All
9 Under $60,000 All


POSITIVE INCOME
10 Under $30,000 1
11 Under $30,000 2
12 Under $30,000 3-4
13 $30,000 - under $60,000 1-2
14 $30,000 - under $60,000 3-4
15 $60,000 - under $120,000 1-3
16 $60,000 - under $120,000 4
17 $120,000 - under $250,000 1-3
18 $120,000 - under $250,000 4
19 $250,000 - under $500,000 All
20 $500,000 - under $1,000,000 All
21 $1,000,000 - under $2,000,000 All
22 $2,000,000 - under $5,000,000 All
23 $5,000,000 - under $10,000,000 All
24 $10,000,000 or more All


Table 2.  Income Code
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Sample Code Return Type Code Income Code # Of Strata
101-124 1 all 1
201-224 2 all 1
301-324 3 1-24 24
401-424 4 1-24 24
501-524 5 1-24 24
601-624 6 1-1 24
701-724 7 1-24 24
801-824 8 1-24 24
001-024 0 1-24 24


Table 3.  Sample Code (Stratum)


Income Code Sample Code Cutoff of the Last Five 
Digits of TTIN*


All 101 – 124 All
All 201 – 224 All
1 301 – 801 All
2 302 – 802 All
3 303 - 803 33,399
4 304 – 804 15,999
5 305 - 805 3,309
6 306 - 806 894
7 307 – 807 413
8 308 – 808 211
9 309 – 809 86
10 310 – 810 0
11 311 – 811 0
12 312 - 812 53
13 313 – 813 0
14 314 – 814 57
15 315 – 815 0
16 316 - 816 50
17 317 – 817 95
18 318 – 818 234
19 319 – 819 619
20 320 – 820 2,379
21 321 – 821 12,099
22 322 - 822 32,399
23 323 – 823 All
24 324 – 824 All


*Sampling rate = last five-digit /100,000. A ‘0’ Cutoff means no return is selected by TTIN and only the
CWHS returns are included.


Table 4.  2005 Individual Return Sample Random Selection Criteria
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using the same stratum boundaries with smaller sam-
pling rates in some strata.


The 1999 SOCA panel sample was a subsample 
selected from the 1999 SOCA cross-sectional sample.2 
However, the strata were defi ned differently in that the 
return type was not used and only income code was 
used.  For example, strata 003, 103, 203, 303, 403, 503, 
603, 703 and 803 are pooled into one stratum that have 
the same income code of “03.”  Further, strata with in-
come codes “01” and “24” were broken into two each 
by the income amount, as shown in Table 5.  The panel 
sample includes all returns that were randomly selected 
using the pseudorandom number and additional returns 
containing any of fi ve CWHS ending digits.  The ap-


proximate sampling rates and TTIN cutoffs are also 
given in Table 5.  


Designing the 2007 Cross-
Sectional SOCA Sample 


The 2007 SOCA cross-sectional sample is a subsam-
ple of the individual return sample and should include 
the 2007 SOCA panel sample, which will serve as the 
base-year panel sample for coming years.  It was de-
cided that the 2007 panel sample will have the same 
stratum boundaries as the 1999 SOCA panel design and 
include at least returns selected using the criteria of the 
1999 SOCA panel design, defi ned in Table 5.  In other 
words, it should start with at least returns satisfying the 


Specified


Sampling Rate (%)*


0 01 (income>=20,000,000) 100 ALL


1 01 (income<20,000,000) 48.47 48,444


2 2 22.05 22,011


3 3 4.2 4,152


4 4 1.42 1,371


5 5 0.58 530


6 6 0.12 70


0.05
19 19 0.18 130


20 20 0.59 540


21 21 1.72 1,671


22 22 5.73 5,683


23 23 18.88 18,839


24 24 (income<20,000,000) 57.62 57,599


25 24 (income>=20,000,000) 100 ALL


*Including CWHS returns


SOCA Panel Stratum ID Income Code


7, 8, 9, 10, 11, 12, 13, 14, 
15, 16, 17, 18


07, 08, 09, 10, 11, 12, 13, 14, 15, 16, 17, 
18


Cutoff of the Last Five 
Digits of TTIN


0


Table 5.  1999 SOCA Panel Sample Design


2  The 1999 panel sample was designed to represent all Tax Year 1999 returns, including late returns, while the 1999 individual return 
sample and 1999 SOCA cross-sectional sample were designed to represent all returns fi led in Calendar Year 2000.  Therefore, the 1999 
panel sample was drawn from the 1999 SOCA cross-sectional sample and supplemented with the 2000 and 2001 individual return 
samples in order to include returns that were fi led up to 2 years late.
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same selection criteria in Table 5 and add more returns 
to some strata, as appropriate.  This is because we want 
to have a 2007 SOCA panel at least as large as the 1999 
SOCA panel in each stratum.


In designing the 2007 SOCA cross-sectional sam-
ple, we needed to determine the stratum boundaries 
and sample size allocation across strata.  In terms of 
stratum boundaries, we employed the same boundaries 
as for the 1999 SOCA panel sample, instead of using 
the same stratum boundaries of the individual return 
sample, for two reasons: (1) the return type (Table 1) is 
not considered to be related to the SOCA analysis; and 
(2) it is consistent with the new panel sample design.  
In terms of sample size allocation, we made use of the 
available information from Tax Year 2005 data to bal-
ance the variance and the processing cost.  Details are 
given below.


To determine the fi nal sample size allocation of the 
2007 SOCA cross-sectional sample, we used the vari-
ance information from the most recent available 2005 
individual return sample data and processing cost infor-
mation from the most recent panel sample data for Tax 
Year 2005.3  Although the SOCA fi le is used to mainly 
estimate the totals of some variables by asset type, it is 
impossible to have a sample that is optimum for each 
of the 22 asset types.  Thus, our design target was based 
on the precision levels of estimates for the totals of the 
three key variables: Sales Price (E21550), Net Short 
Term Gain/Loss (E22250), and Net Long Term Gain/
Loss (E23250).


We fi rst calculated the optimum sample size allo-
cation using Neyman allocation (Cochran, 1977), then 
adjusted the sample sizes for some constraints on the 
lower and upper bounds.  Therefore, the fi nal stratum 
sample sizes were not strictly obtained by Neyman op-
timum allocation.  Instead, Neyman allocation was used 
as a starting step of the sample size allocation process.  


For a given sample size n , the sample size propor-
tion for stratum h  by Neyman optimum allocation is:






h
hhh


hhhh
h


cSN


cSN
n


n
p ,                       (1)


where hN , hS , and hc  are the population size, standard 
deviation, and cost per return for stratum h ; and nnh  
is the sample size allocation across strata.  The popula-
tion size hN  is known.  


To use the Neyman allocation equation (1), we 
need information for hS  and hc .  Here, hc  is the av-
erage cost for SOI to edit each return because the in-
dividual return sample consists of both SOCA returns 
and non-SOCA returns.  Thus, for our design purpose, 
the processing cost of non-SOCA returns was treated 
as zero, and the processing cost per SOCA return was 
from the 2005 panel sample.  


The average cost per return hc  was obtained by 
multiplying the processing cost per SOCA return that 
was obtained from the 2005 panel sample and the per-
centage of SOCA returns that was calculated from the 
2005 individual return sample.  The reason that pro-
cessing cost per SOCA return was obtained from the 
2005 panel data and not from the individual return sam-
ple was that returns are processed at the tax form line 
level for the individual return sample, while returns 
are processed at the transaction level for the SOCA 
cross-sectional sample.4  For example, if a taxpayer 
had 100 different short-term stock transactions, SOI 
would edit only the total sales and total net income/
loss from the combination of these transactions for the 
individual fi le.  However, for SOCA, each sale would 
be processed separately.  The resulting cost information 
is given in Table 6.  


Because of the relatively low cost for returns in 
strata 10-17, it was decided to include all sampled in-
dividual returns in the SOCA cross-sectional sample.  
Strata 0, 1, 24, and 25 are certainty strata, and all their 
returns are taken in the SOCA cross-sectional sample 


3  The 1999 SOCA panel sample was followed in each tax year.  The most recent year was 2005.
4  The last SOCA cross-sectional sample was done in 1999.  The most recent cost estimates at the transaction level are from the 2005 
panel sample.  Therefore, cost information from the 2005 panel sample was used.
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as well.  For the rest of the strata, the standard deviation 
hS  was calculated.  


In calculating hS , some returns are excluded so 
that all returns used in the standard deviation calcula-
tion have the same weights.  These excluded returns are 
from sample codes 101–124 and 201-224 and would 
not have been selected if using the selection criteria of 
other sample codes (see Table 4).  For example, stra-
tum 3 consists of returns from sample codes 003, 103, 


203, 303–803, and CWHS returns.  All returns from 
sample codes 103 and 203 were selected, and only re-
turns with a TTIN smaller than 33,400 were selected 
for sample codes for 003 and 303–803 (see Table 4).  
Therefore, non-CWHS returns that had a TTIN greater 
than 33,399 were excluded.  Basically, these excluded 
returns were from sample codes 103 and 203 and have 
zero probability of being selected in the SOCA cross-
sectional sample.  


Sample Size % SOCA returns


0 850 850 82.60% 86.3 71.299
1 1,019 1,019 95.20% 86.3 82.18
2 2,865 2,865 92.60% 81.9 75.903
3 11,583 3,921 92.90% 79.9 74.283
4 24,668 4,051 91.10% 54.5 49.618
5 62,671 2,322 89.80% 46.1 41.369
6 145,074 1,684 87.50% 26.6 23.27
7 304,998 1,700 81.50% 24.9 20.308
8 426,292 1,362 73.00% 17.9 13.079
9 1,394,836 2,700 59.20% 25.3 14.979


10 30,444,834 30,396 0.10% 2.9 0.003
11 28,944,931 28,868 5.70% 1.9 0.106
12 10,232,344 15,703 19.70% 3.3 0.649
13 23,743,039 23,823 11.30% 2.6 0.296
14 10,255,177 16,198 26.20% 2.7 0.704
15 13,842,711 13,790 27.00% 3.8 1.032
16 6,346,609 9,607 42.70% 3.6 1.515
17 1,746,471 5,880 53.70% 3.5 1.873
18 4,089,699 16,085 61.10% 22.9 13.976
19 1,628,792 15,441 73.90% 21.3 15.736
20 551,000 15,084 83.70% 27.8 23.296
21 185 095 23 086 90 80% 47 9 43 454


Average 
Cost Per 


Individual 
Return 


(Minutes)  


2005 Individual Return Sample Cost Per 
SOCA 
return 


(Minutes)


Stratum 2005 Population Size  
h hN


hc


21 185,095 23,086 90.80% 47.9 43.454
22 78,029 25,543 94.70% 72 68.226
23 19,107 19,107 97.20% 105.7 102.666
24 7,572 7,572 98.20% 120.8 118.611


h hN


hc


Table 6.  Processing Cost Per Return by Stratum
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Further, for the 13 returns that had an original in-
come code different from the edited income code and 
could have large impact on the variance, their strata 
were adjusted using the edited income code (instead 
of the original amount used for stratifi cation).  For ex-
ample, one return had the original income code of “03” 
and the edited income code of “01” because the edited 
income was larger than $10,000,000.  Leaving it to its 
original income code would infl ate the standard devia-
tion of stratum 3.  Therefore, it was moved to stratum 
1.  The standard deviation hS  of each key variable was 
calculated using return-level data where a non-SOCA 
return was assigned a value of zero.  Table 7 gives the 
standard deviation estimates for three key variables.


We then calculated sample size allocation per-
centages across strata using Neyman optimum alloca-
tion (1) for each of the three key variables, denoted as             


1hp , 2hp , and 3hp   for each stratum h  and then taking 
the average of the three.  That is, for a given sample size 
n , the stratum sample size is 3/)( 321 hhhh pppnn  .   


The sample size hn  was further adjusted by lower end 
hL  and upper end hU , i.e., hhh UnL   for all h . 


The lower end hL  was decided by the selection crite-
ria of 1999 panel sample (Table 5) to ensure that the 
new panel sample was a subsample of the 2007 SOCA 
cross-sectional sample and, thus, satisfi ed at least the 
selection criteria of the 1999 panel.  The upper end hU  
was the stratum sample size of the individual return 
sample after removing the excluded returns because the 
SOCA cross-sectional sample will be selected from the 
individual return sample.5  Therefore, if the calculated 


hn  was smaller than hL , it was forced to be equal to 
hL ;  if the calculated hn  was larger than hU , it was 


reduced to be the same as hU .  


After evaluating some options of sample size and 
processing cost, the fi nal choice is summarized in Table 
8.  Based on the 2005 population, the projected cost 
and Coeffi cient of Variation (CV) for the three key 
variables are given in Table 9.  Here, the extra cost is 


2 2,865 46,422,576 2,910,246 10,828,250 75.903 613 2,865
3 11,583 23,511,291 1,271,933 1,700,676 74.283 496 3,808
4 24,668 16,613,886 603,837 720,621 49.618 357 3,890
5 62,671 22,123,386 314,883 360,997 41.369 372 2,038
6 145,074 5,208,675 156,964 181,711 23.27 244 1,395
7 304,998 2,612,603 74,011 89,332 20.308 306 1,577
8 426,292 2,191,341 33,792 48,225 13.079 444 1,333
9 1,394,836 1,067,603 9,776 18,056 14.979 1,441 2,676
18 4,089,699 761,388 16,084 46,303 13.976 3,946 13,581
19 1 628 792 2 029 207 30 672 105 765 15 736 3 743 11 683


Sample 
Size Low 


End


Sample Size 
High EndStratum Population 


Size
Sales Price 
(E21550)


Net Short-Term 
Gain or Loss 


(E22250)


Net Long-
Term Gain 


or Loss 
(E23250)


Standard Deviation 


Average 
Cost Per 
ReturnN


hS


hc hL hU


19 1,628,792 2,029,207 30,672 105,765 15.736 3,743 11,683
20 551,000 3,221,822 68,763 243,875 23.296 3,544 13,670
21 185,095 6,217,282 146,646 565,720 43.454 3,324 22,558
22 78,029 11,987,771 329,655 1,414,260 68.226 4,632 25,325
23 19,107 16,748,060 784,437 4,461,375 102.666 3,600 19,107


N


hS


hc hL hU


Table 7.  Data Summary for Sample Size Allocation Summary


5  The excluded returns are from sample codes 101–124 and 201-224 and would not have been selected if using the selection criteria of 
other sample codes.
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the total cost, excluding the cost for returns that also 
fall in the 1999 panel sample.  Also note that CVs here 
are for estimates of the overall totals.  However, the 
SOCA estimates are also broken by asset type, which 
can result in much higher CVs for some asset types.  
Finally, Table 10 gives cost estimates by Electronic 
Filing Status and Service Center, which were used for 
budget allocation purposes.
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0 99999 1, 2 100 850 702
1 99999 1, 2 100 1019 970
2 74808 1, 2 74.83 2144 1,995
3 23337 1, 2 23.41 2712 2,513
4 14459 1, 2 14.55 3588 3,258
5 3155 1, 2 3.25 2038 1,805
6 862 1, 2 0.96 1395 1,188
7 417 1, 2 0.52 1577 1,268
8 213 1, 2 0.31 1333 967
9 92 1, 2 0.19 2676 1,578


10 0 1, 2 0.1 30396 34
11 0 1, 2 0.1 28832 1,628
12 53 1, 2 0.15 15660 3,050
13 0 1, 2 0.1 23811 2,685
14 58 1, 2 0.16 16151 4,196
15 0 1, 2 0.1 13774 3,713
16 51 1, 2 0.15 9560 4,065
17 100 1, 2 0.2 3490 1,682
18 232 1, 2 0.33 13581 8,212
19 618 1, 2 0.72 11683 8,625
20 2383 1, 2 2.48 13670 11,456
21 5970 1, 2 6.06 11224 10,187
22 10887 1, 2 10.98 8565 8,077
23 22411 1, 2 22.49 4297 4,183
24 99999 1, 2 100 7572 7,432
25 99999 1, 2 100 4180 4,104


*CWHSI is the indicator for CWHS status.  A return with a CWHSI value of 1 and 2 falls in the 10 CWHS  endings.
**The sample size and the number of SOCA returns based on 2007 population are  expected to be larger.


Stratum
Selection Criteria Overall Sampling 


Proportion 
(Random selection 
and CWHSI) (%)


Based on 2005 Population**


Cutoff of random 
selection (TTIN) CWHSI* Sample Size # SOCA Returns


Table 8.  Selection Criteria of 2007 SOCA Cross-Sectional Sample
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Total Cost (years) Extra Cost (years)Sample Size ( # returns)


CV


36.35 28.85


Sales Price (E21550)


Net Short-
Term Gain 


or Loss 
(E22250)


Net Long-
Term Gain 


or Loss 
(E23250)


235,778 4.72% -1.76% 0.89%


Electronic Filing  Service Center Number of  Returns
Number of  SOCA 


Returns
Total cost 


(Years)
Extra cost 


(Years)


No Atlanta (7) 24,133 13,573 5.54 4.46
No Andover (8) 19,380 11,267 5.18 3.83
No Kansas City (9) 24,404 12,057 4.61 3.58
No Cincinnati (17) 29 29 0.03 0.01
No Austin (18) 21,151 10,988 4.31 3.51
No Philadelphia (28) 11,929 5,720 2.14 1.69
No Fresno (89) 31,125 16,787 7.31 5.7


132,151 70,421 29.12 22.77
Yes Andover (8) 24,067 7,445 1.96 1.65
Yes Kansas City (9) 19,183 5,256 1.12 0.93
Yes Cincinnati (17) 1 1 0 0
Yes Austin (18) 19,740 4,275 0.87 0.73
Yes Philadelphia (28) 16,054 3,149 0.66 0.57
Yes Fresno (89) 24,582 9,026 2.62 2.2


103,627 29,152 7.23 6.07


Subtotal


Subtotal


Table 9.  The Projected Cost and CV from the 2007 SOCA Cross-Sectional Sample


Table 10.  Cost Estimate by Electronic Filing Status and Service Center for the 2007
SOCA Cross-Sectional Sample (Projection Based on 2005 Population)
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With $2.6 trillion in assets at year-end 2001, Individual 
Retirement Arrangements (IRAs) had grown to 
represent nearly one-quarter of the $11.2 trillion in the 
U.S. retirement market (Figure 1).  Defined 
contribution plan assets had risen to $2.7 trillion, with 
401(k) plans holding an estimated $1.7 trillion, or 15 
percent of the total retirement market, at year-end 2001. 
 This year the Employee Retirement Income Security 
Act (ERISA) turns 30 years old.  In 1974, when ERISA 
was passed, the total U.S. retirement market was only 
$367.5 billion in assets.1  Thirty years later, U.S. 
households hold more than $12.1 trillion in retirement 
assets, with IRA assets exceeding $3.0 trillion.2  This 
paper will focus mainly on one of these retirement 
vehicles—the one for which IRS files contain the most 
data. This retirement vehicle is the Individual 
Retirement Arrangement (or IRA). 
 
By combining tax returns and information returns in 
one database, the Statistics of Income (SOI) Division 
has made it possible to study trends in contributions to 
IRAs, as well as the participation in other types of 
retirement plans, by individual taxpayers.3  This paper 
will analyze the detailed SOI data for Tax Year 2001, 
paying particular attention to comparing taxpayers with 
IRA activity to the population of taxpayers who were 
eligible to participate in that Tax Year.  In addition, this 
paper will show the interaction of IRA activity with 
employer-provided retirement plans. 
   
ALL TAXPAYERS WITH IRAs 
 
While the SOI has collected traditional IRA deductible 
contribution information for every tax year starting in 
1975 (Figure 2), those contributions only tell a very 
small part of the IRA story.  Detailed SOI data from the 
information Form 5498 reveal a more complete picture. 
For example, in 2001, while deductible contributions to 
                     
1 See Federal Reserve Board, Flow of Funds 
Accounts, table L.225, June 10, 2004 release.   
2 See Investment Company Institute (June 2004). 
3 See Sailer, Weber, and Gurka (2003).   


all IRAs totaled $13.2 billion (including deductible 
contributions to traditional IRAs of $7.4 billion as 
shown in Figure 2), an additional $23.4 billion were 
contributed to IRAs on an after-tax (nondeductible) 
basis (Figure 3, column 4 minus column 6).  More 
importantly, rollovers, primarily from qualified 
retirement plans increased IRA holdings by $187.1 
billion in 2001.  Pulling IRA assets down in 2001 were 
withdrawals and poor equity market returns, so that by 
year-end 2001, total IRA assets had edged down 
slightly to $2,619.4 billion.  While much of this drop 
can be attributed to reduced returns on capital, it is also 
true that the level of IRA contributions rose by an 
anemic one-tenth of one percent compared with Tax 
Year 2000, with contributions to traditional and Roth 
IRAs actually dropping.4 
 
When both traditional and Roth IRAs are considered, 
any individual with compensation under the age of 70 
½ could make a contribution to an IRA, up to a 
maximum of $2,000 (or total compensation, if less than 
$2,000) for Tax Year 2001.  In making this 
computation, non-working married persons could count 
their spouses’ earned incomes as their own for the 
purpose of making an IRA contribution. 
 
Individuals age 70 ½ or older with earned incomes 
could not contribute to traditional IRAs, but they could 
still make payments to Roth IRAs, as long as they had 
incomes under $110,000 for single people (including 
unmarried heads of households); under $160,000 for 
married persons filing jointly (including recently 
widowed spouses with children); or under $10,000 for 
married persons filing separately. 
 
The income concept used to determine eligibility was 
“modified adjusted gross income.”  This is basically 
adjusted gross income (or AGI)—the bottom line of 
page 1 of Form 1040, with a few items added back: 


• Deductible IRA contribution(s); 
• Student loan interest excluded from AGI; 
• Excluded foreign earned income; 
• Excluded foreign housing allowances; 


                     
4 For Tax Year 2000 contribution details, see Sailer 
and Nutter (Spring 2004).  







• Excluded bond interest; 
• Employer-paid adoption expenses. 


 
Overall, only 9.4 percent of those taxpayers eligible to 
make IRA contributions did so in 2001. When eligible 
taxpayers are classified by size of adjusted gross 
income (Figure 4), it turned out that less than 4 percent 
of eligible taxpayers with incomes under $25,000 
actually made contributions. Participation rates 
gradually rose through the $200,000 under $500,000 
class, where about 21 percent of eligible taxpayers 
contributed, and then declined again for the highest 
income classes.  
  
When eligible taxpayers are classified by age group 
(Figure 5), the highest participation rate (over 14 
percent) occurred for the 55- to 64-year-old group.  
Apparently, many taxpayers wait until a fairly advanced 
age to start making IRA contributions.  Participation 
rates were much lower for taxpayers under 45 and over 
70; the latter likely influenced by the age limitation on 
traditional IRA contributions.  
 


In conclusion, when all types of IRA plans were 
considered, participation rates tended to rise as income 
levels rose.  However, tax return information repeatedly 
shows that all income groups take advantage of 
deductible IRA contributions.  Among tax returns with 
deductible traditional IRA contributions in 2001, 17.8 
percent had AGI of less than $25,000; 32.4 percent had 
AGI between $25,000 and $50,000; 19.9 percent had 
AGI between $50,000 and $75,000; and 29.9 percent 
had AGI of $75,000 or more.5  


 


TAXPAYERS WITH DEDUCTIBLE TRADITION-
AL IRA CONTRIBUTIONS 
 
The deductible traditional IRA allows eligible taxpayers 
to deduct the IRA contribution (up to $2,000), and 
exempts all proceeds from taxation until the money is 
withdrawn.  The eligibility requirements for deductible 
IRAs are more stringent than those for nondeductible 
traditional IRAs or Roth IRAs.6  For Tax Year 2001, the 
taxpayer eligible for deductible contributions 


• Had to have compensation; 
• Had to be under age 70 ½; 
• Could not be taking the full $2,000 Roth IRA 


contribution; 
• If covered by an employer-provided pension 


plan, had to have modified AGI of less than: 
o $43,000 if single or unmarried head 


of household; 
                     
5 See Campbell and Parisi (Fall 2003). 
6 See Internal Revenue Service (2001) for details. 


o $63,000 if married filing joint or a 
surviving spouse 


o $10,000 if married filing separately. 
 
There was no income limit for taxpayers who were not 
covered by employer-provided pension plans, with one 
exception: if a married person filing jointly was not 
covered by a pension plan, but his or her spouse was, 
the non-covered spouse could not make a deductible 
IRA contribution if the couple’s modified AGI was 
$160,000 or more. 
  


In the charts showing taxpayer participation in 
deductible traditional IRA plans as a percentage of 
eligible taxpayers, data are shown separately for 
covered and non-covered taxpayers, since different 
rules apply to the two groups.  Coverage by an 
employer-provided plan was determined either by the 
presence of contributions to a SEP or SIMPLE IRA on 
Form 5498, or a checkmark in the “Retirement Plan” 
box of Form W-2. 


Overall, only 3.0 percent of eligible taxpayers took a 
traditional IRA deduction.  When taxpayers were 
classified by coverage/non-coverage by an employer-
provided pension, 2.4 percent of the covered and 3.2 
percent of the non-covered taxpayers took the 
deduction.  As shown in Figure 6, participation in this 
program varied considerably over various income 
levels, with 13 percent of taxpayers in the $200,000 
under  $2,000,000 class taking the IRA deduction.  
(The reason such a large income interval was chosen is 
that there was remarkably little difference in 
participation rates over this income range.)  Obviously, 
at these income levels, only non-covered employees 
were eligible to take the IRA deduction. 


As shown in Figure 7, the highest participation in 
deductible traditional IRAs is among those approaching 
retirement age.  In the 55- to 64-year-old age group, 6.5 
percent of eligible covered taxpayers took the 
deduction, as did 8.2 percent of eligible non-covered 
taxpayers.  The highest age class ends at 70 ½ years, 
the maximum age at which one could qualify for the 
deductible traditional IRA contribution. 


Figure 8 divides the taxpayer population as a whole 
(not just the eligible population) into six groups, based 
on participation in deductible traditional IRA plans.  
Only 2 percent of entire population took the deduction 
for Tax Year 2001.  Fully 65 percent of all taxpayers 
were eligible to invest in deductible IRAs, but did not.  
Ineligible taxpayers included those with no 
compensation (12 percent of the population), covered 
taxpayers above the income limit (17 percent), those 
over age 70 ½ (2 percent) and those electing to make a 
full $2,000 Roth IRA contribution instead of a 
deductible IRA contribution (2 percent). 







 


ALL TAXPAYERS WITH RETIREMENT PLAN 
ACCUMULATIONS  


Taxpayers may accumulate assets for retirement 
through a variety of tax-advantaged programs. Figure 9 
shows that fully 26 percent of the taxpayer population 
had assets invested in non-employer-sponsored IRAs.  
These assets (shown as traditional IRA or Roth IRA fair 
market value on Form 5498) were accumulated either 
through contributions to these plans, or through 
rollovers upon job change or retirement from employer-
sponsored plans, such as those set up under Section 
401(k) of the Internal Revenue Code.  Among these 26 
percent, 10 percent of the taxpayer population not only 
had assets invested in non-employer-sponsored IRAs, 
but were also participating in employer-sponsored 
plans, as evidenced by the presence of SEP or SIMPLE 
IRA contributions on Form 5498, or participation in 
employer-sponsored plans indicated on Form W-2. 


Unfortunately, individuals’ assets accumulated in 
employer-sponsored plans (such as 401(k)s) are not 
available from any documents in the Internal Revenue 
Service’s record system.  However, it seems safe to 
assume that the 9 percent of the population who had no 
IRA assets or current employer-sponsored plan 
coverage, but reported taxable pension income on their 
Forms 1040 had assets (or at least obligations) from 
employer-sponsored plans.    


All told, IRS tax return and information forms show 
that in 2001, 60 percent of taxpayers had assets in 
and/or income from IRAs and/or employer-sponsored 
plans.  Figure 9 shows 40 percent of the population 
neither receiving nor accumulating retirement assets.  
Of course, this number refers only to assets officially 
designated as retirement plans.  Many of these 
individuals may be accumulating interest-bearing or 
dividend-paying assets, or other assets that can be sold 
at a future date to fund retirement. 
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Figure 1 
U.S. Retirement Market, 2001
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Total: $11.2 trillion


*Does not include annuities held in IRAs, 403(b) plans, 457 plans, or private pension plans.  


Sources: Investment Company Institute, Internal Revenue Service, Statistics of Income Division, and Federal Reserve Board


 


Figure 2
Deductible IRA Contributions to Traditional IRAs,* 1975–2001
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*Deductible IRA contributions reported on individual income tax returns (Form 1040).


Source: IRS, Statistics of Income Division, Individual Income Tax Returns, Publication 1304 , various years, and SOI Bulletin.







 
 
 


Figure 4: Percent of Eligible Taxpayers Contributing to Any Type of 
IRA Plan by Size of AGI, Tax Year 2001
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Figure 3. Individual Retirement Arrangement (IRA) Plans by type, Tax Year 2001


Type of plan
Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


(1) (2) (3) (4) (5) (6) (7) (8)
   Total 46,270,141 2,629,309,067 15,987,806 36,524,664 4,504,937 13,167,381 3,602,806 187,080,603
    Traditional IRA Plans 38,076,500 2,407,022,354 5,583,757 9,825,898 3,718,917 7,406,866 3,602,806 187,080,603
    SEP Plans 3,313,204 134,047,902 1,786,931 10,071,870 642,053 4,991,601      n/a n/a
    SIMPLE Plans 1,568,426 10,351,751 1,728,736 5,468,896 143,966 768,913      n/a n/a
    Roth IRA Plans 9,485,189 77,579,420 6,806,294 11,116,124       n/a    n/a      n/a n/a
    Education IRA Plans 3/ 241,238 307,640 82,088 41,876       n/a    n/a      n/a n/a


Other 


Type of plan
Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


 changes 2/ 
Amount


Number of 
Taxpayers Amount


(9) (10) (11) (12) (13) (14) (15)
   Total 0 0 9,185,958 104,527,365 -129,010,549 48,404,401 2,619,376,420
    Traditional IRA Plans 255,062 -3,052,037 8,553,004 98,690,314 -107,320,567 39,283,457 2,394,865,938
    SEP Plans       n/a      n/a 342,199 4,452,660 -8,305,687 3,523,805 131,361,424
    SIMPLE Plans       n/a      n/a 98,049 471,710 -1,756,655 1,959,748 13,592,282
    Roth IRA Plans 255,062 3,052,037 370,077 875,818 -5,874,730 11,026,390 79,349,804
    Education IRA Plans 3/       n/a       n/a 73,919 36,863 -105,681 206,655 206,972


Note: Except as noted, all data are from matched forms 1040 and 5498; all figures are estimates based on samples--amounts in thousands of dollars.
1/ Withdrawals are reported on Form 1099-R; excludes withdrawals for the purpose of rollovers to other IRA accounts, or Roth IRA conversions.
2/ Residual of change in fair market value minus all the enumerated changes.
3/ Education IRAs were renamed Coverdell Education Savings Accounts (ESAs) in July 2001; excludes Ed-IRAs owned by non-filing dependents.  


Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2001


Roth conversions Withdrawals 1/ End of year FMV


Beginning of year FMV Total contributions Deductible on Form 1040 Rollovers


Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2001 







Figure 5: Percent of Eligible Taxpayers Making IRA Contributions 
by Age, Tax Year 2001
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Figure 6: Percent of Eligible Taxpayers Taking Traditional IRA 
Deduction by AGI and Employer-Provided Retirement Plan Coverage, 


Tax Year 2001


7.6%


10.6%


7.8%


2.4%1.6%


3.0%


5.0%


13.0%


1.0%


3.5%


0.0%


2.0%


4.0%


6.0%


8.0%


10.0%


12.0%


14.0%


Under
$25,000


$25,000
under


$50,000


$50,000
under


$75,000


$75,000
under


$100,000


$100,000
under


$200,000


$200,000
under


$2,000,000


$2,000,000
or more


Adjusted Gross Income (AGI) on Tax Return


Covered
Not covered


Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2001 


Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2001 







Figure 7: Percent of Eligible Taxpayers Taking Traditional IRA Deductions by Age and 
Employer-Provided Retirement Plan Coverage, Tax Year 2001
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Figure 8: Percent of All Taxpayers by Eligibility for IRA Deductions, 
Tax Year 2001 
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Figure 9: Percent of All Taxpayers by Type of Retirement Plan 
Participation, Tax Year 2001
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In 2007, the 90th anniversary of the Statistics of Income (SOI) 
function, we looked back on a long and proud history filled 
with dedicated staff, operational innovations, and significant 


accomplishments. The 16th Amendment to the Constitution, which 
gave Congress the power to levy taxes, became effective in 1913, and 
the Revenue Act of 1916 included a requirement for the “preparation 
and publication of statistics reasonably available with respect to the 
operation of the income tax law.”  A year later, in 1917, the predecessor 
of SOI was created, and the first statistical report was published in the 
following year.  


Despite the many changes in people, methodologies, logistics, and 
technologies, the mission of SOI has remained virtually the same: to 
collect, analyze, and disseminate information on federal taxation for the 
Treasury Department; Congressional Committees; the Internal Revenue 
Service in its administration of the tax laws; other organizations 
engaged in economic and financial analysis; and the general public. 


As part of our anniversary celebration, beginning with the summer 
2007 issue of the SOI Bulletin and ending with the winter 2008 issue, 
we published a series of articles that present historic SOI data on a 
variety of topics.  These articles are assembled here for your enjoyment 
and reference.  While we look back in celebration, we also look 
forward to a bright future for SOI – one of expanding data products and 
statistical services, as well as extending our customer base.  I hope you 
will enjoy our celebratory articles, which are also available as part of 
the SOI paper series on the Tax Stats Web site at www.irs.gov/taxstats, 
click on "SOI Paper Series."


Tom Petska, Director
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     by James Dalton


A
s SOI celebrates its 90th year of doing business 
and meeting the needs of its many customers, it 
is time to look back at the exceptional trailblaz-


ers who have made SOI products and services pos-
sible.


Dr. Edward White was the George Washington 
of Statistics of Income.  He arrived in 1918 at an 
annual salary that today is less than one biweekly 
paycheck for a journeyman mathematical statistician 
at SOI—$2,000.  Naturally, as the premier head of a 
new organization, his resume is a list of fi rsts:


• fi rst SOI report on personal and corporate 
income tax returns (for 1916 in 1918)


• fi rst data on sole proprietorships (for 1917 in 
1919)


• fi rst data on estate tax returns (for 1916-1922 
in 1925) 


• fi rst complete income statements for corpora-
tions (for 1922 in 1925)


• fi rst gift tax return statistics (for 1925 in 
1926)


• fi rst Source Book of corporation tax data (for 
1926 in 1928)


• fi rst separate individual and corporation re-
ports (for 1934 in 1936)


• fi rst fi duciary income statistics (for 1937 in 
1940) and


• fi rst detailed partnership statistics (for 1939 
in 1945).


Dr. White took SOI from nonelectric comptom-
eters to punch cards and machine tabulation around 
1928.  Sampling of individual income tax returns 
was introduced under his leadership, and, later in his 
tenure, stratifi ed systematic samples of individual 
returns were also implemented.  It is safe to say that 
his 29-year tenure (1918-1946) will probably never 
be surpassed.


James Turner, an IRS employee, replaced Dr. 
White in 1946.  But possibly no one could replace 
Dr. White, for his successor had the shortest tenure of 


any SOI Director to date.  He served 3 years (1946-
1949).


Turner’s elevation to Director was perhaps IRS 
recognition of his greatest achievement, as he is cred-
ited with development of the standard deduction.  In 
IRS annals, this is quite an achievement.  Today, all 
Americans facing their tax responsibilities can say a 
collective “thank you, Jim Turner” for the relief of-
fered from their burden through the deduction.


Bryce Bratt, another IRS employee, took charge 
in 1949 and extended sampling, previously limited 
to individual returns, to corporation returns and then 
to returns for other SOI programs.  For the corporate 
study, he achieved a sampling rate of 41.5 percent, 
handling 285,000 returns out of a total population of 
687,000.  But his 4-year tenure (1949-1953) faced 
backlogs of statistical reporting that could not be pro-
cessed, fi nalized, or delivered due to World War II.  


The task was overwhelming.  Within 5 years, he 
was gone.  A new era was about to dawn, not only for 
SOI but also for the Internal Revenue Service itself.


Ernest Enquist, the fourth Director of SOI, ar-
rived in 1953 and brought about the IRS computer 
age.  In 1954, his second year as Director, he funded 
half of the cost of a Remington Rand UNIVAC 1 
purchased with the Census Bureau, where he had 
been a statistician.  The UNIVAC was IRS’s and, of 
course, SOI’s fi rst computer.  


To achieve his vision, Enquist doubled SOI staff-
ing and reassigned manual statistical processing to 
the fi eld.  This transition allowed SOI to establish the 
fi rst quality control program to maintain integrity of 
data and also enabled focus on specialized areas like 
partnership returns, taxpayer usage studies, advance 
tabulations of individual data, capital gains, corpo-
rate foreign tax credit, sales of capital assets, deple-
tion, and depreciation.  In 1962, Enquist saw to the 
implementing of Public Law 87-870, which allowed 
SOI to conduct special studies for reimbursement, 
and, thus, it can be said that his 11-year tenure (1953-
1964) laid the groundwork for most of what SOI now 
delivers.  


The fi fth Director of SOI, Vito Natrella, was a 
former Securities and Exchange Commission statisti-
cian.  He took charge in 1964 and used the computer 
to identify returns for sample selection (previously a 







SOI Trailblazers
Statistics of Income Bulletin 


manual process).  This revitalized the individual pro-
gram, among others.  


Natrella also introduced integer weights, or 
the rounding of weights to an integer value, to SOI 
weighting procedures.  This eased data review pro-
cedures and assured that publication totals added 
evenly.  But it was controversial.


Natrella fi nalized a one-time study on depletion 
(for 1960 in 1966) and initiated the fi rst SOI esti-
mates of personal wealth based on estate tax returns 
(for 1962 in 1967).  These estimates involved use 
of the estate multiplier concept.  He then published 
the fi rst corporation report on the foreign tax credit 
(for 1961 in 1967) and the fi rst corporation supple-
ment on controlled foreign corporations (for 1962 in 
1969).  


Natrella widened the focus of SOI studies to 
include high-income taxpayers and the incomes of 
U.S. citizens working abroad, as well as corporate 
income from U.S. possessions, international boycott 
participation, employee benefi t plans, and private 
foundations.  He also implemented the use of Master 
File data for individual income tax studies, which 
previously relied on data that had been processed 
independently.  The Natrella Era (1964-1980) set the 
stage for the sixth Director of SOI to create the orga-
nization widely known today.


Fritz Scheuren, former Social Security Admin-
istration chief statistician, became Director of SOI 
in 1980.  His passion for print led to the founding of 
several publications that form the cornerstone of the 
SOI mission “to collect, analyze, and disseminate 
information on Federal taxation for the Treasury 
Department’s Offi ce of Tax Analysis, Congressional 
committees, the Internal Revenue Service in its ad-
ministration of the tax laws, other organizations en-
gaged in economic and fi nancial analysis, and for the 
general public.”  Scheuren published the fi rst issue 
of the quarterly Statistics of Income Bulletin in 1981 
and the fi rst issue of SOI’s methodological report 
series in 1982, when the Statistical Division became 
the Statistics of Income Division.


He then instituted an annual program on tax-
exempt organizations and published the only SOI 
statistics to date on employee benefi t plans (for 1977 
in 1982).  He published the fi rst SOI compendiums 
on international income and taxes (for 1979-1983) 
and partnerships (for 1978-1982) in 1985.  He also 


established the estate tax return program as an annual 
study in 1986.


One of the greatest innovations of his era (1980-
1993) was convening the fi rst meeting of the SOI 
Advisory Panel to involve academics, business rep-
resentatives, and tax policymakers in SOI work pro-
cesses in 1986.  Throughout his tenure, he invested in 
human capital, seeing that economists and mathemat-
ical statisticians had the training necessary to meet 
the computer programming needs of the Division.  
Scheuren also spearheaded the TQO (Total Quality 
Organization) initiative at SOI.  


In 1989, he established SOI’s Statistical Informa-
tion Services.  Its mission to answer phone, walk-in, 
and written requests, and later e-mail requests, for 
SOI products and services continues to this day.  
Scheuren’s mission to raise SOI visibility in any 
form possible also led to the SOI electronic bulletin 
board, which began disseminating data in 1992 and 
today, as SOI’s Tax Stats Web site, contains an ever-
growing wealth of material, including data tables 
and the latest articles and papers developed by SOI 
economists and mathematical statisticians, as well as 
other researchers.   


The seventh Director of SOI, Dan Skelly, was a 
former economics instructor and pension fund man-
ager, who combined both academic and corporate 
experience when he came to SOI in 1983.  He had 
supervised the Foreign Statistics Branch, now known 
as the Special Studies Branch, for 10 years and left 
his mark on international, estate, nonprofi t, and ex-
cise tax studies before taking the SOI helm in 1993.  
He believed in the mantra that “people are the orga-
nization” and invested in a Divisionwide recruitment 
effort to attract and hire the best and the brightest.  


As much as a good resume impressed Skelly, he 
knew that team spirit moves an organization, and so 
he picked candidates who could work well together.  
He hired many of SOI’s present staff members and 
conducted most of the interviews himself.  “Top of 
the morning,” he used to say, and top of the candi-
dates is what he got.


Skelly also emphasized training in order to keep 
SOI competitive with other statistical organizations 
and measured success not only in the number of an-
nual studies conducted (60) but in the number of ca-
reers developed.  “The quality of statistics,” he liked 
to say, “depends on the quality of those you hire.”  
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Toward that end, his recruitment tours and speaking 
engagements at local colleges and universities were 
well-known events.  


He fi netuned a number of SOI initiatives on his 
watch, bolstered the estate and gift audit selection 
program through estate and gift studies, and facili-
tated a separate audit program for exempt organiza-
tions through nonprofi t studies.  Perhaps for his most 
tangible human capital achievement, Skelly was 
instrumental in seeking and fi lling new senior techni-
cal positions throughout SOI, because he strongly 
believed that SOI staff perform at a high level.  Re-
membered for his people skills and the bright opti-
mism he encouraged throughout the Division, as well 
as for leading SOI into the Internet Age and the 21st 
Century, the Skelly Era (1993-2001) set the stage for 
its present Director.  


Tom Petska, a former BEA and SSA economist 
and Chief of SOI’s Special Studies Branch, became 
Director of SOI in 2001 and used his infl uence from 
day one to increase SOI standing in the statistical 
community.  He led the way in maintaining high 
visibility as a world-class organization by encourag-
ing staff to present papers at major conferences:  the 
American Accounting Association (AAA), the Amer-
ican Economic Association (AEA), the American 
Statistical Association (ASA), and the National Tax 
Association (NTA).  He himself presented papers on 
tax-exempt organizations, tax shelters, business orga-
nizational choice, individual income distributions, in-
teragency data sharing, and the greater use of Master 
File data and was inducted as an American Statistical 
Association Fellow in 2004.


Petska does not believe that SOI should operate 
in a Federal statistical vacuum and has re-established 
the SOI Advisory Panel Meeting as a semiannual 
event in 2001.  Now in its 22nd year, this meeting 
provides Government economists and statisticians 
with much needed outside perspectives and views 
from academia, nonprofi t think tanks, and account-


ing fi rms.  Under Petska’s leadership, SOI not only 
reports on 130 projects and functions in semiannual 
reports to Treasury’s Offi ce of Tax Analysis (OTA) 
and the Congressional Joint Committee on Taxa-
tion (JCT) but has fi nished virtually every one on or 
ahead of schedule with some of the highest quality 
levels it has ever achieved.


Petska also advocates the effective management 
of “white space,” those often overlooked places 
where areas of expertise intersect and where, as in 
economic terms, common ground becomes a public 
good.  To share best practices across branches, he 
has commissioned an inhouse team for Web modern-
ization and subject-matter experts for publications 
improvement.  A Johnny Unitas fan, his management 
philosophy comes straight from the gridiron, “Find 
out where statistics are going, and move in those di-
rections.”


Petska, who went as a Federal consultant to the 
Republic of South Africa to help its government 
restructure their revenue agency, is now shaping 
SOI beyond his own tenure.  He is leading efforts to 
develop a strategic vision, SOI 2016, and is working 
with RAS Director Mark Mazur, former Treasury 
Deputy Assistant Secretary Bob Carroll, and OTA 
Director Don Kiefer to project SOI to the future.  He 
has spared no effort to think and act “SOI-global” in 
his agency’s move to Graphical User Interface (GUI) 
systems, in its deployment of split-screen editing 
technologies, and its successful contributions to the 
Modernized e-File (MeF) initiatives.  


When asked where SOI stops in building bridges 
to the statistical community and its many customers 
throughout the world, the Petska answer has always 
been, “Why stop?”  Petska believes that SOI’s future 
lies in having more, not fewer, leaders and that by 
joining the ranks of SOI’s “highest performers”—its 
“All-Pros”—its starting lineup will be “All Stars” in 
every sense of the word.  SOI’s continued success is 
thereby assured.
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F or the past 90 years and at key points through-
out American history, the Federal Government 
has relied on estate and inheritance taxes as 


sources of funding.  Proponents have frequently 
advocated that these taxes are effective tools for pre-
venting the concentration of wealth in the hands of 
a relatively few powerful families, while opponents 
believe that transfer taxes discourage capital accumu-
lation, curbing national economic growth.  This ten-
sion, along with fiscal and other considerations, has 
led to periodic revisions of Federal estate tax laws, 
affecting both the size of the decedent population 
subject to the tax and the revenue collected.     


The Statistics of Income Division’s Estate Tax 
Studies
The Statistics of Income Division (SOI) and its pre-
decessor organizations have compiled statistics on 
estates that file Federal estate tax returns since the in-
ception of the tax in 1916.  These data have been in-
strumental in both administering the tax and forming 
a better understanding of the financial arrangements 
employed by the nation’s wealthiest individuals.  


Data from estate tax returns are regularly used 
to estimate annual revenues and to project future re-
ceipts.  These data have also been used to support the 
analysis and debates that occurred in crafting the tax 
law changes chronicled in this paper.  In this context, 
estate tax data have frequently been used to evalu-
ate the effects of the tax laws on the economic and 
social behavior of the very wealthy.  For example, 
the effects of estate taxation on the longevity of busi-
nesses and farms, as well as the effects of the tax on 
a decedent’s propensity to make charitable bequests, 
have been important considerations to policymakers 
when debating changes in estate tax laws.


In addition to using estate tax data directly for 
tax policy administration, these data have formed 
the foundation for periodic estimates of personal 


The Estate Tax:  Ninety Years and Counting 
by Darien B. Jacobson, Brian G. Raub, and Barry W. Johnson


1 For more detail on using the estate multiplier technique to estimate wealth, see: Johnson, B. and L. Woodburn (1993), “Estate Multiplier Technique, Recent Improvements 
for 1989,” Compendium of Federal Estate Tax and Personal Wealth Studies, 391-400, Statistics of Income Division.   
2 Silberstein, Debra Rahmin, (2003) “A History of the Death Tax—A Source of Revenue or Vehicle for Wealth Redistribution,” Brandeis Graduate Journal, Vol. 1, Issue 1 
www.brandeis.edu/gradjournal, p. 1.
3 Bittker, Boris I, Elias Clark, and Grayson M.P. McCouch (2005) Federal Estate and Gift Taxation, 9th Ed., Thompson/ West, St. Paul, MN p. 9.
4 Paul, Randolph E. (1954), Taxation in the United States, Little, Brown, and Company, Boston, MA. 
5 Smith, Adam (1913), An Inquiry into the Nature and Causes of the Wealth of Nations, E.P. Dutton, New York.


wealth held by the living population.  These wealth 
estimates are produced from estate tax data using the 
estate multiplier technique and are an important tool 
for studying the U.S. macroeconomy, as well as a 
valuable supplement to information collected through 
surveys, which frequently underrepresent the very 
wealthy.1  SOI first published estimates of personal 
wealth derived from estate tax data for 1962, follow-
ing in the footsteps of scholars like Horst Mender-
shausen and Robert Lampman, who had published 
similar estimates for earlier decades using SOI tabu-
lated data.  SOI estate tax data have also been used to 
study the transmission of wealth between generations, 
and, combined with data from income tax returns 
filed by decedents prior to death, to derive measures 
of economic well-being.  


Historical Overview
The term “death tax” has been used to describe a vari-
ety of different taxes related to the “power to transmit 
or the transmission or receipt of property by death.”2  
Stamp taxes or duties, are taxes on the recordation of 
legal documents such as wills.  Estate taxes are excise 
taxes on the privilege of transferring property at death 
and are usually graduated based on the size of the 
decedent’s entire estate.  An inheritance or legacy tax 
is an excise tax levied on the privilege of receiving 
property from the decedent.  These taxes are usually 
graduated based on the amount of property received 
by each beneficiary and on each beneficiary’s rela-
tionship to the decedent.3   


Taxation of property transfers at death can be 
traced back to ancient Egypt as early as 700 B.C.4  
Nearly 2,000 years ago, Roman Emperor Caesar Au-
gustus imposed the Vicesina Hereditatium, a tax on 
successions and legacies to all but close relatives.5  
Taxes imposed at the death of a family member were 
quite common in feudal Europe, often amounting to 
a family’s annual property rent.  By the 18th century, 
stamp duties and registration fees on wills, invento-
ries, and other documents related to property transfers 
at death had been adopted by many nations, including 
that of the newly formed United States of America.


 


Darien B. Jacobson and Brian G. Raub are economists 
with the Special Studies Special Projects Section.  Barry W. 
Johnson is Chief of the Special Projects Section.
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Lineal descendants, ancestors............................. 1.0   1.0   
Siblings................................................................. 2.0   1.0   
Descendants of siblings........................................ 2.0   2.0   
Uncle, aunt, and their descendants...................... 4.0   4.0   
Great uncle, aunt, and their descendants............. 5.0   5.0   
Other relatives, unrelated individuals................... 6.0   6.0   
Charities............................................................... 6.0   6.0   


Rate on 
property
(percent)


Rate on 
legacies
(percent)


Relationship


1864 Death Tax Rates


 Figure AThe Stamp Tax of 1797
In 1797, the U.S. Congress chose a system of stamp 
duties as a source of revenue in order to raise funds 
for a Navy to defend the nation’s interests in re-
sponse to an undeclared war with France that had be-
gun in 1794.  Federal stamps were required on wills 
offered for probate, as well as on inventories and 
letters of administration.  Stamps also were required 
on receipts and discharges from legacies and intestate 
distributions of property.6  Taxes were levied as fol-
lows:  10 cents on the inventories of the effects of de-
ceased persons, and 50 cents on the probate of wills 
and letters of administration.  The tax on the receipt 
of legacies was levied on bequests larger than $50, 
from which widows (but not widowers), children, 
and grandchildren were exempt.  Bequests between 
$50 and $100 were taxed 25 cents; those between 
$100 and $500 were taxed 50 cents; and an addition-
al $1 was added for each subsequent $500 bequest.  
In 1802, the crisis ended, and the tax was repealed.7  


The Revenue Act of 1862
In the years immediately preceding the American 
Civil War, revenue from tariffs and the sale of public 
lands provided the bulk of the Federal budget. The 
advent of the Civil War again forced the Federal 
Government to seek additional sources of revenue, 
and a Federal death tax was included in the Revenue 
Act of 1862 (12 Stat. 432).  However, the 1862 tax 
differed from its predecessor, the stamp tax of 1797, 
in that the 1862 tax package included a legacy or 
inheritance tax in addition to a stamp tax on the pro-
bate of wills and letters of administration.  Original-
ly, the legacy tax only applied to personal property, 
and tax rates were graduated based on the legatee’s 
relationship to the decedent, not on the value of the 
bequest or size of the estate.  Rates ranged from 0.75 
percent on bequests to ancestors, lineal descendants, 
and siblings to 5 percent on bequests to distant rela-
tives and those not related to the decedent.  Estates 
of less than $1,000 were exempted, as were bequests 
to the surviving spouse.  Bequests to charities were 
taxed at the 5-percent rate, despite pleas from many 
in Congress that the tax should be used to encourage 


such gifts.8  The stamp tax was graduated and ranged 
from 50 cents on estates valued at less than $2,500 
to $20 on estates valued from $100,000 to $150,000, 
with an additional $10 assessed on each $50,000 or 
fraction thereof over $150,000. 


By 1864, the mounting cost of the Civil War led 
to the reenactment of the 1862 Act, with some modi-
fications.9  These changes included the addition of a 
succession tax—a tax on bequests of real estate—and 
an increase in legacy tax rates (Figure A).  In ad-
dition, the tax was applied to any transfers of real 
estate made during the decedent’s life for less than 
adequate consideration, except for wedding gifts, 
thus establishing the nation’s first gift tax.  Transfers 
of real estate to charities, were taxed at the highest 
rates.  Bequests to widows, but not widowers, were 
exempt from the succession tax, as were bequests of 
less than $1,000 to minor children. The end of the 
Civil War, and subsequent discharge of the debts as-
sociated with the war, gradually eliminated the need 
for extra revenue provided by the 1864 Act.  There-
fore, in 1870, the legacy and succession taxes were 
repealed.10  The stamp tax was repealed in 1872.11  
Between 1863 and 1871, these taxes had contributed 
a total of about $14.8 million to the Federal budget.   


The War Revenue Act of 1898
Throughout the last half of the 19th century, the in-
dustrial revolution brought about profound changes 
in the U.S. economy.  Industry replaced agriculture 
as the primary source of wealth and political power 


6 Stamp Act of 1797, 1 Stat. 527.
7 Zaritsky, H. and T. Ripy (1984), Federal Estate, Gift, and Generation Skipping Taxes:  A Legislative History and Description of Current Law, Report No. 84-156A.
8 Office of Tax Analysis (1963), Legislative History of Death Taxes in the United States, unpublished manuscript.
9 Internal Revenue Law of 1864 §124-150, 13 Stat. 285.
10 Internal Taxes, Customs Duties Act of 1870 §27, 16 Stat. 269.
11 Internal Revenue Act of 1867, 14 Stat. 169, Customs Duties and Internal Revenue Taxes Act of 1872 §36, 17 Stat 256. 
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Figure B


(1) (2) (3) (4) (5)


Lineal descendants, ancestors, siblings.................................. 0.750   1.125   1.500   1.875   2.250   
Descendants of siblings........................................................... 1.500   2.250   3.000   3.750   4.500   
Uncle, aunt, and their descendants......................................... 3.000   4.500   6.000   7.500   9.000   
Great uncle, aunt, and their descendants................................ 4.000   6.000   8.000   10.000   12.000   
All others.................................................................................. 5.000   7.500   10.000   12.500   15.000   
NOTE:  Estates under $10,000 were exempt from the tax.


$500,000 under 
$1 million 
(percent)


$1 million or more 
(percent)


$100,000 under 
$500,000
(percent)


1898 Legacy Tax Rates


$10,000 under 
$25,000 (percent)


$25,000 under 
$100,000
(percent)


Rates by size of estate


Relationship


12 Bittker, Clark and McCouch, p. 4.
13 War Revenue Act of 1898, 30 Stat. 448, 464.
14 War Revenue Reduction Act of 1901, 31 Stat. 956.
15 War Revenue Repeal Act of 1902, §7, 32 Stat. 92. 
16 See, for example, Bittker, Clark, and McCouch  pp. 3-9.


The Modern Estate Tax
The years immediately following the repeal of the 
inheritance tax were witness to an unprecedented 
number of mergers in the manufacturing sector of 
the economy, fueled by the development of a new 
form of corporate ownership, the holding company.  
This resulted in the concentration of wealth in a 
relatively small number of powerful companies and 
in the hands of the businessmen who headed them.  
Along with such wealth came great political power, 
fueling fears over the rise of an American plutocracy 
and sparking the growth of the progressive move-
ment.  Progressives, including President Theodore 
Roosevelt, advocated both an inheritance tax and a 
graduated income tax as tools to address inequali-
ties in wealth.16  This thinking eventually led to the 
passage of the 16th Amendment to the Constitution 
and the enactment of the Federal income tax.  It was 
not until the advent of another war, World War I, that 
Congress would enact the Federal estate tax.


The Revenue Act of 1916 (39 Stat. 756) created 
a tax on the transfer of wealth from an estate to its 
beneficiaries, and thus was levied on the estate, as 
opposed to an inheritance tax that is levied directly 
on beneficiaries.  It applied to net estates, defined 
as the total property owned by a decedent, the gross 
estate, less deductions.  An exemption of $50,000 
was allowed for residents; however nonresidents who 
owned property in the United States received no ex-
emption.  Tax rates were graduated from 1 percent on 
the first $50,000 to 10 percent on the portion exceed-
ing $5 million.  According to the act, taxes were due 


in the United States.  Tariffs and real estate taxes 
had traditionally been the primary sources of Federal 
revenue, both of which fell disproportionately on 
farmers, leaving the wealth of industrialists relatively 
untouched.  Many social reformers advocated taxes 
on the wealthy as a way of forcing the wealthy to 
pay their fair share, while opponents argued that such 
taxes would destroy incentives to accumulate wealth 
and stunt the growth of capital markets.12


Against this backdrop, a Federal legacy tax was 
proposed in 1898 as a means to raise revenue for the 
Spanish-American War.  Unlike the two previous 
Federal death taxes levied in times of war, the 1898 
tax proposal provoked heated debate.  Despite strong 
opposition, the legacy tax was made law.13  Although 
called a legacy tax, it was a duty on the estate itself, 
not on its beneficiaries, and served as a precursor 
to the present Federal estate tax.  Tax rates ranged 
from 0.75 percent to 15 percent, depending both 
on the size of the estate and on the relationship of a 
legatee to the decedent (Figure B).  Only personal 
property was subject to taxation.  A $10,000 exemp-
tion was provided to exclude small estates from the 
tax; bequests to the surviving spouse also were ex-
cluded.  In 1901, certain gifts were exempted from 
tax, including gifts to charitable, religious, literary, 
and educational organizations and gifts to organiza-
tions dedicated to the encouragement of the arts and 
the prevention of cruelty to children.14  The end of 
the Spanish-American War came in 1902, and the tax 
was repealed later that year.15  Although short-lived, 
the tax raised about $14.1 million.
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Figure C


1 year after the decedent’s death, and a discount of 5 
percent of the amount due was allowed for payments 
made within 1 year of death.  A late payment pen-
alty of 6 percent was assessed unless the delay was 
deemed “unavoidable.”


Over the 9 decades since the inception of the 
Federal estate tax, the U.S. Congress has enacted 
important additions to, and revisions of, the estate 
tax structure (Figure C).  There have also been occa-


sional adjustments to the filing thresholds, tax brack-
ets, and marginal tax rates (Figure D).  The history 
of major changes to the estate tax structure can be 
divided into two main eras: 1916 through 1948 and 
1976 to the present.  


Significant Tax Law Changes: 1916 through 1948
Following the enactment of the estate tax in 1916, 
the first major change in structure was the addition 


Significant Estate Tax Law Changes: 1916 to Present


1918 - Tax base expanded to include: spouse’s dower rights, exercised general powers of    
  appointment, and life insurance over $40,000 payable to estate; charitable deduction added


1926 - Gift tax repealed


1932 - Gift tax reintroduced


1942 - Tax base expanded to include: all insurance paid for by   
   decedent; most powers of appointment, and community property  
    (less spouse’s actual contribution to cost)


1951 - Powers of appointment rule relaxed


1954 - Life insurance rules modified to exclude  
 insurance the decedent never owned


1980 - Carryover basis rule repealed  
 retractively


1986 - ESOP deduction  
 added and GST modified


1989 - ESOP deduction  
 dropped


2001 - EGTRRA


1916 - Estate tax enacted


1924 - Gift tax enacted; 
State death tax credit added; 
revocable transfers included 
in tax base


1935 - Alternate valuation


1948 - Marital deduction replaced 1942 community 
property rules


1976 - Unified estate and gift taxes; added generation-skipping transfer 
tax (GST), orphan deduction, carryover basis rule, special valuation and 
payment rules for small business and farms; increased marital deduction


1981 - Unlimited marital deduction; tax base changed; full value pension 
benefits, ½ joint property automatically excluded; orphan deduction repealed 


1987 - Phaseout of graduated rates and unified credit for estates over $10 million 
introduced


1988 - QTIP allowed for marital deduction; estate freeze and GST modified


1990 - Estate freeze rules replaced


1997- Qualified Family-owned Business deduction, conservation easement introduced; 1987 phaseout 
of unified credit revoked.
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of a tax on inter vivos gifts, a gift tax, which became 
a permanent feature of the transfer tax system in 
1932.17   This tax was imposed because Congress 
realized that wealthy individuals could avoid the es-
tate tax by transferring wealth during their lifetimes.  
Under the 1932 rules, a donor could transfer $50,000 
free of tax during his or her lifetime with a $5,000 
per donee annual exclusion from gift tax.


The Revenue Act of 1935 (49 Stat. 1014) intro-
duced the optional valuation date election.  While the 
value of the gross estate at the date of death deter-
mined whether an estate tax return had to be filed, the 
act allowed an estate to be valued, for tax purposes, 
1 year after the decedent’s death.  With this revision, 
for example, if the value of a decedent’s gross estate 
dropped significantly after the date of death—a situ-
ation faced by estates during the Great Depression of 
1929—the executor could choose to value the estate 
at its reduced value after the date of death.  The op-
tional valuation date, today referred to as the alter-
nate valuation date, later was changed to 6 months 
after the decedent’s date of death.  


Most outstanding among the pre-1976 changes to 
estate tax law was the establishment of estate and gift 
tax marital deductions, introduced by the Revenue 
Act of 1948 (62. Stat. 110).  The estate tax marital 
deduction, as enacted by the 1948 Act, permitted 
a decedent’s estate to deduct the value of property 
passing to a surviving spouse, whether passing under 
the will or otherwise.  However, the deduction was 
limited to one-half of the decedent’s adjusted gross 
estate—the gross estate less debts and administrative 
expenses.  The act also created a similar deduction 
for inter vivos gifts to a spouse.  


Significant Tax Law Changes: 1976 to the Present
After 1948, the Congressional Record remained rela-
tively free of reference to the estate tax and the entire 
transfer tax system until the enactment of the Tax 
Reform Act (TRA) of 1976 (90 Stat 1521).  This act 
created a unified estate and gift tax framework that 
consisted of a “single, graduated rate of tax imposed 
on both lifetime gifts and testamentary disposi-
tions.”18  Prior to the act, “it cost substantially more 
to leave property at death than to give it away during 
life,” due to the lower tax rate applied to gifts.19  The 
Tax Reform Act of 1976 also merged the estate tax 
exclusion and the lifetime gift tax exclusion into a 
“single, unified estate and gift tax credit, which may 
be used to offset gift tax liability during the donor’s 
lifetime but which, if unused at death, is available 
to offset the deceased donor’s estate tax liability.”20  
An annual gift exclusion of $3,000 per donee was 


Estate Tax Exemptions and Tax Rates


(1) (2) (3) (4)
1916.................... 50,000   1.0   10.0   5,000,000   
1917.................... 50,000   2.0   25.0   10,000,000   


1918-1923........... 50,000   1.0   25.0   10,000,000   


1924-1925........... 50,000   1.0   40.0   10,000,000   


1926-1931........... 100,000   1.0   20.0   10,000,000   


1932-1933........... 50,000   1.0   45.0   10,000,000   


1934.................... 50,000   1.0   60.0   10,000,000   


1935-1939........... 40,000   2.0   70.0   50,000,000   


1940 [1]............... 40,000   2.0   70.0   50,000,000   


1941.................... 40,000   3.0   77.0   10,000,000   


1942-1976........... 60,000   3.0   77.0   10,000,000   


1977 [2]............... 120,000   18.0   70.0   5,000,000   


1978.................... 134,000   18.0   70.0   5,000,000   


1979.................... 147,000   18.0   70.0   5,000,000   


1980.................... 161,000   18.0   70.0   5,000,000   


1981.................... 175,000   18.0   70.0   5,000,000   


1982.................... 225,000   18.0   65.0   4,000,000   


1983.................... 275,000   18.0   60.0   3,500,000   


1984.................... 325,000   18.0   55.0   3,000,000   


1985.................... 400,000   18.0   55.0   3,000,000   


1986.................... 500,000   18.0   55.0   3,000,000   


1987-1997 [3]...... 600,000   18.0   55.0   3,000,000   


1998.................... 625,000   18.0   55.0   3,000,000   


1999.................... 650,000   18.0   55.0   3,000,000   


2000-2001........... 675,000   18.0   55.0   3,000,000   


2002.................... 1,000,000   18.0   50.0   3,000,000   


2003.................... 1,000,000   18.0   49.0   3,000,000   


2004.................... 1,500,000   18.0   48.0   3,000,000   


2005.................... 1,500,000   18.0   47.0   3,000,000   


2006.................... 2,000,000   18.0   46.0   3,000,000   


2007.................... 2,000,000   18.0   45.0   3,000,000   
[1] 10-percent surtax was added.
[2] Unified credit replaces exemption.
[3] Graduated rates and unified credits phased out for estates greater than $10,000,000.


Top bracket
(dollars)


Top rate
(percent)Year Exemption


(dollars)
Initial rate
(percent)


Figure D 


17 This tax was first introduced in the Revenue Act of 1924, 43 Stat. 253, then repealed by the Revenue Act of 1926, 44 Stat. 9, and then reintroduced by the Revenue Act of 
1932, 47 Stat. 169.
18 Zaritsky and Ripy, p. 18.
19 Bittker, Boris I., and Elias Clark (1990), Federal Estate and Gift Taxation, Little, Brown, and Company, Boston, MA, p. 20. 
20 Zaritsky and Ripy, p. 18.
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retained. In addition, the act provided for annual in-
creases in the estate tax filing exemption beginning 
with an increase from $60,000 to $120,000 for 1977 
decedents, resulting in a filing threshold of  $175,625 
for decedents dying after 1980.


The 1976 tax reform package also introduced a 
tax on generation-skipping transfer trusts (GSTs).  
Prior to passage of the act, a transferor, for ex-
ample, could create a testamentary trust and direct 
that the income from the trust be paid to his or 
her children during their lives and then, upon the 
children’s deaths, that the principal be paid to the 
transferor’s grandchildren.  The trust assets included 
in the transferor’s estate would be taxed upon the 
transferor’s death.  Then, any trust assets included 
in the grandchildren’s estates would be taxed at 
their deaths.  However, the intervening beneficia-
ries, the transferor’s children in this example, would 
pay no estate tax on the trust assets, even though 
they had enjoyed the income derived from those as-
sets.  Congress responded to the GST tax leakage 
by creating a series of rules that were designed to 
treat the termination of the intervening beneficiaries’ 
interests as a taxable event.  Under these rules, a 
grantor was allowed to transfer up to $1,000,000 to 
a GST tax-free, with amounts over that taxed at the 
highest marginal estate tax rate.  As with the gift 
tax exclusion, married persons may combine their 
GST tax exemptions, allowing couples a $2-million 
exemption.  Overall, the GST tax “ensures that the 
transmission of hereditary wealth is taxed at each 
generation level.”21


The Economic Recovery Tax Act (ERTA) of 
1981 (95 Stat. 172) brought several notable changes 
to estate tax law.  Prior to 1982, the marital deduc-
tion was permitted only for transfers of property in 
which the decedent’s surviving spouse had a termi-
nable interest—an interest that grants the surviving 
spouse power to appoint beneficiaries of the property 
at his or her own death.  Such property is, ultimately, 
included in the surviving spouse’s estate.  However, 
the ERTA of 1981 allowed the marital deduction for 
life interests that were not terminable, as long as the 
property was “qualified terminable interest property” 
(QTIP), defined as property in which the (surviving) 
spouse has sole right to all income during his or her 
life, payable at least annually, but no power to trans-
fer the property at death.  To utilize the deduction, 


however, the QTIP must be included in the surviving 
spouse’s gross estate.  The 1981 Act also introduced 
unlimited estate and gift tax marital deductions, 
thereby eliminating quantitative limits on the amount 
of estate and gift tax deductions available for spousal 
transfers.


The ERTA of 1981 increased the unified trans-
fer tax credit, the credit available against both the 
gift and estate taxes.  The increase, from $47,000 
to $192,800, was to be phased in over 6 years, ef-
fectively raising the tax exemption from $175,625 to 
$600,000 over the same period.  The ERTA of 1981 
also raised the annual gift tax exclusion to $10,000 
per donee; an unlimited annual exclusion from gift 
tax was allowed for the payment of a donee’s tuition 
or medical expenses.  Also, through ERTA, Congress 
enacted a reduction in the top estate, gift, and genera-
tion-skipping transfer tax rates from 70 percent to 50 
percent, applicable to transfers greater than $2.5 mil-
lion.  The reduction was to be phased in over a 4-year 
period; however, subsequent legislation delayed this 
decrease.  The issue was resolved with the passage of 
the Omnibus Budget Reconciliation Act of 1993 (107 
Stat. 312).  This act created a new marginal tax rate 
of 53 percent on taxable transfers between $2.5 mil-
lion and $3 million and set the maximum marginal 
tax rate to 55 percent on taxable transfers exceeding 
$3 million.  


In 1997, the 105th Congress passed the Taxpayer 
Relief Act of 1997 (111 Stat. 788).  Among the most 
significant changes to estate and gift tax laws includ-
ed in this act was the incremental increase of the uni-
fied credit to $345,800 by 2006, effectively raising 
the estate tax filing threshold to $1 million.  There 
was also legislation in the 1997 Act that added a fam-
ily business deduction for estates in which a business 
made up at least 50 percent of the total gross estate.  
Also significant in the 1997 Act, a number of thresh-
olds and limits were indexed for inflation. Among 
these were the annual gift tax exclusion and the life-
time generation-skipping transfer tax exemption, as 
well as the ceiling on the reduction in value allowed 
under special rules for valuing real estate used by a 
farm or business. 


The Economic Growth and Tax Relief Reconcili-
ation Act (EGTRRA) of 2001 (115 Stat. 38) provided 
for sweeping changes to the transfer tax system, the 
most significant of which was the eventual repeal of 


21 Bittker and Clark, p. 30. 
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the tax. Specifically, the law provided for periodic in-
creases in the exemption amount for decedents who 
die after December 31, 2001, so that the effective 
filing threshold will be $3.5 million by 2009.  The 
tax is then repealed for decedents who die in 2010.22  
The act also specified changes in the tax rate sched-
ule, replaced the credit for death taxes paid to States 
with a deduction, and increased the lifetime gift tax 
exemption.  Barring further Congressional action, 
however, all of the provisions of EGTRRA will 
expire in 2011, and all affected tax laws will revert 
back to their 2001 status.  As a result, the estate tax 
would be reinstated for deaths occurring in 2011 and 
later, with a $1 million exemption.  


Current Estate Tax Law
Under current estate tax law, a Federal estate tax 
return must be filed for every deceased U.S. citizen 
whose gross estate, valued on the date of death, 
combined with adjusted taxable gifts made by the 
decedent after December 31, 1976, and total specific 
exemptions allowed for gifts made after September 
8, 1976, equals or exceeds the amount shown in  
Figure E.  The estates of nonresident aliens also must 
file if property held in the United States exceeds 
$60,000.  All of a decedent’s assets, as well as the 
decedent’s share of jointly owned and community 
property assets, are included in the gross estate for 
tax purposes.  Also considered are most life insur-
ance proceeds, property over which the decedent 
possessed a general power of appointment, and cer-
tain transfers made during life that were revocable 


or made for less than full consideration.  An estate is 
allowed to value assets on a date up to 6 months af-
ter a decedent’s death if the value of assets declined 
during that period.  Special valuation rules and a tax 
deferment plan are available to an estate that is pri-
marily comprised of a small business or farm.


Expenses and losses incurred in the administra-
tion of the estate, funeral costs, and the decedent’s 
debts are allowed as deductions against the estate 
for the purpose of calculating the tax liability.  A 
deduction is allowed for the full value of bequests to 
the surviving spouse, including bequests in which 
the spouse is given only a life interest, subject to 
certain restrictions.  Likewise, bequests to charities 
and death taxes paid to States are fully deductible.  A 
unified tax credit, or applicable credit amount and a 
credit for gift taxes the decedent may have paid dur-
ing his or her lifetime are also allowed.23  The estate 
tax return (Form 706) must be filed within 9 months 
of the decedent’s death unless a 6-month extension 
is requested.  Taxes owed for generation-skipping 
transfers in excess of the decedent’s exemption and 
taxes on certain retirement fund accumulations are 
due concurrent with any estate tax liability.  Interest 
accumulated on U.S. Treasury bonds redeemed to 
pay these taxes is exempt from taxation.


Scope of the Transfer Tax System
The scope of the transfer tax system, as measured 
by the size of the population directly affected by the 
system, is quite narrow.  The number of taxable estate 
tax returns filed for selected years of death between 


Figure E


(1) (2) (3) (4) (5)
2005.................................. 1,500,000             1,500,000             1,000,000             555,800             47.0
2006.................................. 2,000,000             2,000,000             1,000,000             780,800             46.0
2007.................................. 2,000,000             2,000,000             1,000,000             780,800             45.0
2008.................................. 2,000,000             2,000,000             1,000,000             780,800             45.0
2009.................................. 3,500,000             3,500,000             1,000,000             1,455,800             45.0
2010.................................. Unlimited             Unlimited             1,000,000             N/A             N/A    
2011.................................. 1,000,000             1,000,000             1,000,000             345,800             55.0
N/A- Not applicable


Highest estate 
and GST tax rate 


(percent)


Federal Transfer Tax Rates and Exemptions, by Year of Transfer, 2005-2011
Estate tax
exemption
(dollars)


Maximum unified
credit


(dollars)


Gift tax
exemption
(dollars)


Generation-skipping
transfer (GST) tax 
exemption (dollars)


Year of transfer


22 Under pre-EGTRRA law, capital gains on appreciated assets were not subject to income tax at death, and heirs who sold inherited assets paid taxes only on gains earned 
after the decedent’s death. Under the provisions of EGTTRA, once the estate tax is repealed, this “step-up” in basis for inherited assets that have capital gains is repealed, 
subject to an exemption.
23 The unified credit or applicable credit amount is equivalent to the estate tax calculated on the exemption amount applicable for a decedent’s year of death.  The credit can 
be used to offset both gift taxes incurred on lifetime transfers and estate taxes owed incurred at death. 
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Taxable Estate Tax Returns As a Percentage of All 
Adult Deaths, 1916-2004
Percent


Year of death


1916 and 2004 as a percentage of all adult deaths is 
shown in Figure F.  For most years during this period, 
the number of taxable estate tax returns represented 
less than 2 percent of all adult deaths.  For deaths af-
ter 1954, a growing percentage of estates were taxed, 
hitting a peak of nearly 8 percent in 1976, when more 
than 139,000 taxable returns were filed.  The Tax 
Reform Act in 1976 doubled the effective exemption 
of $60,000 that had stood unchanged since 1954.  Pe-
riodic increases in the estate tax filing threshold in the 
years that followed have kept the size of the affected 
decedent population relatively small.  


When compared to revenue generated by taxes 
on individual or corporate income, the scope of the 
transfer tax system is also narrow (Figure G).  With 
few exceptions, revenue from Federal estate and gift 
taxes has lingered between 1 percent and 2 percent 
of Federal budget receipts since World War II, reach-
ing a post-war high of 2.6 percent in 1972.   In recent 


Figure F


0
20
40
60
80


100
120
140
160
180


1916 1924 1932 1940 1948 1956 1964 1972 1980 1988 1996 2004


Net estate tax


Total gross estate


Total Gross Estate and Net Estate Tax Reported 
on Taxable Returns, 1916-2004, in Constant 2004 
Dollars
Billions of dollars


Year of death


NOTE:  Money amounts converted to constant 2004 dollars using CPI-U.


Figure G


Figure H


years, Federal estate and gift taxes have made up 
about 1 percent of total budget receipts.


Figure H shows the total amount of gross estate 
and net estate tax, in constant 2004 dollars, reported 
on taxable returns between 1916 and 2004.  Both 
total gross estate and net estate tax increased sig-
nificantly in real terms during this time period, a 
product of changes in both the estate tax law and 
the economy.  The effect of the former can be seen 
by comparing Figure H to Figures D and F, shown 
above.  During the period 1917 and 1950, the total 
gross estate remained between $20 billion and $40 


billion, in 2004 dollars.  However, the total net estate 
tax increased considerably, from less than $1 billion 
in 1917 to more than $4 billion in 1950.  This cor-
responds with the increasing tax rates during this 
period.  After 1950, the total gross estate and total 
net estate tax increased rapidly, as the $60,000 ex-
emption remained unchanged until 1977.  Periodic 
increases in the exemption amount and reductions in 
the top tax rate after this date kept the total gross es-
tate and total net estate tax below their 1976 high, in 
real terms, until new peaks were reached during the 
late 1990s.  Real declines in both of these measures 
after 1999 correspond with exemption increases and 
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tax rate decreases resulting from the Taxpayer Relief 
Act of 1997 and EGTRRA in 2001.  


Charitable Giving
In addition to its direct economic and fi scal impacts, 
some researchers have shown that estate tax rates can 
infl uence both the incidence and level of charitable 
giving, due to the availability of an unlimited chari-
table deduction provided by estate tax law.  Figure I 
shows the number of estates that claimed a deduction 
for charitable bequests as a percentage of all fi lers, 
between Filing Years 1976 and 2004, for all dece-
dents whose gross estate was at least $1 million in 
constant 2004 dollars.  During this period, there was 
a slight increase in the percentage of decedents who 
made charitable bequests, increasing from a little 
more than 20 percent of all decedents prior to 1983, 
to an average of nearly 24 percent in more recent 
years.  Figure I also shows the share of gross estate 
that these decedents bequeathed to charity.  In gen-
eral, the value of property bequeathed to charities, as 
a percentage of total gross estate, was lower in the 
years immediately following the passage of ERTA in 
1981 than in 1976.24  ERTA included two provisions 
that may have contributed to this difference.  First, 
the introduction of the unlimited marital deduction 
may have induced some decedents to shift bequests 
from charities to the surviving spouse, since, after 
ERTA, gifts to charities no longer provided a tax ad-
vantage over bequests to a spouse.  In such cases, it 
is possible that some married couples may have sim-
ply altered the timing of their charitable gifts, either 
by making larger lifetime donations or by deferring 
charitable bequests until the death of the surviving 
spouse.  Second, under ERTA, the top marginal estate 
tax rate was reduced from 77 percent to 55 percent, 
and, according to some research, tax rates affect the 
charitable giving at death in both the size of chari-
table bequests and the number of charitable organiza-
tions named as benefi ciaries.25 


Asset Composition
The asset composition of wealthy decedents as re-
ported on estate tax returns is a topic of interest 
to many researchers because of what it may reveal 
about the U.S. economy and investment markets 


over time.  Figure J shows estates’ asset composition 
reported for decedents with gross estates of at least 
$1 million in constant 2004 dollars between Filing 
Years 1976 and 2004.  Total stock, including stock 
held in mutual funds, made up the largest share of 
assets for these decedents during most of this period, 
comprising between 30 percent and 43 percent of 
gross estate.  Some of the variation in this percent-
age can be explained by movements in the overall 
stock market.   For instance, after 1995, the percent-
age of gross estate held in stock increased steadily 
from 30 percent to a high of 43 percent in 1999, 
when more than $84 billion in stock, in constant 
2004 dollars, was reported.  During these years, the 
stock market as a whole experienced very strong 
performance, refl ected by an increase of more than 
165 percent in the S&P 500 index between January 
1994 and January 1999.26  By 2004, the percentage 
of gross estate held in stocks declined to less than 31 
percent, which is consistent with a drop of 34 per-
cent in the S&P 500 index by January 2004 from its 
peak in August 2000.  


Total real estate, including commercial real es-
tate and farm land, generally made up a higher per-
centage of total gross estate during the period 1976 
through 1990 than in the years that followed, peaking 
at a high of more than 32 percent in 1983.  While the 


Figure I


24 SOI estate tax return data do not exist for 1977-1981.
25 Joulfaian, D. (1991), “Charitable Bequests and Estate Taxes,” National Tax Journal, 44(2), pp. 169-180.
26 See http://www2.standardandpoors.com.
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and limited partnerships, comprised 5 percent or less 
of total gross estate during the period 1976-2004.  
Despite making up a relatively small portion of the 
total gross estate, these assets are of particular inter-
est to many researchers and policymakers because of 
concerns about the impact of the estate tax on small 
farms and family businesses.  


Figure K shows the real value of closely held 
corporations and unincorporated business assets re-
ported on estate tax returns with total gross estates of 
at least $1 million, in constant 2004 dollars, between 
1989 and 2004.28  Although the values reported in 
each asset category show significant variance over 
time, several trends emerge.  The value of stock in 
closely held corporations (included in the category 
“total stock” shown in Figure J) tended to be lower 
pre-1995 than in the years that followed.  This trend 
may be due, in part, to changes in the top individual 
income tax rate during the period 1989-2004.  Re-
search has shown that tax rates can exert a significant 
influence on a company’s choice of organizational 
form.29  Income earned by firms that are organized as 
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portion of total gross estate held in stock increased 
significantly during the late 1990s, the portion held in 
real estate fell to less than 17 percent in 1999.  After 
1999, the portion of total gross estate held in real es-
tate increased each year, reaching 23 percent in 2004, 
when a record $46 billion in real estate was reported 
for decedents with $1 million or more in gross estate.  
This is consistent with both the rise in housing prices 
—42 percent between the first quarter of 1999 and 
the first quarter of 2004—and the decline in the over-
all stock market after 2000.27  


During most years between 1976 and 2004, total 
bonds, including those issued by corporations, Fed-
eral, State and local governments, and mutual funds 
invested primarily in some type of bond, comprised 
between 13 percent and 20 percent of gross estate 
for decedents with total gross estate of at least $1 
million in constant 2004 dollars.  All other assets, 
including cash and mortgages and notes, made up 
between 18 percent and 27 percent of gross estate 
during this period.  


As shown in Figure J, total business assets, in-
cluding small businesses, farms (but not farm land), 
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27 Change in housing prices was calculated using the Office of Federal Housing Enterprise Oversight (OFHEO) House Price Index, http://www.ofheo.gov/HPI.asp. 
28 Detailed data on business asset holdings are not available for filing years prior to 1989.
29 Caroll, R. and D. Joulfaian (1997), “Taxes and Corporate Choice of Organization Form,” Office of Tax Analysis working paper, http://www.ustreas.gov/offices/tax-policy/
library/ota73.pdf.
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C corporations is taxed under the corporate income 
tax system, while income earned by businesses with 
other organizational forms, such as sole proprietor-
ships, partnerships, and S corporations, is taxed 
under the individual income tax system.  While the 
top corporate tax rate changed only slightly during 
this time period, from 34 percent for 1989-1992 to 
35 percent after 1992, the top individual tax rate 
increased from 28 percent for 1989 and 1990 to 31 
percent for 1991 and 1992 and to 39.6 percent for 
1993-2000.  Thus, the trends shown in Figure K may 
represent a shift from noncorporate to corporate or-
ganizational forms induced by the relatively higher 
individual income tax rates after 1993.  Another pos-
sible factor contributing to this trend may have been 
the strong performance of the stock market during 
the mid- to late- 1990s, as the factors that increased 
the value of publicly traded corporations may have 
done the same for closely held corporations.  The 
total reported value of limited partnerships increased 
significantly in real terms, from $1.1 billion to $4.6 
billion, between 1989 and 2004.  Among the factors 
likely contributing to this increase is the growth in 
venture capital funds and hedge funds during this 
period.  Between 1995 and 2000, annual investments 
by venture capital funds are estimated to have in-
creased from $8 billion to $107 billion.30  Though the 
level of these investments fell sharply in 2001 and 
2002, they remained well above the levels reported 
for the mid-1990s.  Hedge funds experienced similar 
dramatic growth during this time period.  According 
to one industry survey, total assets managed by hedge 
funds increased from $35 billion in 1992 to $592 bil-
lion in 2003.31  


The reported value of farm assets, excluding 
farm real estate, experienced year-to-year fluctua-
tions but remained relatively stable between 1989 
and 2004.  The lowest total was $340 million, in con-
stant 2004 dollars, reported for 1990.  The highest 
total was reported for 1994, $1.2 billion.  


Conclusion
Taxes on transfers of wealth and property at death 
have been enacted throughout U.S. history.  Original-
ly used only as a source of revenue in times of crisis, 
a Federal estate tax has been an enduring feature of 
the U.S. tax code since 1916.  The current tax, while 


affecting a small fraction of estates, and raising a 
small amount of revenue compared to the individual 
and corporate income tax systems, has been the 
subject of significant interest among policy makers, 
researchers and the general public.  Reasons for this 
interest range from divergent views on the fairness 
of the tax to interest in the effects of taxing transfers 
at death on the overall U.S. economy. This paper 
has provided a brief history of the estate tax and its 
impact on the U.S. budget.  It has also examined the 
ways in which the economic behavior of the affected 
population has changed over time in response to mar-
ket, technological, and political stimuli.  
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Data Sources and Limitations
The data used for this paper were collected by the 
Statistics of Income Division of the Internal Revenue 
Service (IRS), or its predecessor organizations, for 
statistical purposes and made available to the general 
public in tabulated form.  Data were collected from 
returns received and processed by the IRS during a 
given calendar, the majority of which were filed for 
decedents’ who had died during the previous calen-
dar year.  SOI collected data from the population of 
returns filed annually from 1917 through 1951.  Data 
were also collected from the population of returns 
filed during calendar years 1954, 1955, 1957, 1959, 
1961 and 1963.  For calendar years 1965, 1970, 
1973, 1977 and 1982-2004, data were collected from 
samples of returns.  The populations were stratified 
by size of gross estate for sampling purposes prior to 
the 1982 study.  Beginning in 1982, the population 
was further stratified by age and year of death, and 
the samples were designed to facilitate both calendar 
year estimates and periodic estimates for specific 
decedent cohorts.  Estate tax statistics were collected 
while returns were being processed for administra-
tive purposes, and do not reflect any changes arising 
from audit examination or those reported on amend-
ed returns.


30 See National Venture Capital Association, http://www.nvca.org/ffax.html.
31 See Hennessey Group, LLC, http://www.hennesseegroup.com/information/index.html.
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A s U.S. corporations have expanded their busi-
nesses overseas in the last several decades, the 
United States Tax Code has been modified to 


account for increasingly complex international cor-
porate structures and transactions.  Two important 
international tax concepts that have emerged over 
the years are the corporate foreign tax credit and 
controlled foreign corporations.  The corporate for-
eign tax credit was created to alleviate the burden of 
double taxation.  The income of controlled foreign 
corporations has become increasingly subject to U.S. 
tax after initially presenting a potential tax deferral 
advantage over foreign branches.  A brief history of 
the foreign tax credit and controlled foreign corpora-
tions is presented below.1


Corporate Foreign Tax Credit
The United States generally taxes U.S. companies 
on their worldwide incomes.  Since other countries 
may also impose a tax on income earned within their 
borders, U. S. companies with foreign-source income 
face potential double taxation.  When the income 
tax was first created, Congress addressed this issue 
by allowing taxpayers to deduct their foreign taxes 
when computing taxable income.  In 1918, after the 
cost of World War I pushed up both domestic and 
many foreign tax rates, Congress passed the foreign 
tax credit provisions to provide greater relief in cases 
of double taxation.  These provisions permit taxpay-
ers the option of either deducting their foreign taxes 
when computing their taxable incomes or taking a 
dollar for dollar credit for them against their U.S. tax 
liabilities.  Corporations report the foreign income 
and taxes related to the credit on Form 1118, Compu-
tation of Foreign Tax Credit—Corporations.  


Creditable Taxes 
To be eligible for the credit, the tax paid had to be a 
foreign income tax.  Although the precise definition 
of a foreign income tax has changed somewhat over 
the years, the basic idea remains today.  Other taxes, 
such as value-added taxes, excise, property, and 


A History of Controlled Foreign Corporations and the 
Foreign Tax Credit
by Melissa Redmiles and Jason Wenrich


 Figure A


payroll taxes, can be deducted from foreign-source 
income but not credited.  Income taxes paid to a lo-
cal authority, such as a province, are eligible for the 
credit.  Taxes paid for a specific right or service, like 
a royalty payment for the right to mine, generally 
cannot be credited. After the Technical Amendments 
Act of 1958, taxpayers could carry their unused for-
eign taxes forward for 5 years or back for 2.  Figure 
A shows foreign tax credit amounts for select years 
between 1925 and 2004, in constant 2004 dollars. 


U.S. companies generally are not taxed on the 
earnings of their foreign subsidiaries until those earn-
ings are distributed to the parent company, and thus 
cannot claim a direct credit for the foreign taxes paid 
by the subsidiary.  The foreign tax credit provisions, 
however, allow taxpayers an indirect credit for the 
foreign “taxes deemed paid.”  Taxes deemed paid 
are computed as a share of the foreign taxes on the 
earnings out of which the distribution was made pro-
portionate to the ratio of the distribution to the total 
earnings.  To be eligible for the indirect credit, the 
U.S. company must own a certain percentage of the 
foreign subsidiary’s voting stock.  In 1962, the own-
ership percentage was lowered from the original 50 
percent to 10 percent.  Until 1976, taxpayers could 
claim the credit down to the second tier of owner-
ship, as long as the second tier corporation was at 
least 50-percent owned by the first tier corporation. 


Melissa Redmiles and Jason Wenrich are economists with the 
Special Studies Returns Analysis Section.  This article was 
prepared under the direction of Chris Carson, Chief.


1 For a more detailed description of international taxation, see Doernberg, Richard L. (1999), International Taxation, West Group, St. Paul, MN.  


[Money amounts are in millions of dollars]


(1) (2) (3)
1925..................... 12,629   216   1.7   
1930..................... 8,054   328   4.1   
1940..................... 28,929   783   2.7   
1950..................... 123,757   3,637   2.9   
1960..................... 139,544   7,811   5.6   
1970..................... 160,414   22,147   13.8   
1980..................... 238,030   57,037   24.0   
1990..................... 172,617   36,115   20.9   
2000..................... 292,106   53,210   18.2   
2004..................... 299,555   56,872   19.0   


[1] For comparability, money amounts have been adjusted for inflation to 2004 constant 
dollars.


Corporate Foreign Tax Credit, in Constant 2004 
Dollars, Selected Tax Years 1925-2002 [1]


Tax year U.S. income tax 
before credits


Foreign tax 
credit Percentage







A History of Controlled Foreign Corporations and the Foreign Tax Credit
Statistics of Income Bulletin   |   Summer 2007


The Tax Reform Act of 1976 expanded the level of 
ownership to three tiers and changed the percentage 
requirements to 10 percent for all tiers, provided that 
the combined percentage ownership of all tiers is at 
least 5 percent. Congress gradually expanded the lev-
el of ownership down to six tiers, but the 5-percent 
rule remains in effect.  


Limitations and Reductions
As originally enacted, the foreign tax credit had a 
major drawback.  Since companies could credit an 
unlimited amount of tax paid to countries with tax 
rates that exceeded the U.S. rate, they could off-
set some of their tax on domestic income with the 
credit for taxes on foreign income. To remedy this, 
Congress added a limitation to the foreign tax credit 
in the Revenue Act of 1921.  The limitation essen-
tially caps foreign taxes credited to the U.S. rate, 
by limiting the amount of credit to a corporation’s 
U.S. income tax liability multiplied by the ratio of 
foreign-source income to worldwide income.  When 
first enacted, taxpayers computed the limitation us-
ing total foreign-source taxable income.  A limitation 
computed using this method later become known as 
an overall limitation.


One problem with the limitation was that taxpay-
ers could still offset some domestic tax liability by 
combining amounts of income earned in high-tax 
countries with income in low-tax countries, in their 
computation of the credit limitation.  What, if any-
thing, should be done about this issue has been the 
driving force behind much subsequent foreign tax 
credit legislation.  Beginning in 1932, Congress re-
quired taxpayers to compute the limitation on a per 
country basis.  In addition, the sum of all allowable 
credits from all countries could not exceed the overall 
limitation.  The latter requirement was removed from 
the Internal Revenue Code in 1954.  Public Law 86-
780, enacted in 1960, granted taxpayers the ability 
to elect either an overall limitation or a per country 
limitation.  In 1962, Congress introduced a separate 
limitation for nonbusiness-related interest.  This 
prevented taxpayers from making interest-bearing 


investments abroad to generate additional, low-taxed 
foreign income that could be combined with higher 
tax income.2


Congress placed further restrictions on the for-
eign tax credit in the Tax Reduction Act of 1975 and 
the Tax Reform Act of 1976.  These laws eliminated 
the per country limitation option and added a new 
limitation category, dividends from a Domestic In-
ternational Sales Corporation (DISC).3  Income that 
did not fit into the interest category or DISC dividend 
category fell into an overall or general limitation cat-
egory.  This legislation also introduced a reduction in 
credit for taxes paid on foreign oil and gas extraction 
income equivalent to the amount of foreign taxes 
paid, accrued, or deemed paid on foreign oil and gas 
extraction income that exceeded a certain percentage 
of foreign oil and gas extraction taxable income.  The 
percentage has changed over time and is currently 
set at the highest rate of corporate tax, 35 percent for 
Tax Year 2006.  In addition, the 1976 Act included 
boycott legislation.  Now, taxpayers who agree to 
participate in an unsanctioned boycott may need to 
reduce their foreign credits or their foreign taxes eli-
gible for credit.


Finally, these laws added an overall foreign loss 
recapture.  The intent of the overall loss recapture 
was to limit the amount of domestic tax liability that 
could be offset by foreign losses.  Before this legisla-
tion, if a taxpayer had an overall foreign loss in one 
year and an overall foreign gain in a subsequent year, 
the taxpayer could use all of his or her foreign-source 
taxable income in the year with the gain in comput-
ing the foreign tax credit limit.  Since 1976, in the 
years when taxpayers have an overall foreign gain, 
they must treat the smaller of all overall losses from 
previous years or 50 percent of their current foreign-
source income as domestic source income.  


In 1985, the Treasury Department recommended 
reinstating the per country limitation.  U.S. compa-
nies with substantial foreign-source income objected, 
and Congress compromised by greatly expanding the 
categories of income requiring a separate limitation 
in the Tax Reform Act of 1986.4  Beginning with Tax 


2 Andersen, Richard E. (1996), Foreign Tax Credits, Warren, Gorham & Lamont, Boston, MA.
3 Dividends from a DISC or former DISC refer to dividends from a Domestic International Sales Corporation (DISC) that are treated as foreign-source income.  A DISC is a 
small domestic corporations whose activities are primarily exported-related. A portion of the DISC’s income was not subject to tax until it was distributed to shareholders.  
Tax advantages of DISCs were repealed in 1984.
4 Gustafson, Charles H.; Robert J. Peroni; and Richard Crawford Pugh (2001), Taxation of International Transactions, Materials, Text and Problems, West Group, St. Paul, MN.
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ing stock together own 50 percent or more of either 
the voting stock or the value of the stock.  A separate 
limitation had to be computed for each noncontrolled 
corporation.  If the foreign corporation did not meet 
the definition of a 10/50 company, the dividends 
were placed into a limitation category based on the 
type of income that generated the dividends.  These 
provisions are often referred to as the look-through 
rules.  Congress has since phased out the separate 
limitation on each noncontrolled corporation basket.  
Now these dividends are categorized according to the 
look-through rules.  


In 1988, a new category, income resourced by 
treaty, was added.  It refers to income that would oth-
erwise be considered domestic income that has been 
resourced to foreign source per tax treaty provision.  
Taxpayers must compute a separate limitation for 
each occurrence where income has been resourced. 


Recent Changes 
The most recent major revision of the foreign tax 
credit provisions was the American Jobs Creation 
Act of 2004.  The law adjusts how taxpayers cal-
culate the foreign tax credit for the purposes of the 
alternative minimum tax.  It also modifies the rules 
that govern how companies allocate their interest 
expenses between foreign and domestic incomes so 
that multinational corporations will be able to allo-
cate less interest to their foreign-source incomes, and 
thus increase their foreign tax credit limitations.  The 
new law adds an overall domestic loss recapture that 
complements the rules on overall foreign loss.  Now, 
if a taxpayer is unable to take a foreign tax credit 
during a year with foreign gains but an overall loss, 
the taxpayer will be able to resource some of the 
domestic income to foreign income in a subsequent 
year, which will increase the foreign tax credit limi-
tation.  Next, the carryback period for foreign taxes 
in excess of the limitation has been reduced to 1 year, 
while the carryforward period has been increased to 
10 years.  Finally, the separate limitation categories 
will be reduced to four: passive income, general 
limitation income, section 901(j) income, and income 
resourced by treaty.  These provisions will be fully 
implemented by Tax Year 2009. 


Year 1987, the limitation categories included: general 
limitation income, passive income, high withholding 
tax interest, financial services income, shipping in-
come, dividends from a DISC, taxable income attrib-
utable to foreign trade income, certain distributions 
from a Foreign Sales Corporation (FSC) or former 
FSC, section 901(j) income, and dividends from each 
noncontrolled foreign corporation.5 


Passive income generally includes dividends, 
net capital gains, interest, rents, royalties (except for 
rents and royalties derived in an active trade or busi-
ness from an unrelated person), annuities, and certain 
commodities transactions.  Passive income subject 
to an effective foreign tax rate that is greater than the 
highest U.S. corporate rate must be “kicked out” to 
the general limitation category. High withholding tax 
interest is interest income subject to a withholding 
rate of 5 percent or more.  (An exception exists for 
interest received in the conduct of financing certain 
export activities.)  Financial services income pertains 
to a company whose gross income is composed of 
80 percent or more of financial services income.  It 
includes income derived from the active conduct 
of banking, insurance or financing, export financ-
ing interest excluded by the exception from the high 
withholding interest basket, and other income related 
to financial services income.  Shipping income is 
income related to that industry.  Taxpayers cannot 
claim a credit for taxes paid or accrued by a Foreign 
Sales Corporation (FSC) on its taxable income attrib-
utable to foreign trade, as defined by Internal Rev-
enue Code section 923(b), and must compute a sepa-
rate limitation on such income.  Distributions from a 
FSC include distributions from the earnings and prof-
its of the FSC’s foreign trade income and interest and 
carrying charges from transactions that create foreign 
trade income.  Section 901(j) countries are those con-
sidered hostile to the United States.6  Taxpayers must 
calculate a separate limitation for each section 901(j) 
country and may not credit any taxes paid to them.


Dividends from a noncontrolled foreign cor-
poration were defined as dividends from foreign 
subsidiaries of which the U.S. corporation owns 
at least 10 percent of the voting stock and the U.S. 
shareholders who own at least 10 percent of the vot-


5 A Foreign Sales Corporations (FSC) is a company incorporated abroad, created to promote U.S. exports and usually controlled by a U.S. person.  A portion of the FSC 
“foreign trade income” was exempt from U.S. taxation.  Congress repealed the FSC provisions in 1999 and the transition rules that permitted some FSC activity to continue 
in 2006.
6 Current Section 901(j) countries include Cuba, Iran, North Korea, Sudan, and Syria. 
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Controlled Foreign Corporations
The history of controlled foreign corporations in 
United States tax law is characterized by reduction of 
the tax deferral advantages of United States corpora-
tions operating businesses overseas through foreign 
corporations.  Four major pieces of legislation have 
defined and extended the concept of a controlled 
foreign corporation and the mechanism by which for-
eign corporation earnings are includable in the U.S. 
shareholder’s taxable income.


In the aftermath of World War II, political and 
economic developments, such as the Marshall Plan, 
encouraged international expansion by U.S. busi-
nesses.  Congress enacted Public Law 86-780 in 
1960 in part to obtain information on the overseas 
activities of U.S. corporations.  This law required 
each U.S. corporation to provide, as a part of its tax 
return, information on all foreign corporations di-
rectly-controlled by the U.S. corporation (“first-tier” 
subsidiaries) and any foreign corporations controlled 
by a directly-controlled foreign corporation (“sec-
ond-tier” subsidiaries).  A controlled foreign corpora-
tion (CFC) was defined as any foreign corporation 
in which more than 50 percent of the voting stock 
was directly owned by one or more U.S. corpora-
tions on any day of the taxable year of the foreign 
corporation.  A controlled “second tier” subsidiary 
was defined as a foreign corporation in which more 
than 50 percent of the voting stock was owned by a 
directly-controlled foreign corporation.  Information 
on first- and second-tier CFCs was reported on Form 
2952, Information Return by a Domestic Corporation 
with Respect to Controlled Foreign Corporations.  


The penalty for failing to timely file a Form 2952 for 
each CFC was a 10-percent reduction of foreign tax 
credits attributable to all foreign corporations or their 
foreign subsidiaries.


Initially, foreign income earned by CFCs was not 
taxable to the U.S. shareholder until it was repatri-
ated to the United States in the form of a dividend.  
This is in contrast to foreign operations conducted 
through a foreign branch whose income was taxable 
to the U.S. corporation when it was earned.  U.S. 
corporations could maximize the tax deferral op-
portunity of foreign corporations by organizing their 
international structures and transactions with foreign 
subsidiaries in such a way as to accumulate profits 
in foreign corporations organized in low-tax coun-
tries and repatriate the earnings in years when the 
U.S. parent corporation had losses or excess foreign 
tax credits.  Additionally, when U.S. corporations 
disposed of their stock in CFCs the tax-deferred ac-
cumulated earnings and profits of the foreign corpo-
ration could be repatriated to the United States at the 
lower capital gains tax rate.


The Revenue Act of 1962 reduced the tax defer-
ral advantages of CFCs by refining the concept of a 
“controlled” foreign corporation and by adding Sub-
part F to the Internal Revenue Code.  The 1962 Act 
redefined a foreign corporation as controlled if more 
than 50 percent of the voting stock of the foreign cor-
poration was owned by U.S. shareholders for an unin-
terrupted period of 30 days or more during the foreign 
corporation’s tax year.  For purposes of determining 
control, the voting stock of only those U.S. share-
holders owning at least 10 percent of the voting stock 


Figure B


U.S. Corporations and Their Controlled Foreign Corporations, 1962-1980, Selected Years
(Money amounts are in thousands of dollars)


(1) (2) (3) (4) (5)
1962.................................. 2,642   12,073   2,558,999   1,622,282   1,133,348   
1965.................................. 3,513   17,668   3,564,260   2,168,369   1,457,561   
1966.................................. 3,732   19,617   4,453,291   2,533,206   1,525,137   
1980.................................. 4,799   35,471   31,181,131   16,440,451   14,172,649   


and 1980, only active domestic corporation returns are included.
[2] For 1962, domestic corporations were required to report for only two tiers of foreign ownership.  For 1965, 1966, and 1980, the reporting requirement was for at least three tiers of 
foreign ownership.
[3] For 1962, this was reported as "Net profit before taxes" on Form 2952.  For 1965, 1966, and 1980, "current earnings and profits after foreign income and profits taxes" were required to
be reported on Form 2952.


[1] For 1962, both active and inactive domestic corporation returns with Form 2952,  Information Return with Respect to Controlled Foreign Corporations, are included.  For 1965, 1966,


Tax year


Controlled Foreign Corporations


Number
of returns [2]


Net current earnings and 
profits after taxes [3]


Foreign income 
and profits taxes


Dividends paid to 
domestic corporations 


filing Form 2952


Number of domestic 
corporation returns [1]
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of the foreign corporation was included.  Attribution 
rules were introduced in the 1962 Act to account for 
various ownership structures that would otherwise 
avoid the requirements for declaring a foreign corpo-
ration a controlled foreign corporation.  For example, 
if 6 individuals each wholly owned a separate U.S. 
corporation, and, in turn, the individuals and their re-
spective corporations each owned an equal amount of 
voting stock of a foreign corporation, in the absence 
of attribution rules, the foreign corporation would not 
be a CFC.  By attributing the voting stock of the for-
eign corporation owned by each U.S. corporation to 
its individual owner, the 10-percent voting stock own-
ership threshold would be met for each U.S. share-
holder, and, collectively, all U.S. shareholders would 
own more than 50 percent of the voting stock of the 
foreign corporation.  The foreign corporation in this 
example would be a “controlled” foreign corporation 
and would be required to file Form 2952.  


The 1962 legislation also increased the Form 
2952 filing requirement by extending the definition 
of a controlled foreign corporation to include any 
foreign corporation within a chain of control.  A U.S. 
shareholder was “deemed” to control an unlimited 
number of lower-tier foreign corporations when it 
owned more than 50 percent of the voting stock of 
a first-tier corporation which owned more than 50 
percent of the voting stock of a second-tier corpora-
tion, and so forth.  Additionally, the Form 2952 filing 
requirement was extended to include not only U.S. 
corporations but U.S. citizens and residents, domestic 
partnerships, estates, and trusts, as well.  The penalty 
for failing to timely file Form 2952 was amended to 
a reduction of the foreign tax credit in the amount of 
the greater of $10,000 or the income of the foreign 
corporation with respect to which the reporting fail-
ure occurred. 


The most significant effect of the Revenue Act 
of 1962 for controlled foreign corporations was the 
introduction of Subpart F to the Internal Revenue 
Code.  The Subpart F inclusion rules restricted U.S. 
shareholders’ ability to defer taxes on certain types 
of income by requiring the income to be included in 
the U.S. shareholders’ current-year taxable incomes 
regardless of their repatriation to the United States.  
The pro rata share of foreign income includable in 
the U.S. shareholder’s income consisted of Subpart F 
income, previously excluded Subpart F income with-
drawn from investments in less-developed countries, 
increases in investment of earnings of CFCs in Unit-
ed States property, and previously excluded Subpart 
F income withdrawn from export trade corporation 
assets (these categories are collectively referred to as 
“Subpart F income”).  The majority of Subpart F in-
come is made up of “passive” income like dividends, 
interest, royalties, and rents and income derived from 
insurance of United States risks.  U.S. shareholders 
were not required to include their pro rata shares of 
Subpart F incomes in their taxable income if the Sub-
part F income accounted for 30 percent or less of the 
CFCs gross income or if distributions of the CFCs 
income were made so that the combined payment of 
foreign and U.S. taxes were 90 percent or more of 
the U.S. rate.  Since Subpart F income is generally 
includable in the U.S. shareholder’s taxable income 
when it is earned, no additional U.S. tax is imposed 
when it is repatriated to the United States.  Finally, 
the 1962 Act restricted the conversion of tax-deferred 
earnings into capital gains for purposes of repatriat-
ing the income at the lower capital-gain tax rate.


The Tax Reduction Act of 1975 expanded what 
constituted Subpart F income and increased the 
likelihood that such income would be included in a 
U.S. shareholder’s taxable income.  Some types of 


Figure C


(Money amounts are in thousands of dollars)


(1) (2) (3) (4) (5) (6)
1976...................... 757   21,071   23,478,736   8,814,825   6,569,018   822,674   
1982...................... 1,034   26,993   36,696,077   14,077,332   14,650,375   4,466,139   
1984...................... 1,103   27,008   48,591,785   19,663,431   17,429,494   4,420,024   


Controlled Foreign Corporations


U.S. Corporations with Total Assets of $250 Million or More and Their Controlled Foreign Corporations, 
1976-1984, Selected Years
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before taxes


Foreign income taxes 
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shipping income received by CFCs were added to the 
definition of Subpart F income.  The 1975 Act also 
lowered the Subpart F percentage of a CFCs gross 
income necessary for Subpart F income to be taxable 
to the U.S. shareholder from 30 percent to 10 per-
cent.  Minor amendments to the definition of Subpart 
F income have occurred since 1975.


Form 2952 was replaced in 1983 by Form 5471, 
Information Return with Respect to Certain Foreign 
Corporations.7  Form 5471 significantly increased 
the amount of information required to be reported for 
each controlled foreign corporation, although not all 
filers were required to complete all schedules.  Form 
5471 included an expanded income statement sched-
ule, a cost of goods sold schedule, a foreign taxes 
paid schedule, a balance sheet schedule, and earnings 
and profit analysis schedules.


The Tax Reform Act of 1986 again refined the 
controlled foreign corporation concept in part to ad-
dress the issue of U.S. shareholders transferring 50 
percent of the voting stock of a foreign corporation 
to “friendly” foreign shareholders and avoiding the 
“controlled foreign corporation” designation while 
still maintaining 50-percent voting stock of the cor-
poration and most of the value.  The 1986 legislation 
expanded the definition of a CFC to include foreign 
corporations for which 50 percent or more of the vot-
ing power of all classes of stock entitled to vote or 


the total value of all shares of stock is owned by one 
or more U.S. persons (including U.S. corporations, 
partnerships, trusts, and estates).  Only the voting 
stock of those U.S. persons directly, indirectly, or 
constructively owning at least 10 percent of either 
the voting stock or value of the voting stock of the 
foreign corporation is considered for purposes of de-
termining if the 50-percent threshold is met.


The American Job Creation Act of 2004 is the 
most recent piece of legislation affecting controlled 
foreign corporations.  This act, in an effort to encour-
age U.S. corporations to repatriate their accumulated 
foreign earnings and reinvest them in U.S. projects, 
allowed for a one-time 85-percent dividends received 
deduction for cash dividends received from con-
trolled foreign corporations.  To receive this deduc-
tion, the U.S. corporation must have had a qualified 
reinvestment plan and receive the cash dividends in 
the U.S. corporation’s last tax year beginning before 
October 22, 2004, or the first tax year beginning in 
the 1-year period after that date.


Statistics of Income (SOI) has collected data 
on Forms 2952 and 5471 every other tax year since 
1962.  In Tax Year 1962, there were 12,073 Forms 
2952 filed by 2,642 United States corporations.8  In 
Tax Year 2002, there were 75,579 Forms 5471 filed 
by 2,119 U.S. parent corporations with $500 million 
or more in assets.9  Figures B, C, and D include  


7 In addition to Form 2952, Form 5471 replaced Form 957, U.S. Information Return by an Officer, Director, or U.S. Shareholder of a Foreign Personal Holding Company, 
Form 958, U.S. Annual Information Return by an Officer or Director of a Foreign Personal Holding Company, Form 959, Return by an Officer, Director, or Shareholder 
With Respect to the Organization or Reorganization of a Foreign Corporation and Acquisition of Its Stock, and Form 3646, Income from Controlled Foreign Corporation.
8 Foreign Income and Taxes, Corporation Income Tax Returns (Publication 479), Statistics of Income, April 1973.
9 Based on unpublished data.  


Figure D


(Money amounts are in thousands of dollars)


(1) (2) (3) (4) (5)
1986................................... 714   56,590,619   19,229,025   21,730,762   4,223,316   
1988................................... 744   79,811,427   23,929,652   45,524,746   12,101,074   
1990................................... 731   88,688,406   23,936,971   46,429,916   17,841,936   
1992................................... 749   69,613,140   18,471,643   42,971,551   13,217,040   
1994................................... 801   98,427,640   23,267,744   50,383,707   16,317,803   
1996................................... 890   141,010,411   32,394,527   68,813,441   22,943,983   
1998................................... 996   143,840,451   34,744,726   74,188,419   20,238,440   
2000................................... 1,087   207,576,012   43,143,111   94,882,197   29,372,318   
2002................................... 1,079   200,670,364   38,610,284   97,011,345   31,420,940   


[1] This figure presents data for the largest 7,500 Controlled Foreign Corporations (CFCs) ranked by assets owned by U.S. corporations with $500 million or more in total assets.  The largest 
CFCs are selected independently for each tax year study.


U.S. Corporations with Total Assets of $500 Million or More and Their 7,500 Largest Controlled Foreign 
Corporations, 1986-2002, Selected Years
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additional information from SOI studies covering 
this period.


Data Sources and Limitations
Two of the largest studies of international income 
and taxes conducted by Statistics of Income are the 
Corporate Foreign Tax Credit and Controlled Foreign 
Corporation studies.  The foreign tax credit studies 
are derived from returns in the corporation Statistics 
of Income sample.  The foreign tax credit is under-
stated to the extent that it does not include foreign 
taxes carried back.  


The Controlled Foreign Corporation study, usu-
ally conducted every other tax year, has changed 
since the first study conducted for Tax Year 1962.  
Initially, population estimates were tabulated using 


data collected from all Forms 2952 filed by U.S. par-
ent corporations in the Statistics of Income corporate 
sample.  For Tax Years 1974, 1976, 1982, and 1984, 
data were collected from Forms 2952 filed by U.S. 
parent corporations with greater than $250 million in 
total assets.  Population estimates were again tabu-
lated for Tax Year 1980.  For Tax Years 1986 through 
2002, data were collected for all Forms 5471 filed 
by U.S. parent corporations with greater than $500 
million in total assets.  During these years, data were 
published for the largest 7,500 controlled foreign 
corporations ranked by assets.


Data for both studies do not include adjustments 
made during audit.  Data for recent study years can 
be found on the Statistics of Income Web site  
(www.irs.gov/taxstats).
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T he Statistics of Income Division of the Internal 
Revenue Service has been collecting and pub-
lishing data on corporate business operations 


and activity since 1916.  The Revenue Act of 1916 
required the annual publication of “facts deemed per-
tinent and valuable” with respect to income tax law.  
The 1916 Statistics of Income report was released 
in the summer of 1918 and was the first to fulfill the 
new requirement.  The SOI Division is in the midst 
of its 90th anniversary of tax publications with the 
2005 corporate data scheduled for publication in 
early 2008.  This article presents a brief look at the 
history of corporate data published in the Statistics of 
Income series.   


Definitions 
Returns—The Statistics of Income series includes 


domestic corporations and foreign corporations sub-
ject to Federal income tax.  The statistics also reflect 
data from small corporations, including those taxed 
at the shareholder level.  Through 1950, information 
was collected from the population of returns filed.  
Beginning in 1951 and continuing to this day, a strat-
ified sample has been selected.  The stratification of 
the sample has changed over time to include industry 
(1951), size of business receipts (1952—1958), and 
size of total assets (1952 and 1959—present).  


Year—Each annual report consists of data from 
corporate tax returns with accounting periods ending 
from July of one year through June of the following 
year.  For example, the latest publication (for Tax 
Year 2004) includes corporations with accounting pe-
riods that end at any time during the period from July 
2004 through June 2005.  


Industry—Industrial classification has always 
been a prominent part of the corporate statistics.  A 
single industry code is assigned to each corporate 
return based on the industrial activity that represents 
the largest percentage of the total business receipts.  
Although the list of industries has both increased and 
changed many times since 1918, the Statistics of In-
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come reports have tried to maintain the year-to-year 
comparability among the data classified by industrial 
activity.  


Data Items—Although the legal definitions may 
have changed slightly over the years, there is a core 
unit of corporate data that appears in every corporate 
report.  The items included in the annual reports are 
Number of Returns, Gross Income, Total Deductions, 
Net Income/Deficit, Income Tax, and Industry.  Cur-
rently, there are over one thousand data items col-
lected, with nearly 200 items published.  


The Early Years 
From 1916 through 1933, only one report was pre-
pared annually, and it included data from both indi-
vidual and corporate tax returns and, beginning in 
1917, data from other types of returns.  Beginning 
in 1934, separate reports were published due to the 
increased data collected and the growing number of 
return types being processed.  


In the earliest years, the published data for 
corporations were very limited, consisting mainly 
of the industrial activity, the State where the return 
was filed, and a few financial entries such as gross 
income, deductions, net income/deficit, and tax.  In 
the 1920s, size classifications and additional items 
were added. 


Major Changes to the Corporate Tables and 
Publications
1917 Two income items and six deduction items  
 by industry.
1918 Six net income-size classifications.
1919 Invested capital by size of capital  
 investment. 
1920 Invested capital by industry.
1922 Distributions to stockholders by industry and 
 by State.
1922   Income statement items classified by 20   
 industries.
1926    Balance sheet items classified by 20   
 industries.
1928    Data on consolidated corporations by 20  
 industries.


The 1931 publication became the standard for 28 
years.  The four primary tables are described below. 


Marty Harris and Ken Szeflinski are chiefs of the 
Corporation Returns Analysis Section and Corporation 
Research Section, respectively.  Emily Shammas provided 
technical assistance on tables.  This article was written 
under the direction of Doug Shearer, Chief, Corporation 
Statistics Branch.
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By 1975, the corporate publication included 
tables classified by total assets, size of business re-
ceipts, income tax before credits, income tax after 
credits, investment credit, accounting period, and mi-
nor, major, and division industry levels.  These clas-
sifications have remained fairly constant since 1975.  


Current Publications
The Corporation Statistics Branch publishes two an-
nual reports based on corporate tax return filings.  
The Corporation Source Book is a 600-plus-page 
report containing data classified by 12 total asset 
categories and over 250 industrial activities.  Sepa-
rate data for S corporations are also included.  The 
Corporation Income Tax Returns report is a 350-page 
publication with 31 tables and detailed sections on 
the changes in the tax law, the sample design and 
limitations, and an explanation of terms.  The 31 
tables are classified by assets, business receipts, in-
come tax after credits, industry, and accounting peri-
od.  Recent improvements have significantly reduced 
the time necessary to prepare the publications for 
printing.  Within 3 months of the final file closeout 
and data review, printed copies of the publications 
will be available.  Web versions of the data tables 
will be available even earlier.  


Introduction to Historical Data
This article presents selected data for corporations 
included in the Statistics of Income sample for Tax 
Years 1916 through 2004, with years earlier than 
1980 described in 5-year intervals.  The descriptive 
analysis focuses on data prior to 1980 since the series 
is appended to a previously published series.1  Some 
key findings are framed and summarized within an 
historical context and are presented in Table 1.  Table 
3 presents these same data in 1990 constant dollars, 
and they are also represented in Figures A through F 
for Total Receipts and Net Income (less Deficit). This 
article also presents the same selected data for sub-
chapter S corporations, partnerships, and sole pro-
prietorships for 1960, 1965, 1970, and 1975 in Table 
2.  As with the overall corporation data, these have 
been appended to the previously published series for 
1980-2002 as cited above.  In both cases, data for 


 
1. Receipts (9 items) and deductions (10 items) 


classified by major industrial groups for all 
returns, returns with net income, and returns 
with no net income.


2. Corporations submitting balance sheets, clas-
sified by major industrial groups for returns 
with net income and returns with no net in-
come: asset items (8), liability items (8), and 
all items from Table 1.  


3. Corporations submitting balance sheets, 
classified by total asset-size classes for all 
returns, returns with net income, and returns 
with no net income: items were the same as 
in Table 2.  


4. Corporations submitting balance sheets 
cross-classified by total asset classes and 
major industrial groups for returns with net 
income and without net income: 16 items of 
assets, liabilities, income, and distributions 
to shareholders.  


Between 1932 and 1958, these four tables re-
mained the basis for the corporate publication.  In 
1938, the number of major industries was increased 
from 20 to over 60.  In 1954, the number of total as-
set classes was increased to 14.  By 1958, the number 
of items published in the cross-classified Table 4 had 
increased to 20.  


Later Changes
In 1958, separate tables were produced for small 
business corporations that filed the new form 1120-S. 
By 1959, balance sheet items were available for 
all active corporations.  That year also saw the 
introduction of size of business receipts as a new 
measure of corporate business activity.  For a brief 
period, 1959-1965, financial ratios were produced 
and published.  A few of the ratios included were 
net income to business receipts, business receipts to 
total assets, business receipts to inventory, and net 
worth to total assets.  


1 From “An Analysis of Business Organizational Structure and Activity from Tax Data” presented at the 2005 National Tax Association Conference.  The paper is available 
at http://www.irs.gov/pub/irs-soi/05petska.pdf.
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Figure E
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Figure F
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Figure G
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Tax Years 2003 and 2004 have now been included.  
Figure G shows the growth in the number of report-
ing corporations from 1916 through 2004. 


Highlights from the Early Years (1916-1945)
In the years characterized by industrialization and 
leading up to the Depression of 1929, the number 
of businesses classified as corporations grew from 
341,253 in 1916 to 463,036 in 1930, a total increase 
of approximately 33 percent.  For the same time 
period, income accruing to these business entities, 
as measured by Total Receipts, grew from $93.8 bil-
lion beginning in 1920 to $136.6 billion, amounting 
to an increase of nearly 45 percent.  The measure 
of current-day corporate profits, Net Income (less 
deficit), declined at the outset, before turning up to 
nearly $7.6 billion in 1925.  It then declined signifi-
cantly to about $1.5 billion in 1930, a decrease of 
approximately 80 percent between 1925 and 1930. 
This decline may have been due to a combination of 
the capitalization costs associated with corporations 
establishing themselves in the new industrialized era 


along with the approaching Depression of 1929.  In 
comparing data between 1930 and 1935, the influ-
ence of the Depression years can be seen in the de-
creases in both Total and Business Receipts and Net 
Income, though the decrease in Net Income was not 
as pronounced as it was between 1925 and 1930.  By 
1945, however, the data in Table 1 reflect a strong 
resurgence.  Receipts, both Total and Business, for 
example, more than doubled (61 percent in constant 
terms) from 1935 levels, and Net Income (less defi-
cit) grew from $1.6 billion in 1935 to $21.1 billion in 
1945.  The increase was approximately 500 percent 
in constant terms.  Between each of the years 1935, 
1940, and 1945, Net Income approximately doubled, 
while Net Deficit declined nearly two-thirds between 
1935 and 1945.  Meanwhile, the number of reporting 
corporations declined by approximately 12 percent, 
from 477,113 to 421,125 returns.  


Highlights from the Years 1945-1975
The data in Table 1 also reflect that the post-World 
War II years were growth periods.  For example, Net 
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Income (less Deficit) more than tripled from $21.1 
billion to over $73.9 billion from 1945 through 1965. 
Total Receipts and Business Receipts grew more 
than four times as reflected in the change in Total 
Receipts from $.25 trillion to approximately $1.2 tril-
lion between 1945 and 1965. Increases between 1945 
and 1965 for total receipts, business receipts, and net 
income (less deficit) were approximately 100 percent 
in constant terms. Likewise, the number of reporting 
corporations more than tripled from over 421,000 in 
1945 to more than 1.4 million in 1965.  


Between 1970 and 1975, there was an increase 
of over 100 percent in Net Income (less deficit) 
from $65.9 billion to approximately $142.6 bil-
lion.  Though the component Net Deficit increased 
between 1970 and 1975, the growth of Net Income 
was such that it helped to drive the overall rise.  The 
growth in both Total and Business Receipts between 
1970 and 1975 was approximately 83 percent (32 
percent in constant terms), while the number of re-
porting corporations steadily grew. 


Additional Data from Other Business Entity 
Types
Table 2 shows the same items as Table 1 for S corpo-
rations, partnerships, and sole proprietorships for Tax 
Years 1960 through 2004.  The year 1960 was chosen 
since it is the earliest year for which data for all three 
of these business entities are consistently available.  


The number of S corporations increased the most 
between 1960 and 1975 compared to partnerships 
and sole proprietorships, increasing from 90,221 to 
358,413, due to the establishment of S corporations 
as a new corporate entity.  The number of partner-
ships and sole proprietorships surpasses the number 
of S corporations historically, except that, begin-
ning in Tax Year 1990, the number of S corporations 
exceeds those of partnerships.  Comparatively, the 
amount of Receipts (both Total and Business), Net 
Income (less deficit), and Net Income continued to be 
greatest for sole proprietorships, partnerships, and S 
corporations in that order throughout the years shown 
1960-1975.  
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Table 1.  Corporations: Number of Businesses, Total Receipts, Business Receipts, Net Income (Less 
Deficit), Net Income, Deficit, Selected Tax Years 1916-2004
[All figures are estimates based on samples—money amounts are in thousands of dollars]


Tax
year


Number of 
businesses


Total
receipts [1]


Business
receipts [2]


Net income 
(less deficit) Net income Deficit


(1) (2) (3) (4) (5) (6)


1916................................................. 341,253       N.A.    N.A.    8,109,005    8,765,909    656,904    
1920................................................. 345,595    93,824,000    N.A.    5,873,231    7,902,655    2,029,424    
1925................................................. 430,072    134,779,997    106,832,147    7,621,056    9,583,684    1,962,628    
1930................................................. 463,036    136,588,000    123,208,000    1,551,218    6,428,813    4,877,595    
1935................................................. 477,113    114,649,717    105,121,226    1,695,949    5,164,723    3,468,774    
1940................................................. 473,042    148,236,787    139,124,352    8,919,429    11,203,224    2,283,795    
1945................................................. 421,125    255,447,753    244,030,015    21,138,956    22,165,206    1,026,250    
1950................................................. 629,314    458,130,069    439,881,532    42,613,304    44,140,741    1,527,437    
1955................................................. 807,000    642,248,036    612,682,730    47,478,271    52,511,158    5,032,887    
1960................................................. 1,140,574    849,131,939    802,790,920    43,505,174    50,382,345    6,877,171    
1965................................................. 1,423,980    1,194,600,662    1,120,381,727    73,889,821    80,796,801    6,906,980    
1970................................................. 1,665,477    1,750,776,503    1,620,886,576    65,901,614    83,710,924    17,809,310    
1975................................................. 2,023,647    3,198,627,860    2,961,729,640    142,636,826    169,483,336    26,846,510    
1980................................................. 2,710,538    6,361,284,012    5,731,616,337    253,678,291    311,497,470    57,819,180    
1981................................................. 2,547,410    7,026,351,839    6,244,678,064    213,648,962    301,440,778    87,791,816    
1982................................................. 2,925,933    7,024,097,766    6,156,994,009    154,334,143    274,352,942    120,018,799    
1983................................................. 2,999,071    7,135,494,059    6,334,602,711    188,313,928    296,932,146    108,618,218    
1984................................................. 3,170,743    7,860,711,226    6,948,481,893    232,900,596    349,179,415    116,278,819    
1985................................................. 3,277,219    8,398,278,426    7,369,538,953    240,119,020    363,867,384    123,748,365    
1986................................................. 3,428,515    8,669,378,501    7,535,482,221    269,530,240    408,860,760    139,330,520    
1987................................................. 3,612,133    9,580,720,701    8,414,537,647    334,089,233    468,631,779    134,542,546    
1988................................................. 3,562,789    10,264,867,461    8,949,846,244    423,115,815    561,646,539    138,530,724    
1989................................................. 3,627,863    10,934,973,405    9,427,277,533    401,320,146    563,402,110    162,081,965    
1990................................................. 3,716,650    11,409,520,074    9,860,441,633    383,213,763    N.A.    N.A.    
1991................................................. 3,802,788    11,436,474,767    9,965,628,799    360,529,974    542,341,802    181,811,828    
1992................................................. 3,869,024    11,742,134,728    10,360,428,795    414,130,453    581,920,697    167,790,244    
1993................................................. 3,964,629    12,269,721,709    10,865,542,520    510,258,780    670,480,179    160,221,400    
1994................................................. 4,342,369    13,360,007,157    11,883,614,940    595,002,432    756,502,169    161,499,736    
1995................................................. 4,474,167    14,539,050,115    12,785,797,708    736,423,014    900,524,657    164,101,644    
1996................................................. 4,631,369    15,525,718,006    13,659,470,309    838,591,644    1,016,135,059    177,543,415    
1997................................................. 4,710,083    16,609,707,302    14,460,928,696    956,736,971    1,155,242,666    198,505,695    
1998................................................. 4,848,887    17,323,955,004    15,010,264,802    895,152,469    1,144,026,382    248,873,914    
1999................................................. 4,935,904    18,892,385,693    16,313,971,384    985,363,334    1,282,481,469    297,118,135    
2000................................................. 5,045,273    20,605,808,071    17,636,551,348    986,952,279    1,391,008,755    404,056,474    
2001................................................. 5,135,591    20,272,957,625    17,504,288,630    648,758,089    1,155,497,718    506,739,630    
2002................................................. 5,266,607    19,749,426,052    17,297,125,146    596,524,023    1,084,179,817    487,655,794    
2003................................................. 5,401,237    20,689,574,291    18,264,393,898    779,988,635    1,175,608,990    395,620,355    
2004................................................. 5,557,965    22,711,863,939    19,975,875,761    1,111,692,655    1,455,796,796    344,104,141    
N.A.—Not available.
[1]  For years prior to 1960, Total Receipts are also referred to as Total Compiled Receipts.
[2]  For years in which they are separately published, receipts from gross sales and gross receipts from operations comprise Business receipts.
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Table 2.  Number of Businesses, Total Receipts, Business Receipts, Net Income, and Deficit:
S Corporations, Partnerships, and Sole Proprietorships, Selected Tax Years 1960-2004
[All figures are estimates based on samples—money amounts are in thousands of dollars]


Tax year


1960 1965 1970 1975 1980


(1) (2) (3) (4) (5)
  S Corporations
Number of businesses.................................................. 90,221    173,410    257,475    358,413    545,389    
Total receipts................................................................ 23,417,799    46,442,511    77,631,396    128,016,555    210,322,424    
Business receipts.......................................................... 22,946,017    45,433,118    76,097,159    125,333,032    204,887,368    
Total net income (less deficit) [1].................................. 382,479    1,447,857    1,851,508    3,242,098    2,518,912
Net income.................................................................... 678,476    1,969,400    3,029,581    5,497,416    8,085,439    
Deficit............................................................................ 295,997    521,543    1,178,073    2,255,318    5,566,527    


  Partnerships
Number of businesses.................................................. 940,560    914,215    936,133    1,073,094    1,379,654  
Total receipts [2]........................................................... 74,307,629    75,258,639    93,348,080    148,417,529    291,998,115    
Business receipts.......................................................... 72,894,735    73,588,349    90,208,834    142,505,781    271,108,832    
Net income (less deficit)............................................... 8,360,373    9,699,145    9,790,396    7,737,570    8,248,655
Net income.................................................................... 9,373,289    11,267,913    14,419,124    22,431,931    45,061,756    
Deficit............................................................................ 1,012,916    1,568,768    4,628,728    14,694,361    36,813,100    


  Nonfarm Sole Proprietorships
Number of businesses.................................................. 9,089,985    9,078,466    5,769,741    7,221,346    8,931,712
Total receipts................................................................ 171,257,205    199,384,594    198,582,172    273,954,741    411,205,713    
Business receipts.......................................................... 171,257,205    199,384,594    198,582,172    273,954,741    411,205,713    
Net income (less deficit)............................................... 21,067,090    27,887,417    30,537,426    39,636,453    54,947,219    
Net income.................................................................... 24,269,011    31,637,317    33,735,732    45,624,890    68,010,051    
Deficit............................................................................ 3,201,921    3,749,900    3,198,306    5,988,437    13,062,832    


Tax year


1981 1982 1983 1984 1985


(6) (7) (8) (9) (10)
  S Corporations
Number of businesses.................................................. 541,489    564,219    648,267    701,339    724,749    
Total receipts................................................................ 212,514,030    243,056,569    300,248,422    385,026,843    430,641,781    
Business receipts.......................................................... 206,357,914    235,010,755    290,764,938    372,732,439    416,041,188    
Total net income (less deficit) [1].................................. 1,870,746    3,047,943    5,075,351    6,906,667    7,602,450    
Net income.................................................................... 8,454,022    10,992,022    14,575,149    18,706,344    21,159,865    
Deficit............................................................................ 6,583,276    7,944,079    9,499,798    11,799,677    13,557,415    
  Partnerships
Number of businesses.................................................. 1,460,502    1,514,212    1,541,539    1,643,581    1,713,603
Total receipts [2]........................................................... 272,129,807    296,690,303    291,318,703    375,192,511    367,117,315    
Business receipts.......................................................... 230,027,336    251,608,987    243,248,370    318,342,380    302,733,374    
Net income (less deficit)............................................... -2,734,897    -7,314,587    -2,610,041    -3,500,024    -8,883,674    
Net income.................................................................... 50,567,190    53,556,856    60,308,114    69,696,922    77,044,693    
Deficit............................................................................ 53,302,086    60,871,442    62,918,155    73,196,946    85,928,367    
  Nonfarm Sole Proprietorships
Number of businesses.................................................. 9,584,790    10,105,515    10,703,921    11,262,390    11,928,573
Total receipts................................................................ 427,063,055    433,664,897    465,168,637    516,036,944    540,045,430    
Business receipts.......................................................... 427,063,055    433,664,897    465,168,637    516,036,944    540,045,430    
Net income (less deficit)............................................... 53,071,628    50,573,163    60,359,153    70,766,610    78,772,578    
Net income.................................................................... 68,552,791    68,647,384    78,618,410    89,849,570    98,775,563    
Deficit............................................................................ 15,481,162    18,074,220    18,259,256    19,082,960    20,002,986    
Footnotes at end of table.


Form of business, item


Form of business, item
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Table 2.  Number of Businesses, Total Receipts, Business Receipts, Net Income, and Deficit:
S Corporations, Partnerships, and Sole Proprietorships, Selected Tax Years 1960-2004—Continued
[All figures are estimates based on samples—money amounts are in thousands of dollars]


Tax year


1986 1987 1988 1989 1990


(11) (12) (13) (14) (15)
  S Corporations
Number of businesses.................................................. 826,214    1,127,905    1,257,191    1,422,967    1,575,092
Total receipts................................................................ 483,986,301    972,246,266    1,263,988,377    1,463,966,315    1,620,702,664    
Business receipts.......................................................... 466,712,837    951,305,832    1,236,906,216    1,434,527,066    1,588,070,882    
Total net income (less deficit) [1] ................................. 8,293,241    30,017,036    43,536,518    44,779,347    44,831,241
Net income.................................................................... 23,942,506    48,391,165    63,908,830    70,404,449    N.A.    
Deficit............................................................................ 15,649,265    18,374,129    20,372,312    25,625,102    N.A.    


  Partnerships
Number of businesses.................................................. 1,702,952    1,648,032    1,654,245    1,635,164    1,553,529
Total receipts [2]........................................................... 397,302,544    442,802,234    498,378,098    505,222,543    518,994,886    
Business receipts.......................................................... 327,428,647    411,457,126    463,956,020    464,951,817    483,417,504    
Net income (less deficit)............................................... -17,370,860    -5,419,105    14,493,114    14,099,275    16,609,540    
Net income.................................................................... 80,214,873    87,654,011    111,384,545    113,885,966    116,317,801    
Deficit............................................................................ 97,585,733    93,073,116    96,891,431    99,786,691    99,708,261    


  Nonfarm Sole Proprietorships
Number of businesses.................................................. 12,393,700    13,091,132    13,679,302    14,297,558    14,782,738
Total receipts................................................................ 559,384,259    610,822,732    671,969,931    692,810,938    730,606,020    
Business receipts.......................................................... 559,384,259    610,822,732    671,969,931    692,810,938    730,606,020    
Net income (less deficit)............................................... 90,423,763    105,460,627    126,323,251    132,737,680    141,430,193    
Net income.................................................................... 110,496,952    123,782,540    145,517,755    152,416,377    161,657,252    
Deficit............................................................................ 20,073,189    18,321,913    19,194,505    19,678,697    20,227,059    


Tax year


1991 1992 1993 1994 1995


(16) (17) (18) (19) (20)
  S Corporations
Number of businesses.................................................. 1,698,271    1,785,371    1,901,505    2,023,754    2,153,119
Total receipts................................................................ 1,682,984,576    1,821,882,961    1,997,596,803    2,210,945,344    2,405,073,461    
Business receipts.......................................................... 1,655,481,071    1,790,836,830    1,967,936,737    2,173,454,305    2,366,453,853    
Total net income (less deficit) [1].................................. 44,745,093    58,329,739    66,233,497    91,676,443    99,128,672    
Net income.................................................................... 72,571,565    91,138,122    98,558,092    123,970,916    134,958,619    
Deficit............................................................................ 27,826,472    32,808,383    32,324,595    32,294,473    35,829,947    
  Partnerships
Number of businesses.................................................. 1,515,345    1,484,752    1,467,567    1,493,963    1,580,900
Total receipts [2]........................................................... 515,461,121    551,548,871    606,190,516    703,827,410    814,704,090    
Business receipts.......................................................... 483,164,395    514,827,003    560,999,120    656,158,602    760,617,695    
Net income (less deficit)............................................... 21,406,607    42,916,649    66,652,288    82,183,076    106,829,196    
Net income.................................................................... 113,408,221    121,834,358    137,440,684    150,927,743    178,650,950    
Deficit............................................................................ 92,001,615    78,917,710    70,788,396    68,744,668    71,821,755    
  Nonfarm Sole Proprietorships
Number of businesses.................................................. 15,180,722    15,495,419    15,848,119    16,153,871    16,423,872
Total receipts................................................................ 712,567,989    737,082,032    757,215,452    790,630,020    807,363,638    
Business receipts.......................................................... 712,567,989    737,082,032    757,215,452    790,630,020    807,363,638    
Net income (less deficit)............................................... 141,515,783    153,960,246    156,458,803    166,798,668    169,262,336    
Net income.................................................................... 162,426,709    173,472,549    179,983,281    187,845,139    191,728,953    
Deficit............................................................................ 20,910,927    19,512,304    23,524,477    21,046,471    22,466,617    
Footnotes at end of table.


Form of business, item


Form of business, item
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Table 2.  Number of Businesses, Total Receipts, Business Receipts, Net Income, and Deficit:
S Corporations, Partnerships, and Sole Proprietorships, Selected Tax Years 1960-2004—Continued
[All figures are estimates based on samples—money amounts are in thousands of dollars]


1996 1997 1998 1999 2000


(21) (22) (23) (24) (25)
  S Corporations
Number of businesses................................................... 2,304,416    2,452,254    2,588,088    2,725,775    2,860,478
Total receipts................................................................. 2,618,094,172    2,895,237,519    3,061,133,169    3,300,868,762    3,617,477,105    
Business receipts........................................................... 2,571,988,996    2,840,623,943    3,004,118,934    3,242,797,429    3,557,650,166    
Total net income (less deficit) [1]................................... 125,245,496    153,063,011    181,788,303    193,756,411    198,535,888    
Net income..................................................................... 161,896,380    192,122,074    223,972,910    240,561,633    254,216,205    
Deficit............................................................................. 36,650,884    39,059,063    42,184,607    46,805,222    55,680,317    


  Partnerships
Number of businesses................................................... 1,654,256    1,758,627    1,855,348    1,936,919    2,057,500
Total receipts [2]............................................................ 1,002,579,987    1,249,789,312    1,474,879,256    1,754,972,413    2,218,639,870    
Business receipts........................................................... 915,844,403    1,141,963,405    1,356,655,904    1,615,762,245    2,061,764,235    
Net income (less deficit)................................................. 145,218,248    168,240,726    186,704,627    228,438,105    268,990,758    
Net income..................................................................... 228,157,635    262,373,206    297,874,299    348,467,958    409,972,787    
Deficit............................................................................. 82,939,388    94,132,480    111,170,672    120,029,853    140,982,029    


  Nonfarm Sole Proprietorships
Number of businesses................................................... 16,955,023    17,176,487    17,408,809    17,575,643    17,904,731
Total receipts................................................................. 843,233,843    870,392,286    918,268,196    969,347,038    1,020,957,283    
Business receipts........................................................... 843,233,843    870,392,286    918,268,196    969,347,038    1,020,957,283    
Net income (less deficit)................................................. 176,755,693    186,643,910    202,274,720    207,946,977    214,715,298    
Net income..................................................................... 200,123,896    210,464,545    226,189,570    233,404,991    245,230,626    
Deficit............................................................................. 23,368,202    23,820,635    23,914,850    25,458,013    30,515,328    


Tax year


2001 2002 2003 2004


(26) (27) (28) (29)
  S Corporations
Number of businesses....................................................................................... 2,986,486    3,154,377    3,341,606    3,518,334    
Total receipts..................................................................................................... 3,761,512,350    3,910,926,701    4,232,565,964    4,737,162,166    
Business receipts.............................................................................................. 3,691,120,151    3,841,281,106    4,152,365,102    4,645,693,720    
Total net income (less deficit) [1]....................................................................... 187,686,917    183,478,933    213,681,780    275,398,651    
Net income........................................................................................................ 248,863,846    246,533,627    276,531,538    339,948,836    
Deficit................................................................................................................ 61,176,929    63,054,694    62,849,757    64,550,185    
  Partnerships
Number of businesses....................................................................................... 2,132,117    2,242,169    2,375,375    2,546,877    
Total receipts [2]................................................................................................ 2,462,461,787    2,582,060,669    2,722,174,031    3,021,683,261    
Business receipts.............................................................................................. 2,278,200,526    2,414,187,093    2,545,612,266    2,818,861,323    
Net income (less deficit).................................................................................... 276,334,824    270,667,169    301,398,218    384,738,394    
Net income........................................................................................................ 446,069,172    439,761,741    468,552,382    566,231,686    
Deficit................................................................................................................ 169,734,347    169,094,572    167,154,164    181,493,292    
  Nonfarm Sole Proprietorships
Number of businesses....................................................................................... 18,338,190    18,925,517    19,710,079    20,590,691    
Total receipts..................................................................................................... 1,016,834,678    1,029,691,760    1,050,202,446    1,139,523,760    
Business receipts.............................................................................................. 1,016,834,678    1,029,691,760    1,050,202,446    1,139,523,760    
Net income (less deficit).................................................................................... 217,385,116    221,113,286    230,308,100    247,567,189    
Net income........................................................................................................ 250,178,322    257,292,855    269,089,168    290,486,159    
Deficit................................................................................................................ 32,793,206    36,179,568    38,781,068    42,918,970    
N.A.—Not available.
[1] Prior to Tax Year 1987, "Total net income (less deficit)" from S Corporations only includes "Net income (less deficit)" from S Corporations and is not as comprehensive as data 
in future years.
[2] For consistency purposes of this article, what Statistics of Income normally publishes as Partnership "Total income" is labeled as "Total receipts." 


Tax year


Form of business, item


Form of business, item
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Table 3.  Corporations: Number of Businesses, Total Receipts, Business Receipts, Net Income (Less 
Deficit), Net Income, Deficit, Selected Tax Years 1916-2004, in 1990 Constant Dollars [1]
[All figures are estimates based on samples—money amounts are in thousands of dollars]


Tax
year


Number of 
businesses


Total
receipts [2]


Business
receipts [3] 


Net income 
(less deficit) Net income Deficit


(1) (2) (3) (4) (5) (6)


1916................................................... 341,253    N.A.    N.A.    97,233,665    105,110,487    7,876,821    
1920................................................... 345,595    613,139,840    N.A.    38,381,565    51,643,850    13,262,286
1925................................................... 430,072    1,006,614,035    797,883,521    56,918,401    71,576,429    14,658,027
1930................................................... 463,036    1,068,985,126    964,268,599    797,883,521    50,314,123    38,173,752
1935................................................... 477,113    1,093,775,037    1,002,871,842    16,179,601    49,272,211    33,092,610    
1940................................................... 473,042    1,383,896,290    1,298,825,200    83,269,241    104,590,098    21,320,858    
1945................................................... 421,125    1,854,834,518    1,771,929,053    153,492,308    160,944,024    7,451,715    
1950................................................... 629,314    2,484,547,719    2,385,581,586    231,102,026    239,385,678    8,283,652    
1955................................................... 807,000    3,132,157,399    2,987,971,374    231,545,150    256,089,864    24,544,714    
1960................................................... 1,140,574    3,749,376,501    3,544,755,853    192,098,860    222,465,287    30,366,427    
1965................................................... 1,423,980    4,956,644,652    4,648,694,975    306,584,114    335,242,600    28,658,485    
1970................................................... 1,665,477    5,897,589,921    5,460,048,337    221,993,323    281,984,994    59,991,671    
1975................................................... 2,023,647    7,770,644,262    7,195,131,300    346,517,345    411,737,398    65,220,053    
1980................................................... 2,710,538    10,090,046,364    9,091,289,505    402,375,639    494,086,400    91,710,762    
1981................................................... 2,547,410    10,102,796,319    10,102,796,319    307,193,832    433,424,749    126,230,917    
1982................................................... 2,925,933    9,513,467,130    8,339,058,207    209,030,803    371,584,762    162,553,959    
1983................................................... 2,999,071    9,363,544,915    8,312,576,047    247,114,763    389,648,910    142,534,148    
1984................................................... 3,170,743    9,888,305,652    8,740,775,586    292,975,052    439,246,868    146,271,816    
1985................................................... 3,277,219    10,201,254,556    8,951,661,163    291,668,735    441,983,895    150,315,161    
1986................................................... 3,428,515    10,338,392,063    8,986,200,057    321,419,730    487,573,917    166,154,188    
1987................................................... 3,612,133    11,022,889,046    9,681,162,592    384,379,074    539,174,063    154,794,989    
1988................................................... 3,562,789    11,340,812,994    9,887,953,543    467,466,078    620,517,351    153,051,273    
1989................................................... 3,627,863    11,525,814,710    9,936,654,626    423,004,380    593,843,998    170,839,620    
1990................................................... 3,716,650    11,409,520,074    9,860,441,633    383,213,763    N.A.    N.A.
1991................................................... 3,802,788    10,974,649,428    9,563,198,855    345,971,128    520,441,068    174,469,941    
1992................................................... 3,869,024    10,938,681,461    9,651,518,485    385,793,658    542,102,887    156,309,229    
1993................................................... 3,964,629    11,097,942,058    9,827,864,411    461,528,184    606,448,162    144,919,979    
1994................................................... 4,342,369    11,782,408,471    10,480,354,067    524,742,361    667,171,616    142,429,254    
1995................................................... 4,474,167    12,468,857,284    10,965,247,772    631,564,881    772,300,346    140,735,465    
1996................................................... 4,631,369    12,933,150,691    11,378,539,002    698,559,132    846,455,400    147,896,267    
1997................................................... 4,710,083    13,525,786,569    11,775,971,218    779,099,826    940,749,012    161,649,186    
1998................................................... 4,848,887    13,891,048,583    12,035,838,096    717,769,495    917,326,676    199,557,181    
1999................................................... 4,935,904    14,821,337,395    12,798,535,774    773,031,139    1,006,124,418    233,093,279    
2000................................................... 5,045,273    15,639,832,258    13,386,162,957    749,097,926    1,055,777,261    306,679,333    
2001................................................... 5,135,591    14,910,948,574    12,874,566,820    477,167,598    849,879,301    372,711,703    
2002................................................... 5,266,607    14,348,248,944    12,566,616,212    433,383,490    787,672,607    354,289,118    
2003................................................... 5,401,237    14,696,344,347    12,973,675,448    554,046,275    835,065,734    281,019,459    
2004................................................... 5,557,965    15,714,349,480    13,821,317,956    769,180,678    1,007,266,497    238,085,819    
N.A.—Not available.
[1] Based upon the Consumer Price Index as published by the U.S. Department of Commerce, Bureau of Economic Analysis.
[2] For years prior to 1960, Total Receipts are also referred to as Total Compiled Receipts.







T he origins of the tax-exempt sector in the  
United States predate the formation of the  
republic.  Absent an established Governmental 


framework, the early settlers formed charitable and 
other “voluntary” associations, such as hospitals, fire 
departments, and orphanages, to confront a wide va-
riety of issues and ills of the era.  These types of vol-
untary organizations have continued to thrive in the 
United States for centuries.  In 1831, during his his-
toric visit to the United States, Alexis de Tocqueville 
observed: 


“Americans of all ages, conditions, and dis-
positions constantly unite together.  Not only 
do they have commercial and industrial asso-
ciations to which all belong but also a thou-
sand other kinds, religious, moral, serious, 
futile…Americans group together to hold 
fetes, found seminaries, build inns, construct 
churches, distribute books…They establish 
prisons, schools by the same method…I have 
frequently admired the endless skill with 
which the inhabitants of the United States 
manage to set a common aim to the efforts of 
a great number of men and to persuade them 
to pursue it voluntarily.”1 


Voluntary associations comprised two distinct 
types of organizations—public-serving and mem-
ber-serving.2,3  Early public-serving, or charitable, 
organizations included schools, churches, and other 
voluntary organizations designed to provide services 
to the public.  The popularity of voluntary charitable 
organizations in the United States, even in the midst 
of strengthening State and Federal governments, 
suggests that perhaps these organizations, with their 
well-established structures and programs, were able 
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to fill a gap in social welfare programs where the 
young Government’s efforts proved insufficient.  
Another suggestion is that many early Americans 
embraced charitable organizations over Government 
programs because they feared “the rebirth of monar-
chy, or bureaucracy.”4  


By the end of the 19th century, private philan-
thropy, as typified by the modern private foundation, 
had joined voluntary associations as an important 
component of the public-serving charitable sector of 
the United States.  The foundation originated from 
the charitable trust, a tool for giving that became 
widely used in this period.5  In the early 20th cen-
tury, a number of American industrialists, wishing 
to direct their newly acquired wealth toward a broad 
range of altruistic endeavors, created private foun-
dations that remain prominent today.  Unlike other 
early charitable organizations, private foundations 
generally were controlled and funded by a single 
source, such as an individual, corporation, or fam-
ily.  Andrew Carnegie articulated the vision of these 
early philanthropists in his essay, “The Gospel of 
Wealth,” where he argued that a wealthy individual 
should “consider all surplus revenues which come to 
him simply as trust funds, which he is called upon to 
administer, and strictly bound as a matter of duty to 
administer in the manner which, in his judgment, is 
best calculated to produce the most beneficial results 
for the community…”6  


Member-serving associations, including frater-
nal societies, were also popular among early Ameri-
cans.  The Freemasons, for example, have roots in 
17th century England and count a number of this 
Nation’s founding fathers as members.  By the 19th 
century, mutual benefit associations, serving mem-
bers in areas such as banking and insurance, began 
to flourish.  Additionally, labor and agricultural or-
ganizations, established to promote the interests of 
their members, started to take root across the Nation 
around this time.  


Voluntary associations and philanthropic vehicles 
continue to coexist and forge a relationship with 
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1 Tocqueville, Alexis de, Democracy in America (2003), Penguin Books, London, England, p. 596
2 For the most part, public-serving organizations are those that are now described under section 501(c)(3) of the Internal Revenue Code.  Member-serving organizations are 
those covered under other subsections of 501(c).  Appendix A at the end of this article provides detailed information on organizations exempt under section 501(c).
3 See: Salamon, Lester M. (1992), America’s Nonprofit Sector:  A Primer, The Foundation Center, New York, NY, p. 14.
4 Ibid., p. 7.
5 Chester, Ronald (1982), Inheritance, Wealth, and Society, Indiana University Press, Bloomington, Indiana, p. 95.
6 Carnegie, Andrew (2001), “The Gospel of Wealth,” The Nature of the Nonprofit Sector, editor J. Steven Ott. Westview Press, Boulder, CO, p. 68.
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Major Exempt Organization Legislation,
1894-Present


Tariff Act of 1894 - Earliest statutory reference to tax exemption for 
certain organizations.


Revenue Act of 1909 - Introduced language prohibiting private 
inurement.


Revenue Act of 1913 - Established income tax system with tax 
exemption for certain organizations.


Revenue Act of 1917 - Introduced individual income tax deduction for 
charitable donations.


Revenue Act of 1918 - Estate tax deduction for charitable bequests 
added.


Revenue Act of 1934 - Set limits on lobbying activities by charitable 
organizations.
Revenue Act of 1936 - Introduced corporate tax deduction for 
charitable contributions.


Revenue Act of 1943 - Required first Forms 990 to be filed.


Revenue Act of 1950 - Established unrelated business income tax.


Revenue Act of 1954 - Modern tax code established, including section 
501(c) for exempt organizations.  Also, limits on political activities 
established.


Revenue Act of 1964 - Raised the limitation on deduction for donations 
to public charities to 30 percent of adjusted gross income (AGI).


Tax Reform Act of 1969 - Established private foundation rules, 
including a minimum charitable payout requirement and a 4-percent 
excise tax on net investment income, and raised the limitation on the 
deduction for donations to operating private foundations and public 
charities to 50 percent of AGI.


Revenue Act of 1978 - Reduced the net investment income excise tax 
for private foundations to 2 percent.


Deficit Reduction Act of 1984 - Raised the limitation on the deduction 
for donations to nonoperating private foundations to 30 percent of AGI 
and introduced other more favorable rules for donors to these 
organizations.  Also, exempted certain operating foundations from the 
net investment income tax and reduced the tax to 1 percent for 
foundations meeting other requirements.


Revenue Reconciliation Act of 1993 - Imposed a proxy tax on certain 
lobbying and political expenditures made by membership organizations.


Tax Payer Bill of Rights 2 (1996) - Introduced intermediate sanction 
rules for excess benefit transactions.
Tax Payer Relief Act of 1997 - Revoked tax exemption of certain 
organizations providing commercial-type insurance.


Pension Protection Act of 2006 - Required section 501(c)(3) 
organizations to make their Forms 990-T available for public inspection.


NOTE:  For more extensive information, see Appendix B.


Government that remains into the 21st century.  A 
significant component of this relationship is Govern-
ment’s recognition of the importance of the charitable 
and voluntary sector, and the support of its organiza-
tions in the form of an exemption from income and 
certain other taxes.  This article explores the legisla-
tive history of tax exemption and presents historical 
data that highlight recent financial trends among tax-
exempt organizations. 


Legislative History of the Tax-Exempt Sector
The structure of tax exemption granted to the chari-
table and voluntary sector outlined in the United 
States Tax Code was developed through legislation 
enacted between 1894 and 1969.  Over that 75-year 
period, Congress established the basic principles 
and requirements of tax exemption, identified busi-
ness activities of tax-exempt organizations that were 
subject to taxation, and defined and regulated private 
foundations as a subset of tax-exempt organizations.  
Figure A shows a timeline of major legislative ac-
tions relevant to tax-exempt organizations, while a 
more complete history can be found in Appendix B 
at the end of this article. 


Early Legislation, 1894-1936
The privileged tax treatment that the Government 
grants to charitable and member-serving organiza-
tions can be traced to the earliest versions of United 
States tax law.  Early tax-exemption regulations 
developed around three major principles.  First, or-
ganizations that operated for charitable purposes 
were granted exemption from the Federal income 
tax.  Second, charitable organizations were required 
to be free of private inurement—that is, a charitable 
organization’s income could not be used to benefit 
an individual related to the organization.  Finally, an 
income tax deduction for contributions, designed to 
encourage charitable giving, was developed.


The Wilson-Gorman Tariff Act of 1894, one of 
the earliest statutory references to the tax-exempt sta-
tus enjoyed by charitable organizations, established 
the requirement that tax-exempt, charitable organiza-
tions operate for charitable purposes.  While estab-
lishing a flat 2-percent tax on corporate income, the 
act stated “nothing herein contained shall apply to…
corporations, companies, or associations organized 
and conducted solely for charitable, religious, or 


 Figure A
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educational purposes, including fraternal beneficiary 
associations.”  Though the law was declared uncon-
stitutional by the Supreme Court in 1895, the exemp-
tion language contained in the act would provide the 
cornerstone for tax legislation involving charitable 
organizations for the next century.


The Revenue Act of 1909 mirrored and expanded 
the language from the 1894 act.  Under this statute, 
tax exemption was granted to “any corporation or as-
sociation organized and operated exclusively for reli-
gious, charitable, or educational purposes, no part of 
the net income of which inures to the benefit of any 
private stockholder or individual.”  This important 
addition set forth the idea that tax-exempt charitable 
organizations should be free of private inurement—in 
other words, nonprofit.


Ratification of the Sixteenth Amendment granted 
Congress the power to levy income tax.  The subse-
quent Revenue Act of 1913 established the modern 
Federal income tax system.  For charitable organiza-
tions, the act used identical language as that found in 
the Tariff Acts of 1894 and 1909 with regard to chari-
table purpose and private inurement.


The Revenue Act of 1917 established, for the 
first time, an individual income tax deduction for 
contributions made to tax-exempt charitable organi-
zations.  This deduction was conceived as a way to 
encourage charitable contributions at a time when 
income tax rates were rising in order to fund World 
War I.  One year later, the Revenue Act of 1918 
provided that charitable bequests were entitled to a 
similar deduction on estate tax returns.  Finally, cor-
porations were able to claim the charitable deduction 
beginning in 1936. 


The Revenue Act of 1950
Before the 1950s, tax-exempt organizations could 
earn tax-free income from both mission-related activ-
ities and commercial business activities that were un-
related to the purpose for which they were exempt, as 
long as they used the net profits for exempt purposes.  
However, in the 1940s, concerns grew in Congress 
over the perception that tax-exempt organizations 
were permitted an unfair competitive advantage over 
taxable entities.  As a result, Congress established 
the “unrelated business income tax” (UBIT) as part 
of the Revenue Act of 1950.  For tax years beginning 


after December 31, 1950, UBIT was imposed on 
the “unrelated business income” (UBI) of charitable 
organizations (except churches); labor and agricul-
tural organizations; chambers of commerce, business 
leagues, and real estate boards; certain trusts; and 
certain title holding companies.7 


Income was considered UBI if it was produced 
from an activity deemed a “trade or business” that 
was “regularly carried on” and was not “substantially 
related” to the organization’s exempt purpose(s), 
regardless of whether or not the profits from the un-
related trade or business were used solely for exempt 
purposes.  Passive income and certain gains and 
losses from the disposition of property were not sub-
ject to tax.


The Revenue Act of 1950 addressed several 
other issues regarding the unrelated activities of tax-
exempt organizations.  Tax exemption was no longer 
permitted to “feeder” organizations, which did not 
conduct any charitable activities, but rather oper-
ated commercial enterprises from which they passed 
income to a charitable organization.  In addition, 
income from debt-financed real estate sale-lease-
back activities was subject to UBIT.  In these cases, 
tax-exempt organizations purchased real estate with 
borrowed funds, leased the property back to the 
owner, and used the tax-free rental income to pay 
off the debt.8 


The Revenue Act of 1950, and additional chang-
es made under the Tax Reform Act of 1969, dis-
cussed in the following section, formed the contem-
porary structure for the unrelated business taxation of 
tax-exempt organizations.


Tax Reform Act of 1969
By the 1960s, there was a growing perception among 
lawmakers that private foundations, with their small 
networks of financers and administrators, were less 
accountable to the public than traditional charities.  
These concerns were addressed with the Tax Reform 
Act of 1969 (TRA69), which introduced sweeping 
reforms to the charitable sector.  TRA69 also signifi-
cantly expanded the rules governing unrelated busi-
ness income taxation of tax-exempt entities. 


The first explicit definition of private founda-
tions, for tax purposes, was included in TRA69.  This 
legislation defined a foundation as a charitable orga-


7 In 1951, Congress extended the UBIT to the unrelated business income of State and municipally owned colleges and universities, to correct for an omission from the 1950 act.
8 Staff report of the Joint Committee on Taxation, “Historical Development and Present Law of Federal Tax Exemption for Charities and Other Tax-Exempt Organizations” 
(JCX-29-05) (April 19, 2005). 
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nization that did not engage in inherently public ac-
tivities, test for public safety, receive substantial sup-
port from a wide array of public sources, or operate 
in support of any organization that met any of these 
three requirements.9  Further, the legislation created 
two subclasses of private foundations—nonoperat-
ing and operating.  Nonoperating foundations, which 
represented the majority of all private foundations, 
were defined as primarily grantmaking organizations.  
Conversely, operating foundations were those that 
operated charitable programs in a manner similar to 
that of public charities.  


TRA69 established an array of more stringent 
requirements specific to private foundations.  These 
“private foundation rules” outlined two annual re-
quirements and a variety of “prohibited activities” 
that were considered to be contrary to the public in-
terest.  First, TRA69 established an annual excise tax 
on investment income.  This provision was intended 
to compel private foundations to “share some of the 
burden of paying the cost of government,” particu-
larly the enforcement of regulations related to the 
tax-exempt sector.10  Second, nonoperating founda-
tions were required to distribute a minimum amount 
for charitable purposes each year.  Further, private 
foundations that failed to meet the minimum chari-
table distribution requirement or engaged in certain 
prohibited activities were subject to taxes and other 
sanctions.


TRA69 also increased the existing charitable 
deduction limits for individual donors and sharpened 
the definitions of the organizations to which contri-
butions were deductible.  Under the Revenue Act of 
1964, individuals could deduct contributions made 
to public charities up to 30 percent of adjusted gross 
income (AGI).  The new regulations enacted under 
TRA69 increased the maximum deduction limitation 
for cash and ordinary income contributions to 50 per-
cent for public charities and operating foundations.  
Most nonoperating private foundations remained 
subject to a lower 20-percent limitation.11  


TRA69 also expanded the tax on unrelated busi-
ness income, extending the tax to all tax-exempt 
organizations described in IRC sections 501(c) and 
401(a) (except United States instrumentalities), and 
including churches for the first time.  Additionally, 
TRA69 expanded the taxation of debt-financed in-
come to include forms of income other than rents 
from real estate sale-leaseback arrangements.12  
Since 1969, Congress has made a number of changes 
to the UBIT statutes.  However, the rules on unre-
lated business taxation of tax-exempt organizations 
established by the Revenue Act of 1950 and TRA69 
have remained largely intact.


Other Legislation, 1970-2007
While the underlying structure of tax exemption for 
the charitable and voluntary sector has changed little 
since the passage of TRA69, subsequent legislation 
has introduced a number of modifications.  These 
include adjustments to the private foundation net 
investment income tax rates and to the excise tax 
rates on charitable organizations that engage in pro-
hibited activities.  Further changes have provided 
new exceptions to UBIT taxation for specified activi-
ties, tightened the rules pertaining to the taxation of 
payments received from subsidiaries, and required 
unrelated business income tax returns filed by IRC 
section 501(c)(3) organizations to be made publicly 
available.


Overview of the Statistics of Income Exempt 
Organization Program
The Internal Revenue Service provides, by Congres-
sional mandate, statistics and microdata derived from 
information and tax returns filed with IRS.  To fulfill 
this requirement, the Statistics of Income (SOI) divi-
sion has conducted annual studies of organizations 
exempt under IRC section 501(c)(3) for every tax 
year since 1985.13  Currently, SOI collects informa-
tion from stratified random samples of Forms 990, 
990-PF, 990-T, and the population of Forms 4720.  


9 Organizations that conduct “inherently public activities” include churches, schools, hospitals, and Governmental units of the United States.  For additional information, 
see Richardson, Virginia G. and John Francis Reilly, “Public Charity or Private Foundation Status Issues under 509(a)(1)-(4), 4942(j)(3), and 507, Fiscal Year 2003,” Exempt 
Organizations Continuing Professional Education.  This article is available at www.irs.gov/pub/irs-tege/eotopicb03.pdf.
10 Staff report of the Joint Committee on Taxation, “General Explanation of the Tax Reform Act of 1969” (JCS-16-70) (December 3, 1970), p. 29.
11 Deduction limitations for cash and ordinary income contributions to nonoperating foundations later were increased to 30 percent of AGI as part of the Deficit Reduction 
Act of 1984.  
12 TRA69 expanded taxable debt-financed income to include interest, dividends, other rents, royalties, and certain gains and losses from any type of property, if produced 
from financial vehicles acquired with borrowed funds. 
13 The first SOI exempt organization studies were based on Forms 990 filed by tax-exempt organizations for Tax Years 1943 and 1946.  Data from Forms 990-PF filed by 
private foundations were first collected for Tax Year 1974.







Tax-exempt organizations, other than private 
foundations, file Form 990, Return of Organization 
Exempt from Income Tax; private foundations file 
Form 990-PF, Return of Private Foundation or Sec-
tion 4947(a)(1) Nonexempt Charitable Trust Treated 
as a Private Foundation.  Forms 990 and 990-PF are 
used by these organizations to report standard finan-
cial information, as well as information regarding 
compliance with the regulations that govern their tax-
exemption.  Charitable and other types of tax-exempt 
organizations report any unrelated business income 
and taxes on Form 990-T, Exempt Organization Busi-
ness Income Tax Return.  Private foundations, public 
charities, and split-interest and charitable trusts use 
Form 4720, Return of Certain Excise Taxes on Char-
ities and Other Persons under Chapters 41 and 42 of 
the Internal Revenue Code, to calculate and pay taxes 


14 Under the Pension Protection Act of 2006, IRC section 501(c)(3) public charities and private foundations reporting unrelated business income were required to make their 
Forms 990-T, Exempt Organization Business Income Tax Returns, available for public inspection.  However, IRS was not authorized under the Pension Act to disclose this 
information to the public.  The Tax Technical Corrections Act of 2007 corrected for this oversight and authorized IRS to disclose Form 990-T information reported by sec-
tion 501(c)(3) organizations, retroactive to returns filed after August 17, 2006, the date of enactment of the Pension Act.
15 For detailed information on Statistics of Income sampling methodology for producing population estimates, see the general Appendix, located near the back of this issue 
of the SOI Bulletin.


continued on page 122


A History of the Tax-Exempt Sector:  An SOI Perspective
Statistics of Income Bulletin   |   Winter 2008


on prohibited activities and, for private foundations, 
failure to meet the minimum annual distribution 
requirement.  SOI produces a variety of statistical 
tables and articles annually for all of the tax-exempt 
organization programs.  Also annually, microdata 
files that include all information collected from the 
Form 990 and Form 990-PF samples are made avail-
able to the public on the IRS Web site, www.irs.
gov/taxstats.  Microdata derived from Forms 4720 
and the majority of Forms 990-T cannot be disclosed 
to the public.14 


SOI samples approximately 10 percent of all 
Forms 990 and 990-PF, and about 20 percent of all 
Forms 990-T filed for a given tax year.15  For any 
designated tax year, tax-exempt organizations have 
various 12-month fiscal periods that collectively span 
2 calendar years.  To ensure complete coverage of a 


S ince 1918, Statistics of In-
come (SOI) has collected, 
compiled, and published 


information from tax returns 
for its statistical research stud-
ies.  Over the years, SOI has 
made incremental improvements 
in data processing methods to 
keep pace with technological ad-
vances.  The relatively small size 
of the statistical samples used for 
SOI’s exempt organization (EO) 
research studies has made these 
studies ideal for piloting major 
innovations in return processing, 
which have been subsequently 
adopted by other SOI studies.


The first modern SOI ex-
empt organization study was of 
private foundation information 
returns, Forms 990-PF, filed for 
Tax Year 1974.  Abstracting and 


editing data from these informa-
tion returns relied on a tedious 
process.  First, IRS tax examin-
ers recorded data items from 
the returns on preprinted forms, 
called edit sheets.  Next, data 
from these edit sheets were tran-
scribed, read into a mainframe 
computer, and subjected to data 
quality and consistency tests.  
Items that failed the tests were 
recorded on paper listings, called 
error registers, which were re-
turned to tax examiners.  Based 
on instructions provided by SOI 
analysts, tax examiners made 
handwritten corrections on the 
listings.  These corrections were 
transcribed, and the data were 
subjected to further testing.  The 
process was repeated until errors 
were no longer present.  These 


procedures were quite time-con-
suming and costly compared to 
present-day processing.


The Tax Year 1982 Form 
990-PF study was a pilot for 
developing a new online, inter-
active system of editing, test-
ing, and error resolution.  With 
the new system, tax examiners 
keyed return information directly 
into a database via computer 
screens that were facsimiles of 
the Form 990-PF.  Failed quality 
and consistency tests were com-
municated to the user at the time 
of entry, and corrections were 
made and retested immediately.  
The online system streamlined 
the edit process and improved 
production rates, and, eventually, 
all SOI studies adopted similar 
applications.


Keeping Pace with Technology
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single tax year, SOI draws samples of Form 990-se-
ries returns over a 2-year timeframe.  For example, 
the Tax Year 2004 studies include returns filed for 
Tax Year 2004 in Calendar Years 2005 and 2006.  
The SOI study of Forms 4720 includes data collected 
for the population of Forms 4720 filed over a calen-
dar year, which may include various tax years.  


The SOI files contain most financial items from 
each return, as well as a number of additional fields 
dedicated to information about the organizations’ 
structures and activities.  The SOI staff enter data 
into an online system, which identifies filer and other 
errors that are corrected during the data entry pro-
cess.  Often, supplemental information is included on 
schedules and other attachments.  Where appropriate, 
information from these attachments is used to adjust 
or supplement data reported by the filer.  


The following sections provide highlights of 
historical data for charitable and other tax-exempt 
organizations based on the information and tax 
returns they filed.  The data represent every year 
for which continuous SOI data are available.  This 
includes Tax Years 1985 through 2004 for public 
charities and private foundations, filing Forms 990, 
and 990-PF, respectively.  For organizations that file 
the Form 990-T, data are presented for Tax Years 
1990 through 2004.  Data are also shown for excise 
taxes reported on Forms 4720 for Calendar Years 
2003 through 2006.


Public Charity and Private Foundation 
Historical Data, 1985-2004
The charitable sector, comprising both public chari-
ties and private foundations exempt from income 
tax under IRC section 501(c)(3), is a substantial and 
growing portion of the overall economy.  The aggre-
gate book value of assets, as reported by charitable 
organizations that filed IRS information returns 
for Tax Year 2004, was $2.5 trillion, a real increase 
of 222 percent over the total reported for Tax Year 
1985.16  These organizations also reported 171 per-
cent more revenue for Tax Year 2004 than for Tax 
Year 1985.  Public charities and private foundations 
directed much of this additional revenue into chari-
table expenditures such as program service activities 


and grants.  Total charitable expenditures reported 
by these organizations for Tax Year 2004 were 182 
percent larger than those reported for Tax Year 
1985 and experienced a real annual rate of growth 
of nearly 6 percent.17  In contrast, Gross Domestic 
Product grew at a real annual rate of 3 percent over 
the period.18  Figure B shows the cumulative growth 
in charitable expenditures and GDP for Tax Years 
1985 through 2004.


Public Charities
Public charities filed over 276,000 information re-
turns for Tax Year 2004.  These organizations held 
more than $2.0 trillion in assets and reported nearly 
$1.2 trillion in revenue, 70 percent of which came 
from program services.  The statistics reported in 
this section are based on data compiled from Form 
990 and Form 990-EZ, the short form version of the 
information return that may be completed by smaller 
organizations.


In order to qualify for tax-exempt status, an orga-
nization must show that its purpose serves the public 
good, as opposed to a private interest.  The activities 
of public charities are limited in that they must fur-
ther one or more of the purposes for which they were 
granted tax-exempt status.  Organizations that are 
exempt under IRC section 501(c)(3) are those whose 
purposes are religious, charitable, scientific, literary, 
or educational.  In practice, these categories cover 
a broad range of activities.  Examples of the varied 


16 Data presented in constant dollars were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, 
Bureau of Economic Analysis (BEA).  Tax Year 2004 is used as the base year for these adjustments.  The indexes are available from BEA’s Web site, www.bea.gov.
17 For purposes of analysis, “charitable expenditures” are defined as the sum of program service expenses from Form 990 and disbursements for charitable purposes from 
Form 990-PF.
18 Growth rates were derived from the exponential formula for growth, y=b*mx.


T he Seattle-based Bill and Melinda Gates 
Foundation, currently the largest founda-
tion in the world, was founded in Tax Year 


1999 with an initial endowment of $15.8 billion.  
By Tax Year 2004, the foundation’s assets were 
valued at $28.8 billion, or nearly 6 percent of the 
aggregate fair market value of total assets held 
by all private foundations.  The $1.3 billion in 
contributions, gifts, and grants that the founda-
tion distributed in Tax Year 2004 represented 
4 percent of the aggregate amount of contribu-
tions, gifts, and grants distributed by all private 
foundations for the year.
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exempt purposes of these public charities include 
nonprofit hospitals, educational institutions, youth 
organizations, community fundraising campaigns, 
local housing organizations, historical societies, and 
environmental preservation groups.


The universe of public charities has changed dra-
matically over the past 2 decades.  Figure C shows 
that, in 1985, the IRS Master File listed approxi-
mately 335,000 active public charities, tax-exempt 
under IRC section 501(c)(3).  By 2004, this number 
had nearly tripled to 933,000.  Not all public charities 
are included in this figure because most churches and 
certain other religious organizations need not apply 
for recognition of tax exemption, unless they specifi-
cally request an IRS ruling.


Of the public charities on the IRS Master File, 
only a fraction must report financial data to the IRS.  
In addition to churches, organizations with gross 
receipts less than $25,000 are not required to file 
annual Forms 990 or 990-EZ.  Public charities filed 
276,191 information returns with the IRS for Tax 
Year 2004, 159 percent more than for Tax Year 1985.  
The difference between the number of active public 
charities on the IRS Master File and those that filed 


information returns for Tax Years 1985 through 2004 
is illustrated in Figure C.


Public Charity Growth
The 20-year period between Tax Years 1985 and 2004 
was one of significant and steady growth for IRC sec-
tion 501(c)(3) public charities.  Figure D shows that, 
with one notable exception, all of the major financial 
categories on Forms 990 and 990-EZ—total assets, 
total liabilities, total revenue, and total expenses— 
increased in real terms in each of the years during this 
period.  The lone decrease, between Tax Years 1997 
and 1998, can be attributed to the absence of Teach-
ers Insurance and Annuity Association of America 
(TIAA) and College Retirement Equities Fund 
(CREF), two very large teachers’ pension organiza-
tions that lost their tax exemption as a result of the 
Taxpayer Relief Act of 1997. 


For the most part, components of the major  
financial categories featured in Figure D also showed 
steady increases over the 20-year period.  Table 2, 
located at the end of this article, shows that the two 
major sources of revenue for public charities— 
program service revenue and contributions, gifts, and 


 Figure B


Real Growth in Gross Domestic Product and Charitable Expenditures, Cumulative Percentage, Tax Years 
1985-2004


[1] Charitable expenditures are defined as the sum of program service expenses from Form 990 and charitable expenses (disbursements for charitable purposes) from Form 990-PF.  Public 
charity data exclude Form 990-EZ filers, most organizations with gross receipts less than $25,000 in current dollars, as well as most churches, and certain other religious organizations.
NOTE: Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.  Tax Year 2004 
is used as the base year for these adjustments.
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 Figure C


 Figure D


Public Charity Growth, Selected Financial Items, in Constant Dollars, Tax Years 1985-2004


NOTES:  Data are from Forms 990 (and, beginning with Tax Year 1989, Forms 990-EZ) for nonprofit charitable organizations that are tax-exempt under Internal Revenue Code section 
501(c)(3) and exclude private foundations, most organizations with receipts less than $25,000 in current dollars, as well as most churches, and certain other types of religious organizations.
Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.  Tax Year 2004 is 
used as the base year for these adjustments.


0.0


0.5


1.0


1.5


2.0


2.5


1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004


$ Trillions


Tax year


Total assets


Total liabilities


Total revenue


Total expenses


Number of Active Section 501(c)(3) Public Charities on the IRS Master File, Tax Years 1985-2004


NOTE: The number of organizations on the IRS Master File figure was supplied by IRS Tax Exempt Government Entities and does not include private foundations which are required to 
file Forms 990-PF.  The number of organizations filing Forms 990 and 990-EZ are SOI estimates based on samples.


[1] Nonfilers include organizations on the IRS Master file with gross receipts below the $25,000 filing threshold, churches and certain other religious organizations which are not required 
to file, as well as noncompliant organizations.


0


100,000


200,000


300,000


400,000


500,000


600,000


700,000


800,000


900,000


1,000,000


1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2003
Tax year


Public charities filing Forms 990 and 990-EZ


Nonfilers [1]







A History of the Tax-Exempt Sector:  An SOI Perspective
Statistics of Income Bulletin   |   Winter 2008


grants—increased, in real terms, between each of Tax 
Years 1985 through 2004.  However, other compo-
nents of revenue were more volatile.  For example, 
investment income, which includes interest from 
short-term investments and dividends and interest 
from securities, showed a net increase of 27 percent 
over the 20-year period, despite a decline of 38 per-
cent between Tax Years 1999 and 2002.  


Even though they are considered nonprofit, pub-
lic charities use net income, the difference between 
total revenue and total expenses, to expand future 
programs and increase endowments.  Total revenue 
reported by public charities exceeded total expenses 
for each tax year between 1985 and 2004, resulting 
in annual amounts of positive net income.  However, 
unlike other financial variables, net income did not 
increase steadily over this period.  The highest aggre-
gate real net income was reported for Tax Year 1999, 
over $96 billion.  This was followed by a 3-year pe-
riod in which total expenses increased at a rate faster 
than total revenue.  The result was a 20-year low for 
aggregate net income: less than $22 billion for Tax 
Year 2002.


Table 2 at the end of this article presents selected 
data, in both current and constant dollars, from 
Forms 990 and 990-EZ filed by public charities for 
Tax Years 1985 and 2004.  Total assets held by these 
public charities grew, in real terms, by 210 percent, 
from $665.0 billion in 1985 to $2.1 trillion in 2004.  
Total revenue and total expenses showed similar 


trends over the 20-period, with real increases of 174 
percent and 176 percent, respectively


The Top Ten Public Charities
Figure E shows the top ten public charities, in terms 
of total assets, for Tax Years 1985 and 2004.  For 
Tax Year 1985 the top ten organizations reported 
$107.7 billion in assets.  This figure represented over 
16 percent of the total assets reported by all IRC 
section 501(c)(3) public charities for that year.  By 
a significant margin, the largest two organizations 
for Tax Year 1985 were TIAA and CREF, reporting 
$36.3 billion and $37.9 billion in assets, respectively, 
a combined 11 percent of total assets.  The remaining 
organizations include nonprofit hospitals and univer-
sities, as well as Commonfund, an organization that 
manages nonprofit endowments.  The top ten for Tax 
Year 2004 includes many of the same organizations 
on the 1985 list, with the notable exception of TIAA 
and CREF, which were no longer tax-exempt.  These 
ten organizations reported $183.4 billion in assets, 
or 9 percent of the total of all reporting organizations 
for Tax Year 2004.19 


Private Foundation Growth
Tax Years 1985 through 2004 also represented a 
period of significant growth for the private founda-
tion segment of the tax-exempt sector.  The wealth 
realized during the technological revolution of the 
mid-to-late 1990s was used by a number of philan-


 Figure E


[All figures are shown in billions of constant 2004 dollars]


Organization Assets  Organization Assets  
CREF 37.9         Harvard University 55.3         
TIAA 36.4         Stanford University 19.0         
Harvard University 8.4         Yale University 18.3         
Yale University 4.6         Howard Hughes Medical Institute 16.7         
Stanford University 4.5         Commonfund 16.6         
Columbia University 3.4         Princeton University 13.3         
Princeton University 3.3         Kaiser Foundation Hospitals 13.1         
Kaiser Foundation Hospitals 3.2         Massachusetts Institute of Technology 10.9         
Cornell University 3.1         Shriner's Hospital for Children 9.3         
Commonfund 3.0         Columbia University 8.8         


NOTES:  Data are from Forms 990 for nonprofit charitable organizations that are tax-exempt under Internal Revenue Code section 501(c)(3) and exclude private foundations.  Data 
were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.  Tax Year 2004 is 
used as the base year for these adjustments.


1985 2004


Top Ten Public Charities, by Size of Total Assets, in Constant Dollars, Tax Years 1985 and 2004


19 When TIAA and CREF are excluded from the data for Tax Year 1985, the assets of the revised top ten, which included Emory and Vanderbilt Universities, accounted for 
$38.9 billion, or 7 percent of the total.
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 Figure F


20 Data used in these analyses are for domestic private foundations and exclude Forms 990-PF filed by foundations that were organized outside of the United States. 


NOTE: Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis. 
Tax Year 2004 is used as the base year for these adjustments.
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Grants paid


thropists to establish and fund new foundations.  Ad-
ditionally, flourishing investment markets benefited 
existing foundations, particularly those with diverse 
and sizeable portfolios.  This prosperity led to a pe-
riod of substantially increased giving levels. 


Between Tax Years 1985 and 2004, real growth 
in foundation assets and giving outpaced the number 
of new foundations that entered the charitable sector.  
Figure F shows the percentage change in the number 
of returns filed, fair market value of total assets, and 
grants paid for each year in the period.20  The num-
ber of private foundations increased substantially, 
more than doubling between 1985 and 2004.  While 
31,170 private foundations filed Forms 990-PF for 
Tax Year 1985, the number of returns filed for Tax 
Year 2004 was 76,897.  The number of new founda-
tions entering the sector grew at the highest rates in 
Tax Years 1986 and 1999.  In 1986, nearly 13 percent 
more foundations filed Forms 990-PF than for 1985.  
This increase likely reflected the adoption of several 
provisions, enacted under the Deficit Reduction Act 


of 1984 (DEFRA), which allowed more favorable tax 
treatment for donations to private nonoperating foun-
dations.  One provision introduced in DEFRA, which 
permitted contributors to deduct the full fair market, 
rather than a reduced value, for donations of certain 
appreciated stock to nonoperating private founda-
tions, expired in 1994, but was frequently extended 
until its permanent adoption under the Tax and Trade 
Relief Extension Act of 1998.  Due in part to the 
economic growth of the mid and late-1990s and, per-
haps to some extent, the adoption of the permanent 
provision for donations of certain appreciated stock, 
the largest number of new foundations was recorded 
for Tax Year 1999, when the number of new filers 
increased by 11 percent from 1998.  Meanwhile, the 
fair market value of total assets more than tripled 
over the 20-year period.  Asset values grew at their 
highest rates, 15 percent or more, annually, between 
Tax Years 1995 and 1999, before declining between 
Tax Years 2000 and 2002.  Growth in foundation 
giving, as measured by grants paid by private foun-
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dations for charitable purposes, nearly mirrored that 
of assets, also more than tripling over the 20-year 
period.  Tax Years 1996 through 2000 represented the 
period of the largest growth in grants paid over the 
20-year period.  


Foundation Giving
Figure G shows the aggregate values of total chari-
table expenses and their components, in constant 
dollars, that private foundations reported for Tax 
Years 1985-2004.  Total charitable expenses included 
grants paid, as well as operating and administrative 
expenses.  Total charitable expenses increased from 
$9.7 billion, in constant dollars, to $32.1 billon over 
the 20-year period.  Total charitable expenses expe-
rienced double-digit increases in each of Tax Years 
1996-2000, growing at a real annual rate of 15 per-
cent over the 5-year period.  The real value of these 
expenses peaked in Tax Year 2000 before leveling off 
between Tax Years 2001 and 2004.   


To further their charitable purposes, most pri-
vate foundations pay grants to charities that operate 
charitable programs.  Grants paid were the largest 


component of charitable expenditures, representing 
84 percent or more of total charitable expenses for 
each of Tax Years 1985-2004.  The aggregate amount 
of grants paid by private foundations was more than 
three times larger for Tax Year 2004 than for Tax 
Year 1985.  Like total charitable expenses, the real 
value of grants paid peaked between Tax Years 1996 
and 2000; the real annual growth rate for the 5-year 
period was 16 percent.  Giving for the typical foun-
dation, as measured by the median value of grants 
paid, also increased, in real terms, over the 20-year 
period, from $14,130 in Tax Year 1985 to $24,375 in 
Tax Year 2004.  


Foundation Investments and Income 
Foundations financed charitable giving primarily 
with income derived from assets, particularly invest-
ment assets, over the 20-year period.  The real fair 
market value of foundations’ total investments more 
than tripled between Tax Years 1985 and 2004, grow-
ing from $137.8 billion in Tax Year 1985 to $481.2 
billion in Tax Year 2004 (see Figure H).  Similarly, 
the median fair market value of investments held 


 Figure G


NOTE: Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis. Tax Year 2004 
is used as the base year for these adjustments.


Domestic Private Foundations: Charitable Expenses and Components, in Constant Dollars, Tax Years 
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by private foundations more than doubled over the 
period, growing from $159,349 in Tax Year 1985 to 
$333,798 in Tax Year 2004.  Investment growth was 
most pronounced in Tax Years 1995 through 1999, 
when real investment values grew by more than 15 
percent, annually.  


Net investment income is the realized income 
that private foundations receive from their invest-
ments.  In accordance with the regulations enacted 
under TRA69, private foundations pay an annual 
tax on this amount.  For most domestic foundations, 
the tax equals 2 percent of net investment income.21  
Net investment income more than doubled, in real 
terms, between Tax Years 1985 and 2004, increasing 
from $15.7 billion to $34.0 billion during the period.  
The associated tax on net investment income also 
increased, but at a slower rate, growing from $263.1 
million in Tax Year 1985 to $468.7 million in 2004.  
Net investment income and the associated tax reached 
their highest levels in Tax Year 1999, when they 
equaled $63.9 billion and $816.0 million, respectively.


Private Foundations’ Excise Taxes 2003-2006
The “private foundation rules” outlined in TRA69 
prohibit private foundations from engaging in “self-
dealing,” which is defined as conducting activities 
that benefit foundation managers, officers, substan-
tial contributors, and other foundation “insiders.”  
Foundations are also prohibited from holding excess 
interests in a business enterprise, investing in a man-
ner that jeopardizes their charitable purpose, or mak-
ing “taxable expenditures,” which include grants to 


most noncharitable entities, outlays for lobbying and 
political activities, and other expenditures that are 
inconsistent with a foundation’s charitable purpose.  
Private foundations, other charitable organizations, 
and individuals that engage in prohibited activities or 
private foundations that fail to meet the annual mini-
mum charitable distribution requirement are required 
to pay a penalty excise tax on the amount of money 
involved using Form 4720.


Initial tax rates and tax limits for excise taxes 
remained constant from 2003 to 2006.  Taxes on 
self-dealing can be imposed on both self-dealers and 
foundation managers.  Acts of self-dealing are taxed 
at 5 percent of the amount involved for self-dealers, 
and managers pay 2.5 percent, up to a maximum 
of $10,000.  There is a 10-percent tax imposed on 
private foundations that make taxable expenditures, 
while foundation managers pay 2.5 percent up to a 
maximum of $2,500.  Foundations that fail to distrib-
ute a minimum amount for charitable purposes are 
taxed at 15 percent of the undistributed amount.  Ex-
cess business holdings that are not disposed of within 
90 days are taxed at a rate of 5 percent of the taxable 
amount of excess business holdings.  For tax years 
beginning after August 17, 2006, the Pension Protec-
tion Act has doubled the rates and amounts of these 
excise taxes.


For Calendar Year 2006, private foundations 
reported $5.3 million in total tax liability on Form 
4720, and tax on undistributed income accounted 
for nearly $3 million.22  Figures I and J show that, 
between Calendar Years 2003 and 2006, taxes on 


Domestic Private Foundations: Investment Assets, Revenue, Net Investment Income, and Excise Tax
on Net Investment Income, in Constant Dollars, Tax Years 1985 and 2004
[Money amounts are in thousands of dollars]


(1) (2) (3) (4)
Total investment assets 137,777          481,177          6.8                249.2              
Total revenue 25,423          58,668          4.5                130.8              
Net investment income 15,692          34,019          4.2                116.8              
Excise tax on net investment income 263          469          3.1                78.1              


[1] Growth rates were derived from the exponential formula for growth y=b*mx.


Tax Year 2004 is used as the base year for these adjustments.


Percentage
change


NOTE: Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.


Item Real annual rate
of growth [1]


Tax Year 
1985


Tax Year 
2004


 Figure H


21 Two reductions for the net investment income tax are available.  First, foundations that demonstrate growth in their charitable giving may be eligible for a reduced 1-percent tax 
rate.  Second, operating foundations that meet certain requirements outlined in IRC section 4940 are eligible for a total exemption from the excise tax.
22 Data in this section represent information from Forms 4720 filed by organizations that identified themselves as Form 990-PF filers.  Data for Form 990-PF filers that filed 
Form 4720 generally represent private foundations, but include information reported by nonexempt charitable trusts that are treated as private foundations for tax purposes.
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Forms 4720 Filed by Private Foundations, by Taxable Activity, Calendar Years 2003-2006


NOTE:  Data represent information from Forms 4720 filed by organizations or associated individuals who identified themselves as Form 990-PF filers.  These data generally 
represent private foundations and associated individuals, but include information reported by nonexempt charitable trusts that are treated as private foundations for tax purposes.
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undistributed income accounted for the majority of 
total taxes reported on Form 4720 and were the most 
frequently reported excise tax. From 2003 to 2006, 
undistributed income fell from $3.5 million to $3 mil-
lion.  The number of filers fell slightly from 1,549 
in 2003 to 1,529 in 2006.  In 2003, undistributed in-
come accounted for nearly 80 percent of total excise 
tax reported and 90 percent of filings.  By 2006, tax 
reported for undistributed income accounted for only 
56 percent of total excise tax reported.  The change in 
undistributed income as a percentage of total excise 
tax was a result of a rise in self-dealing taxes reported.


In 2003, self-dealing accounted for $400,000 of 
the $4.1 million total of reported excise taxes.  By 
2006, the amount had increased to $2.1 million of the 
$5.3 million total.  As a percentage of total excise tax 
reported, self-dealing quadrupled from 10 percent to 
40 percent.  A small number of filers were responsi-
ble for this increase.  From 2003 to 2006, the median 
tax on self-dealing actually fell.  The number of filers 
increased from 119 in 2003 to 159 in 2006, although, 
as a percentage of total filings, self-dealing increased 
less than a single percentage point each year from 
2003 to 2006.


Unrelated Business Income Taxation of 
Exempt Entities
Tax-exempt organizations may enter into a wide 
range of tax-free commercial activities, as long as the 
activities are substantially related to their tax-exempt 
missions; however, income from unrelated business 
activities is taxable.  Exempt-organization business 
income taxation was designed to place the unrelated 
activities of exempt organizations on an equal footing 
with similar activities carried out by taxable enti-
ties.  Organizations that are described in IRC sections 
501(c)(2)-(27), as well as certain other types of tax-
exempt organizations, must file a Form 990-T if they 
received $1,000 or more of gross income from busi-
ness activities that were considered unrelated to the 
purposes for which they received tax-exempt status.23 


Unrelated Business Income and Tax Historical Data, 
1990-2004
During the 15-year period encompassing Tax Years 
1990-2004, gross unrelated business income (UBI) 
of tax-exempt organizations increased overall, in 
constant dollars, but with periods of decline from 
1990 to 1991 and 2000 to 2001.  In real terms, the 
associated aggregate unrelated business income tax 
(UBIT) of $364.6 million reported by these organiza-
tions for 2004 was nearly three times more than the 
amount reported for 1990.  However, between 1990 
and 2004, there were periods of erratic swings in an-
nual amounts of UBIT reported.  Figures K and L 
present data for UBI and UBIT, grouping filers into 
two broad categories, tax-exempt corporations and 
tax-exempt trusts.24  


Historically, exempt corporations have repre-
sented the majority of Form 990-T filers, accounting 
for large percentages of total gross UBI amounts 
reported annually.  For 2004, for example, corporate 
entities made up 85 percent of the Form 990-T fil-
ing population and reported nearly 90 percent of 
total gross UBI.  Exempt trusts, despite being much 
smaller in number and annual shares of total gross 
UBI reported on Form 990-T, had UBIT exceeding 
that of corporations for several of the years in the 
1990-2004 period.


As a group, tax-exempt trust filers generally 
comprise pension, profit-sharing, and stock bonus 
plans; traditional Individual Retirement Arrange-
ments; and voluntary employees’ beneficiary asso-
ciations, all of which typically report investments as 
their primary source of UBI.  For 2004, these three 
types of organizations accounted for 91 percent of 
all tax-exempt trust Form 990-T filers.  Because a 
high percentage of tax-exempt trust filers engage 
primarily in unrelated investment activities, year-
to-year changes in time-series data for trust UBI 
and UBIT appear to closely track financial market 
performance, rising and falling in tandem with 
market fluctuations.25  In addition, because most of 


23 See Appendix A for additional information on the types of organizations exempt under section 501(c).  In addition to the organizations described under sections  
501(c)(2)-(27), Archer medical savings accounts, exempt under section 220(e); qualified pension, profit-sharing, or stock bonus plans, exempt under section 401(a);  
traditional and Roth Individual Retirement Arrangements, exempt under sections 408(e) and 408A, respectively; State-sponsored health plans, exempt under section 529(a); 
and Coverdell education savings accounts, exempt under section 530(a), are also subject to unrelated business income taxation and must file Form 990-T to report gross 
income from business activities of $1,000 or more. 
24 “Outliers,” returns which contained unique characteristics that were considered anomalous to the general population of returns filed for a given year, or returns that contained 
very large dollar amounts and were not filed consistently over the 15-year period, have been excluded from Figures K and L and are not taken into consideration in the historical 
analyses presented in this section.  In all, there were nine tax-exempt entities that filed at least one return during the 1990-2004 period that was considered to be an outlier.  While 
excluded from the gross UBI and UBIT time series shown in these figures, they are included in the data presented in Tables 6 and 7 at the end of this article.
25 The Wilshire 5000 Total Market Index and Standard and Poor (S&P) 500 pricing information were used for analyzing possible effects of financial markets on unrelated 
business taxable income and tax.  The Wilshire index can be accessed from www.wilshire.com/quote.html.  Historical S&P 500 pricing information can be accessed from 
www.finance/yahoo.com.
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their UBI is from investments, tax-exempt trusts 
were more limited than most exempt corporations in 
both the types and amounts of deductions they could 
claim to offset income, meaning that the proportion 
of an exempt trust’s UBI that is taxable is usually 
higher than that for corporations.  Moreover, from 
1990 to 2000, trust income was subject to higher 
marginal tax rates than UBI earned by corporate ex-
empt entities.26 


Groups of tax-exempt organizations with typical-
ly high concentrations of corporate entities include 
charitable organizations; civic leagues and social 
welfare organizations; labor, agricultural, and horti-
cultural organizations; business leagues, chambers of 
commerce, and real estate boards; recreational and 
social clubs; and veterans’ organizations.  Within 
each of these groups, the percentage of corporate 
filers ranged from 97 percent for charities to 100 per-
cent for veterans’ organizations.


 Figure K shows that, overall, gross UBI in-
creased, in constant dollars, almost every year be-


tween 1990 and 2004, growing 117 percent over 
the 15-year period.  Similarly, gross UBI reported 
by tax-exempt corporations, which contributed the 
majority of the total, experienced fairly consistent 
year-to-year growth, also increasing 117 percent be-
tween 1990 and 2004.  In contrast, tax-exempt trusts 
consistently reported much smaller annual amounts 
of gross UBI.  While the overall increase in exempt 
trust UBI between 1990 and 2004 was 121 percent, 
annual amounts were much more volatile, primarily 
due to fluctuations in investment markets.


Although the amount of aggregate gross UBI 
reported by tax-exempt organizations increased at a 
relatively stable rate between 1990 and 2004, the an-
nual UBIT liability amounts shown in Figure L were 
much more variable.27  While the total constant-dol-
lar amount of UBIT reported for Tax Year 2004 was 
212 percent higher than that reported for 1990, UBIT 
actually exceeded the 2004 amount for several of 
the intervening years.  In addition, although exempt 
corporations consistently reported more gross UBI 


NOTE;  Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.
Tax Year 2004 is used as the base year for these adjustments.


Gross Unrelated Business Income (UBI), in Constant 2004 Dollars, Tax Years 1990-2004
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26 The unrelated business income tax was determined based on the regular corporate or trust income tax rates in effect for an organization’s tax year.  Corporate and trust 
tax-rate schedules are provided each year in the Form 990-T return instructions.
27 The amount of total tax liability originally reported on Forms 990-T, as stated in these statistics, may not necessarily be the amount ultimately paid to the Internal 
Revenue Service (IRS).  Changes in tax liability assessments can be made after the original return is filed, either by the taxpayer on an amended return, by the IRS after 
examination, or by rulings of the U.S. tax courts after litigation. 
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than exempt trusts, this pattern did not hold for UBIT 
reported by these two types of entities.  Corporate 
UBIT exceeded trust UBIT for the years 1990-1992 
and 2000-2004, but trust UBIT was greater from 
1993-1999.


Sharp declines in UBIT, in real terms, occurred 
for Tax Years 1998 and 2001 for all types of orga-
nizations shown in Figure L, reflecting a number of 
factors, primarily volatility in financial markets.  Be-
tween 1997 and 1998, tax-exempt corporations and 
trusts both reported aggregate total deductions that 
increased at rates higher than those at which aggre-
gate gross UBI increased.  Further, real capital gain 
net income (less loss) decreased during the period 
by 31 percent for tax-exempt corporations and 16 
percent for tax-exempt trusts.  This contributed to 
respective declines in tax-exempt corporate and trust 
UBIT of 11 percent and 21 percent.  Due, in part, 
to an overall decline in gross UBI, the amount of 
reported UBIT dropped even more sharply between 
2000 and 2001, one of only three annual periods 
of decline in UBI shown in Figure K.  Three major 
slides in stock prices from late 2000 through Sep-
tember of 2001 may have contributed to a drop in 
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capital gain net income (less loss) of 77 percent for 
exempt corporations and 52 percent for exempt trusts 
between Tax Years 2000 and 2001.  Overall, UBI de-
clined 3 percent for tax-exempt corporations between 
2000 and 2001, while deductions increased by 1 per-
cent; trust UBI and deductions fell by 39 percent and 
26 percent, respectively.  In addition, marginal tax 
rates applicable to the income of tax-exempt trusts 
were reduced for 2001, effectively lowering the 
UBIT of these organizations.


Between 2003 and 2004 the real value of UBIT 
of all types of organizations shown in Figure L rose 
steeply, increasing by 59 percent for tax-exempt 
corporations and 54 percent for tax-exempt trusts.  
Relatively stable growth in equity prices between 
2003 and 2004 likely contributed to increases in 
capital gain net income (less loss) and combined 
income from partnerships and S corporations re-
ported by both types of organizations between these 
years.  For tax-exempt corporations, capital gain 
net income (less loss) increased 105 percent, while 
combined partnership and S corporation income 
increased 111 percent.  Together, these sources of 
income accounted for 6 percent of corporate total 


 Figure L
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UBI for 2004.  For tax exempt trusts, capital gain 
net income (less loss) and combined partnership and 
S corporation income increased 123 percent and 48 
percent, respectively, and together accounted for 38 
percent of trust gross UBI.  


Internal Revenue Code Section 501(c)(3) Charitable 
Organizations
IRC section 501(c)(3) charitable organizations, in-
cluding public charities and private foundations, 
generally command more public interest than any 
other type of organization granted exemption from 
Federal income tax by the IRS.  Compared to other 
types of Form 990-T filers, classified by IRC sec-
tion, charitable organizations were responsible for 
the single largest proportions of gross UBI reported 
each year from 1990 to 2004.  As illustrated by Fig-
ure M, in which outliers have been removed, these 
organizations consistently made up between 25 per-
cent and 35 percent of all 990-T filers and accounted 
for more than half of the reported amount of gross 
UBI almost every year.  Throughout the 15-year 


period, however, these charities offset gross UBI 
with sizable deductions, resulting in much smaller 
amounts of taxable income.  The share of total unre-
lated business income tax reported by charitable or-
ganizations increased over the period, and exceeded 
45 percent of overall UBIT liability for each of Tax 
Years 2002-2004.  For 2004, these organizations 
were liable for more than half of the UBIT reported 
by all Form 990-T filers.  Of those charities that 
filed Form 990-T for 2004, the majority, 97 percent, 
were organized as corporations.  These corporate 
charitable organizations represented 37 percent of 
all tax-exempt corporate entities filing Form 990-T 
for that year.


Conclusion
Voluntary charitable and member-serving organiza-
tions have flourished in the United States since the 
country’s genesis.  In the early 20th century, legisla-
tion that established the modern income tax system 
and concurrently granted tax-exempt status to cer-
tain organizations codified the relationship between 
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the tax-exempt sector and Government.  Later, a 
variety of additional legislation placed important re-
strictions on tax-exempt organizations, including the 
taxation of unrelated business income of tax-exempt 
organizations and the application of more stringent 
tax regulations to private foundations.


Today, the legislation enacted between 1917 
and 1969 remain the cornerstone of tax exemption 
in the United States.  However, the tax-exempt sec-
tor has grown substantially over the past 2 decades, 


and SOI’s datasets have tracked and described this 
growth.  The activities of tax-exempt organizations 
have also broadened, and new types of tax-exempt 
organizations have emerged.  Congress frequently 
has updated the tax code to reflect this growth and 
evolution, and the SOI datasets have been a vital tool 
for policymakers and researchers to measure growth 
and examine emerging trends throughout the tax- 
exempt sector, as well as assess the role and impact 
of the Nation’s tax-exempt organizations.  


28 Excise and employment tax returns, as well as wage and income statements required for each employee, are included in the 250-return threshold.
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An online data quality re-
view system was introduced for 
the Form 990 Study for Tax Year 
1991.  This system, which is still 
used today, selected an auto-
mated, random sample of a tax 
examiner’s completed returns 
for input by a second tax exam-
iner.  It produced a computer-
ized comparison of the original 
and second versions and a listing 
of any of discrepancies between 
the two.  After review, a super-
visor provided guidance to the 
tax examiners, and the errors 
were corrected.


The Tax Year 1999 Form 
990-PF study was used as one 
of the pilots for upgrading the 
original online editing system 
to a mouse-driven, graphical 
user interface (GUI) for navigat-
ing through data entry screens.  
Prior to this upgrade, onscreen 
navigation was accomplished 
using the keyboard, with tax 
examiners forced to navigate 
through edit screens one item at 
a time.  Because the new GUI 
system allowed faster naviga-


tion through edit screens, it 
improved user satisfaction and 
increased production rates of 
tax examiners, and other SOI 
projects quickly adopted the 
technology. 


A further advancement to 
SOI edit systems involved the 
use of digital images created 
from paper-filed returns.  This 
upgrade was piloted for the Tax 
Year 2002 Form 990-PF study.  
Using wide-aspect computer 
monitors, the data entry forms 
were displayed on one side of 
the screen, and a digital im-
age of the return was displayed 
on the other.  This split-screen 
method of return processing, 
which has been well-received 
by the tax examiners, has sig-
nificantly reduced resource 
costs associated with the re-
trieving, controlling, and han-
dling of paper returns.


The advent of electronically 
filed returns prompted the latest 
technological innovation  
adopted by EO edit systems.  
Since Tax Year 2003, IRS has 


allowed tax-exempt organiza-
tions to file Forms 990 elec-
tronically in Extensible Markup 
Language (XML).  Beginning in 
2005, the IRS established a man-
datory schedule for electronic 
filing of Forms 990 and 990-PF 
by charities and private founda-
tions.  For tax years ending on 
or after December 31, 2006, all 
public charities with $10 million 
or more in assets that file at least 
250 returns annually, and all pri-
vate foundations and nonexempt 
charitable trusts, regardless of 
asset size, that file 250 or more 
returns annually are required 
to file electronically.28  SOI has 
incorporated these returns into 
its data collection systems by 
creating digital images based on 
the electronic data, and integrat-
ing those images into its existing 
split-screen edit system.  Begin-
ning with Tax Year 2006, SOI 
will extract data items directly 
from electronically filed XML 
data, significantly reducing the 
amount of data transcription 
required.  


Keeping Pace with Technology—Continued
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IRC section Description of organization General nature of activities
  501(c)(1) Corporations organized under an Act of Congress U.S. instrumentality
  501(c)(2) Title-holding corporations for exempt organizations Holding title to property for exempt organizations


  501(c)(3)


Religious, educational, charitable, scientific, or literary organizations; 
organizations that test for public safety. Also, organizations that prevent 
cruelty to children or animals, or foster national or international amateur 
sports competition


Activities of a nature implied by the description of the class of 
organization


  501(c)(4) Civic leagues, social welfare organizations, and local associations of 
employees


Promotion of community welfare and activities from which net earnings 
are devoted to charitable, educational, or recreational purposes


  501(c)(5) Labor, agricultural, and horticultural organizations Educational or instructive groups whose purpose is to improve conditions 
of work, products, and efficiency


  501(c)(6) Business leagues, chambers of commerce, real estate boards, 
and like organizations Improving conditions in one or more lines of business


  501(c)(7) Social and recreational clubs Pleasure, recreation, and social activities


  501(c)(8) Fraternal beneficiary societies and associations Lodges providing for payment of life, health, accident, or other insurance 
benefits to members


  501(c)(9)
Voluntary employees’ beneficiary associations (including Federal 
employees’ voluntary beneficiary associations formerly covered 
by section 501(c)(10))


Providing for payment of life, health, accident, or other insurance benefits 
to members


  501(c)(10) Domestic fraternal beneficiary societies and associations
Lodges, societies, or associations devoting their net earnings to 
charitable, fraternal, and other specified purposes, without life, health, or 
accident insurance benefits to members


  501(c)(11) Teachers’ retirement fund associations Fiduciary associations providing for payment of retirement benefits


  501(c)(12)
Benevolent life insurance associations, mutual ditch or irrigation 
companies, mutual or cooperative telephone companies, and like 
organizations


Activities of a mutually beneficial nature implied by the description of the 
class of organization


  501(c)(13) Cemetery companies Arranging for burials and incidental related activities


  501(c)(14) State-chartered credit unions and mutual insurance or reserve funds Providing loans to members or providing insurance of, or reserve funds 
for, shares or deposits in certain banks or loan associations


  501(c)(15) Mutual insurance companies or associations other than life, if written 
premiums for the year do not exceed $350,000 Providing insurance to members, substantially at cost


  501(c)(16) Corporations organized to finance crop operations Financing crop operations in conjunction with activities of a marketing or 
purchasing association


  501(c)(17) Supplemental unemployment benefit trusts Fiduciary agent for payment of supplemental unemployment 
compensation benefits


  501(c)(18) Employee-funded pension trusts (created before June 25, 1959) Providing for payments of benefits under a pension plan funded by 
employees


  501(c)(19) Posts or organizations of past or present members of the armed forces
Providing services to veterans or their dependents; advocacy of 
veteran’s issues; and promotion of patriotism and community service 
programs


  501(c)(21) Black Lung Benefit Trusts Providing funds to satisfy coal mine operators’ liability for disability or 
death due to black lung disease


  501(c)(22) Withdrawal liability payment funds Providing funds to meet the liability of employers withdrawing from a 
multiple-employer pension fund


  501(c)(23) Associations of past and present members of the armed forces 
founded before 1880 Providing insurance and other benefits to veterans or their dependents


  501(c)(24) Trusts described in section 4049 of the Employee Retirement Income 
Security Act of 1974 Providing funds for employee retirement income


  501(c)(25) Title-holding corporations or trusts with no more than 35 shareholders
or beneficiaries and only one class of stock or beneficial interest


Acquiring real property and remitting all income earned from such 
property to one or more exempt organizations; pension, profit-sharing, or 
stock bonus plans; or governmental units


  501(c)(26) State-sponsored high-risk health insurance plans
Providing coverage for medical care on a not-for-profit basis to residents 
with pre-existing medical conditions that resulted in denied or exorbitantly 
priced traditional medical care coverage


  501(c)(27) State-sponsored workers’ compensation reinsurance plans


Pooled employers’ funds providing reimbursements to employees for 
losses arising under workers’ compensation acts; also, State-created, 
-operated, and -controlled organizations providing workers’ compensation
insurance to employers


NOTE:  Prepaid legal service funds, previously described in section 501(c)(20) of the Internal Revenue Code, were no longer tax exempt effective for tax years beginning after 
June 30, 1992.


Types of Organizations Exempt under Internal Revenue Code Section 501(c)
Appendix A
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Appendix B
Legislation of Note, 1894-Present


The Revenue Act of 1950 introduced the unrelated 
business income taxation of tax-exempt organizations.


The Revenue Code of 1954 introduced a number of 
changes to the tax-exempt organization tax law.  Most 
notably, the current structure of the Internal Revenue 
Code was developed, with section 501(c) describing 
tax-exempt organizations.  Charitable organizations 
were described under section 501(c)(3) and now 
included organizations operated for the purpose of 
“testing for public safety.”  Following passage of the 
Revenue Code of 1954, charities were not allowed to 
“participate in, or intervene in (including the publish-
ing or distributing of statements), a political campaign 
on behalf of any candidate for public office.”


The Revenue Act of 1964 increased the charitable 
income tax deduction for contributions made to pub-
licly supported organizations to 30 percent of adjusted 
gross income (AGI).  Previously, the charitable in-
come tax deduction had been limited to 20 percent of 
AGI for publicly supported organizations.  Prior to 
the 1964 act, only specific organizations, including 
churches and many schools, were subject to the 30-
percent limitation.


The Tax Reform Act of 1969 (TRA69) included sig-
nificant legislation regarding charitable  
organizations.


TRA69 introduced the first definition of private 
foundations, for tax purposes, expanded filing 
requirements for these newly defined organiza-
tions, and established the “private foundation 
rules.”  Foundations were required to pay an 
annual excise tax equaling 4 percent of their 
net investment income.  With certain excep-
tions, taxes were imposed on a nonoperating 
foundation that failed to distribute, for charitable 
purposes, the greater of its adjusted net income, 
excluding long-term capital gains, or its mini-
mum investment return, defined as 6 percent of 
investment assets, annually.  The legislation also 
prohibited self-dealing, defined as conducting 
activities that benefit foundation managers, of-
ficers, substantial contributors, and other founda-
tion “insiders,” and imposed taxes on individuals 
who engaged in self-dealing activities.  Further, 
in cases of “willful repeated acts or a willful and 

















The Wilson-Gorman Tariff Act of 1894 established 
a flat, 2-percent tax on corporate income, but excluded 
“. . . corporations, companies, or associations orga-
nized and conducted solely for charitable, religious, or 
educational purposes, including fraternal beneficiary 
associations.”  The law was declared unconstitutional 
by the Supreme Court in 1896.


The Revenue Act of 1909 established an excise tax 
on corporate income and included tax exemption 
in language similar to that introduced in the 1894 
act.  The 1909 act included the important concept of 
private inurement, meaning that a charitable organi-
zation’s income could not be used to benefit an indi-
vidual related to the organization.  


The Revenue Act of 1913 established the modern 
income tax system and included tax exemption and 
private inurement in language similar to that in the 
1909 act.   


The Revenue Act of 1917 included the introduction 
of the charitable income tax deduction for individual 
donors.   


The Revenue Act of 1918 added organizations op-
erated “for the prevention of cruelty to children or 
animals” to the list of tax-exempt public charities and 
added the estate tax charitable deduction for chari-
table bequests.


The Revenue Act of 1921 added both “literary” 
groups and “any community chest, fund, or founda-
tion” to the list of tax-exempt organizations. 


The Revenue Act of 1934 set forth limits on lobbying 
by charitable organizations, stating that “no substan-
tial part” of the organizations’ activities can involve 
“propaganda” or attempts “to influence legislation.”


The Revenue Act of 1936 expanded the charitable 
income tax deduction to corporate donors.


The Revenue Act of 1943 required certain tax-ex-
empt organizations to file the Form 990 information 
return with the IRS.  A number of organizations, 
including religious organizations, most schools, and 
publicly supported charitable organizations, were ex-
empt from this filing requirement.


































A History of the Tax-Exempt Sector:  An SOI Perspective
Statistics of Income Bulletin   |   Winter 2008


flagrant act” of self-dealing, a foundation could 
be subject to termination.  TRA69 also imposed 
sanctions on foundations that engaged in a va-
riety of other activities, such as holding excess 
interests in a business enterprise or investments 
that jeopardized the foundation’s charitable pur-
pose, making taxable expenditures, or violating 
other requirements. 


TRA69 expanded the tax on unrelated business 
income, extending the tax to all tax-exempt or-
ganizations described in IRC sections 501(c) and 
401(a) (except United States instrumentalities), 
and including churches for the first time.


The legislation expanded the filing requirements 
for many tax-exempt organizations.  Under the 
new requirements, all tax-exempt organizations 
were required to complete annual returns; how-
ever, TRA69 exempted certain organizations 
and activities from this requirement.  Churches 
and their integrated auxiliary organizations 
were not subject to the new filing requirements.  
Organizations that normally had gross receipts 
of $5,000 or less and that previously were not 
required to file Form 990 were also exempted.  
Additionally, the “exclusively religious activi-
ties of any religious order” were not subject to 
the reporting requirements, although certain 
religious organizations were required to report 
activities that were not religious in nature.  Fi-
nally, TRA69 permitted additional exclusions to 
the reporting requirement, to be determined at 
the discretion of the Treasury Department.  


TRA69 also increased the individual charitable 
income tax deduction limitation from 30 percent 
to 50 percent of AGI for contributions made to 
most charitable organizations. Contributions to 
nonoperating private foundations generally re-
mained subject to the 20-percent limitation.


Additionally, TRA69 introduced two important 
concepts regarding unrelated business taxation 
of tax-exempt organizations.  First, a trade or 
business activity does not lose its identity as a 
trade or business merely because it was carried 
on within a larger aggregate of similar activities 
or within a larger complex of other endeavors 
that are related to the exempt purposes of the 














organization (called the “fragmentation” rule).  
Second, in order to be considered “related,” 
there had to be a causal relationship between an 
organization’s engaging in a trade or business 
activity and the performance of the organiza-
tion’s exempt functions.  This relationship had to 
be substantial, and the activities that generated 
the income must have contributed importantly 
to the accomplishment of the organization’s ex-
empt purpose(s).


Under TRA69, certain payments of interest, 
annuities, royalties, and rents from taxable sub-
sidiaries to a tax-exempt parent were subject to 
UBIT.  These types of payments from tax-ex-
empt subsidiaries were taxed to the extent that 
the subsidiaries’ payments were generated from 
unrelated business income.


The Tax Reform Act of 1976 redefined the minimum 
investment return calculation for private foundations 
to 5 percent of investment assets.  


The Revenue Act of 1978 reduced the net investment 
income tax rate for private foundations to 2 percent.


The Economic Recovery Tax Act of 1981 changed 
the basis for the minimum charitable distribution re-
quired of nonoperating foundations from the greater 
of adjusted net income or minimum investment return 
to minimum investment return only.


The Deficit Reduction Act of 1984 (DEFRA) raised 
the limit on individual deductions for contributions 
to nonoperating private foundations from 20 percent 
to 30 percent of AGI; gifts of capital gain property 
to nonoperating private foundations remained sub-
ject to the 20-percent limitation.  DEFRA included a 
provision to permit nonoperating foundations’ donors 
to carry over contributions that exceeded the 20- or 
30-percent limitation for up to 5 years.  For a 10-year 
period ending December 31, 1994, contributors were 
permitted to deduct the full fair market, rather than 
a reduced value, for donations of certain appreciated 
stock to private nonoperating foundations.   Addition-
ally, operating foundations that met certain additional 
criteria were exempted from the excise tax on net in-
vestment income.  To encourage foundations to make 
charitable distributions at levels above the minimum 
required amount, DEFRA included a provision that 
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allowed foundations that showed improvement in the 
amount of charitable distributions made over a 5-year 
period to be eligible for a 1-percent reduction in the 
excise tax.  Additionally, DEFRA set an upper limit 
on the amount of administrative expenditures incurred 
for grantmaking activities that private foundations 
could count toward the minimum charitable distribu-
tion.  This limitation was effective for a 5-year period 
to allow the Treasury Department to study its effects 
on foundations’ charitable distributions.  Subsequent 
research showed that the limitation had little effect on 
charitable distributions, and the regulation expired at 
the end of Tax Year 1990.


The Revenue Reconciliation Act of 1993 imposed 
a tax on certain nondeductible lobbying and politi-
cal expenditures made by membership organizations 
tax-exempt under IRC sections 501(c)(4), (5), and 
(6).  These organizations were liable for the tax if they 
did not notify members of the shares of their dues al-
located to the nondeductible lobbying expenditures or 
if they failed to include in the notice the entire amount 
of dues allocated to the expenditures.


The Taxpayer Bill of Rights 2, enacted for 1996, 
added “intermediate sanctions” as an alternative to 
the revocation of an organization’s tax-exempt status 
in instances when a person with substantial influence 
over the affairs of the organization was found to have 
engaged in an excess benefit transaction.  The rules, 
which apply to organizations exempt under IRC sec-
tions 501(c)(3) and 501(c)(4), require reimbursement 
of the excess benefit to the organization and payment 
of excise taxes and interest penalties by disqualified 
persons and/or organization managers. 


The Taxpayer Relief Act of 1997 (TRA97) terminat-
ed exceptions granted to specific organizations under 
a Tax Reform Act of 1986 provision that revoked the 
tax-exempt status of any organization if a substantial 
part of its activities consisted of providing commer-
cial-type insurance.  Under TRA97, tax exemption 
for the two largest public charities at the time was 











revoked:  the Teachers Insurance Annuity Association 
and the College Retirement Equities Fund (collec-
tively known as TIAA-CREF).  Additionally, TRA97 
amended UBIT rules, effective after December 31, 
1997, to exempt from unrelated business taxation 
certain “qualified” sponsorship payments solicited or 
received by tax-exempt organizations, and to allow 
charitable organizations and pension, profit-sharing, 
and stock-bonus plans exempt from tax under section 
501(a) to hold shares in an S corporation without the 
S corporation losing its status as such.


The Tax and Trade Relief Extension Act of 1998 
made permanent the provision that permitted con-
tributors to deduct the full fair market, rather than a 
reduced value, for donations of certain appreciated 
stock to nonoperating private foundations.


The Pension Protection Act of 2006 introduced a 
number of regulatory changes.   IRC section 501(c)(3) 
public charities and private foundations reporting 
unrelated business income were required to make 
their Forms 990-T, Exempt Organization Business 
Income Tax Returns, available for public inspection.  
Organizations with gross receipts less than $25,000 
(the Form 990/990-EZ filing threshold) were required 
to file the Form 990-N, an annual electronic notice 
also known as the “e-Postcard.”  Additional filing re-
quirements were placed on supporting organizations, 
donor-advised funds, and credit counseling organiza-
tions.  The legislation also doubled excise tax rates 
on the prohibited activities of private foundations and 
public charities.


Tax Technical Corrections Act of 2007 required the 
Internal Revenue Service to make available for pub-
lic inspection all Forms 990-T filed by IRC section 
501(c)(3) public charities and private foundations after 
August 17, 2006, the date the Pension Protection Act 
of 2006 was enacted.  The Pension Act required sec-
tion 501(c)(3) organizations to publicly disclose their 
Forms 990-T, but it failed to include language autho-
rizing IRS to do so.
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[All figures are estimates based on samples—money amounts are in millions of current dollars]


 Total 
 Program 
service
revenue


Contributions,
gifts, and 


grants
received


 Investment 
income [1] Other


1985 106,449    423,544    186,390    268,390    167,893    55,771    13,933    30,792    244,214    24,175    


1986 113,072    489,180    210,879    292,483    187,934    60,115    13,855    30,579    263,468    29,015    


1987 122,018    529,514    231,765    310,766    211,904    61,686    15,194    21,982    288,681    22,085    


1988 124,233    583,573    257,645    354,647    239,293    69,062    19,258    27,034    330,815    23,832    


1989 133,157    655,426    293,819    398,628    272,134    76,973    21,954    27,567    371,508    27,120    


1990 141,757    697,315    321,984    435,567    306,899    85,332    22,697    20,639    409,447    26,120    


1991 149,544    777,471    365,706    491,106    344,446    87,462    23,404    35,794    458,739    32,367    


1992 157,941    849,324    398,177    523,793    374,804    94,992    23,106    30,891    490,245    33,548    


1993 165,599    926,847    438,451    566,067    402,760    103,053    23,227    37,027    530,210    35,857    


1994 174,918    993,381    464,034    589,102    422,413    110,724    25,741    30,225    548,166    40,936    


1995 180,931    1,143,079    512,383    663,371    443,052    127,743    31,060    61,516    604,645    58,725    


1996 192,059    1,293,439    564,566    704,346    467,559    137,666    34,057    65,064    637,917    66,429    


1997 198,957    1,438,977    624,978    754,616    486,407    146,171    37,040    84,998    677,143    77,473    


1998 207,272    1,351,541    459,188    752,044    502,832    161,751    28,562    58,898    684,566    67,478    


1999 211,615    1,453,675    481,444    800,676    518,111    174,992    30,466    77,107    714,487    86,189    


2000 230,159    1,562,536    539,367    866,208    579,081    199,076    29,136    58,916    796,434    69,775    


2001 240,569    1,631,719    611,390    896,974    630,817    212,427    23,678    30,052    862,721    34,253    


2002 251,676    1,733,852    693,576    955,267    691,791    214,484    20,518    28,474    934,672    20,595    


2003 263,353    1,899,857    735,600    1,072,171    754,585    229,987    23,594    64,005    1,009,675    62,496    


2004 276,191    2,058,610    782,510    1,152,989    801,199    248,570    27,830    75,391    1,058,489    94,500    


[1] Includes “interest on savings and temporary cash investments,” “dividends and interest from securities,” and “other investment income (loss)” from Form 990 and “investment income 
(loss)” from Form 990-EZ which was introduced for Tax Year 1989.


NOTES:  Data are from Forms 990 (and, beginning with Tax Year 1989, Form 990-EZ) for nonprofit charitable organizations that are tax-exempt under Internal Revenue Code section 
501(c)(3) and exclude private foundations, most organizations with receipts less than $25,000 in current dollars, as well as most churches, and certain other types of religious organizations.
Detail may not add to totals because of rounding.


Tax year  Number of 
returns


 Total revenue 


 Total 
liabilities


 Total 
expenses


Table 1.  Public Charities:  Selected Financial Data, in Current Dollars, Tax Years 1985-2004


Net income Total 
assets
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[All figures are estimates based on samples—money amounts are in millions of constant 2004 dollars]


 Total 
 Program 
service
revenue


Contributions,
gifts, and 


grants
received


 Investment 
income [1] Other


1985 106,449    664,965    292,632    421,372    263,592    87,560    21,875    48,344    383,416    37,956    


1986 113,072    751,380    323,910    449,254    288,667    92,337    21,281    46,970    404,687    44,567    


1987 122,018    791,623    346,489    464,595    316,796    92,221    22,715    32,863    431,578    33,017    


1988 124,233    843,847    372,555    512,820    346,018    99,864    27,847    39,091    478,358    34,461    


1989 133,157    913,008    409,290    555,289    379,083    107,223    30,582    38,401    517,511    37,778    


1990 141,757    935,100    431,781    584,095    411,551    114,430    30,437    27,676    549,068    35,027    


1991 149,544    1,007,602    473,955    636,473    446,402    113,351    30,331    46,389    594,526    41,948    


1992 157,941    1,076,094    504,490    663,646    474,877    120,355    29,275    39,139    621,140    42,505    


1993 165,599    1,147,437    542,802    700,791    498,617    127,580    28,755    45,840    656,400    44,391    


1994 174,918    1,204,971    562,873    714,581    512,386    134,308    31,223    36,663    664,925    49,656    


1995 180,931    1,357,977    608,711    788,084    526,346    151,758    36,899    73,081    718,319    69,765    


1996 192,059    1,508,150    658,284    821,267    545,174    160,518    39,710    75,865    743,811    77,456    


1997 198,957    1,650,506    716,850    865,544    557,909    167,658    42,485    97,493    776,683    88,861    


1998 207,272    1,533,999    521,179    853,569    570,714    183,588    32,418    66,849    776,982    76,587    


1999 211,615    1,625,209    538,254    895,155    579,248    195,641    34,061    86,205    798,796    96,359    


2000 230,159    1,710,977    590,607    948,498    634,093    217,988    31,904    64,513    872,095    76,403    


2001 240,569    1,744,308    653,576    958,865    674,343    227,084    25,312    32,126    922,249    36,616    


2002 251,676    1,822,278    728,948    1,003,986    727,072    225,423    21,564    29,926    982,340    21,645    


2003 263,353    1,954,953    756,933    1,103,264    776,468    236,656    24,278    65,861    1,038,955    64,308    


2004 276,191    2,058,610    782,510    1,152,989    801,199    248,570    27,830    75,391    1,058,489    94,500    


[1] Includes “interest on savings and temporary cash investments,” “dividends and interest from securities,” and “other investment income (loss)” from Form 990 and “investment income 
(loss)” from Form 990-EZ which was introduced for Tax Year 1989.


NOTES:  Data are from Forms 990 (and, beginning with Tax Year 1989, Form 990-EZ) for nonprofit charitable organizations that are tax-exempt under Internal Revenue Code section 
501(c)(3) and exclude private foundations, most organizations with receipts less than $25,000 in current dollars, as well as most churches, and certain other types of religious organizations. 
Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.  Tax Year 2004 is 
used as the base year for these adjustments.  Detail may not add to totals because of rounding.


 Total revenue 


Tax year  Number of 
returns


 Total 
assets


 Total
liabilities


 Total 
expenses Net income


Table 2.  Public Charities:  Selected Financial Data, in Constant Dollars, Tax Years 1985-2004
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[All figures are estimates based on samples—money amounts are in millions of current dollars]


(1) (2) (3) (4) (5) (6) (7) (8)
All private foundations


1985 31,171    71,394    94,996    87,756    73,294    16,193    9,995    7,141    
1986 35,081    85,096    110,978    102,339    85,145    19,801    12,252    8,148    
1987 35,847    91,411    111,837    103,492    85,355    16,834    11,234    8,928    
1988 37,057    102,007    126,437    118,009    97,544    16,112    10,378    9,549    
1989 38,719    112,490    142,545    133,646    112,892    19,388    12,022    10,467    
1990 40,105    122,412    150,997    142,598    114,969    19,006    11,931    11,285    
1991 41,276    134,718    173,121    162,737    136,222    20,194    13,209    12,676    
1992 42,383    144,079    181,426    171,439    141,336    22,508    14,078    13,569    
1993 43,956    155,626    192,277    180,813    147,594    24,460    15,093    14,579    
1994 45,801    169,287    203,644    191,278    158,934    26,503    14,978    15,708    
1995 47,917    195,570    242,917    227,077    190,739    30,814    20,355    17,189    
1996 50,774    232,565    288,588    268,327    225,087    48,247    26,189    19,852    
1997 55,113    280,920    342,689    323,004    272,412    55,460    34,801    22,414    
1998 56,658    325,672    397,084    380,531    317,900    59,735    39,313    25,902    
1999 62,694    384,565    466,863    444,151    363,442    83,286    57,142    33,876    
2000 66,738    409,524    471,646    447,437    361,418    72,780    48,830    37,434    
2001 70,787    413,577    455,423    416,715    329,353    45,264    25,719    36,661    
2002 73,255    383,516    413,007    377,439    294,385    27,775    17,648    34,392    
2003 76,348    418,510    474,952    448,773    344,314    48,391    25,193    35,099    
2004 76,897    445,534    509,924    481,177    361,158    58,668    34,019    36,552    


Nonoperating private foundations
1985 28,599    62,561    84,433    80,582    67,401    14,542    9,131    6,275    
1986 32,315    75,289    98,926    94,387    78,937    17,819    11,282    7,237    
1987 32,688    81,841    100,792    95,963    79,779    15,301    10,443    8,132    
1988 33,829    91,497    113,991    108,619    90,839    14,580    9,676    8,702    
1989 35,652    101,614    129,241    123,590    105,674    17,809    11,226    9,636    
1990 36,880    110,443    136,428    131,138    107,190    16,738    11,126    10,236    
1991 37,801    121,277    156,808    151,046    127,354    18,323    12,278    11,548    
1992 38,576    129,286    163,768    157,408    131,873    20,310    13,073    12,270    
1993 40,166    139,953    173,996    166,588    138,090    22,173    14,068    13,247    
1994 41,983    151,151    182,544    174,897    146,979    22,935    13,079    13,945    
1995 43,966    174,866    218,343    210,407    177,615    27,543    18,862    15,358    
1996 46,066    210,439    262,739    250,170    210,520    44,430    24,421    17,980    
1997 50,541    256,409    314,368    300,693    256,081    51,030    32,390    19,990    
1998 52,460    297,759    365,036    355,295    299,711    54,711    36,778    23,375    
1999 58,840    349,131    426,316    412,420    340,942    74,327    52,367    31,029    
2000 61,501    374,990    432,707    417,850    341,662    66,185    45,654    33,565    
2001 63,650    379,018    416,810    392,037    311,416    41,214    24,483    32,603    
2002 67,101    352,163    377,672    355,263    279,699    24,500    16,666    30,608    
2003 70,004    384,941    436,296    419,322    327,980    44,285    24,023    31,929    
2004 70,613    410,658    469,389    451,114    344,740    54,072    32,289    33,207    


Operating private foundations
1985 2,571    8,833    10,563    7,174    5,893    1,651    864    866    
1986 2,766    9,807    12,052    7,952    6,208    1,982    971    911    
1987 3,159    9,570    11,045    7,529    5,576    1,534    791    796    
1988 3,227    10,510    12,447    9,390    6,706    1,532    702    847    
1989 3,066    10,877    13,304    10,057    7,218    1,579    796    831    
1990 3,226    11,969    14,569    11,460    7,779    2,268    805    1,049    
1991 3,474    13,442    16,313    11,691    8,868    1,871    932    1,128    
1992 3,807    14,793    17,658    14,031    9,463    2,198    1,006    1,299    
1993 3,790    15,674    18,281    14,224    9,504    2,287    1,026    1,332    
1994 3,818    18,136    21,100    16,381    11,955    3,568    1,899    1,763    
1995 3,951    20,705    24,574    16,669    13,124    3,272    1,494    1,831    
1996 4,708    22,126    25,849    18,157    14,566    3,817    1,768    1,872    
1997 4,572    24,511    28,321    22,311    16,331    4,430    2,411    2,424    
1998 4,198    27,912    32,048    25,236    18,189    5,024    2,535    2,526    
1999 3,854    35,434    40,547    31,731    22,500    8,959    4,775    2,848    
2000 5,238    34,534    38,939    29,587    19,756    6,595    3,177    3,868    
2001 7,137    34,559    38,613    24,678    17,937    4,050    1,236    4,058    
2002 6,154    31,354    35,335    22,177    14,686    3,275    982    3,785    
2003 6,344    33,569    38,655    29,451    16,334    4,106    1,170    3,171    
2004 6,284    34,876    40,534    30,063    16,418    4,596    1,731    3,345    
Footnotes at end of table.
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[All figures are estimates based on samples—money amounts are in millions of current dollars]


(9) (10) (11) (12) (13) (14) (15)
All private foundations


1985 9,053    6,188    5,171    1,017    168    80,425    6,552    
1986 11,653    7,004    6,116    888    195    100,938    7,654    
1987 7,906    7,685    6,676    1,009    173    108,092    8,117    
1988 6,563    8,372    7,218    1,154    141    112,420    8,837    
1989 8,921    9,160    7,911    1,249    165    127,695    9,676    
1990 7,721    10,069    8,560    1,509    155    136,404    10,520    
1991 7,518    11,272    9,762    1,511    170    152,075    11,930    
1992 8,939    11,794    10,080    1,714    187    163,984    12,437    
1993 9,881    12,952    11,072    1,880    203    176,123    13,705    
1994 10,795    13,788    11,755    2,033    188    181,942    14,538    
1995 13,626    14,412    12,256    2,156    279    210,033    15,305    
1996 28,395    16,881    14,519    2,362    369    245,287    17,850    
1997 33,046    19,076    16,421    2,655    502    297,356    19,985    
1998 33,833    22,288    19,394    2,894    523    346,059    23,389    
1999 49,410    26,402    22,763    3,639    730    407,220    27,604    
2000 35,346    31,874    27,564    4,311    625    448,812    33,454    
2001 8,602    31,698    27,383    4,315    305    424,028    33,067    
2002 -6,618    30,423    26,303    4,120    234    388,845    31,712    
2003 13,292    31,058    26,667    4,392    328    408,973    32,780    
2004 22,116    32,125    27,625    4,500    469    451,199    33,486    


Nonoperating private foundations
1985 8,267    5,484    5,105    379    163    73,802    5,651    
1986 10,582    6,447    6,028    419    191    93,386    6,676    
1987 7,169    7,062    6,593    469    169    100,509    7,248    
1988 5,878    7,683    7,132    551    137    104,548    7,935    
1989 8,173    8,479    7,836    642    161    119,237    8,688    
1990 6,503    9,185    8,483    703    151    127,726    9,406    
1991 6,775    10,376    9,558    818    165    141,936    10,745    
1992 8,040    10,764    9,870    893    182    153,196    11,146    
1993 8,926    11,854    10,919    935    199    164,841    12,167    
1994 8,990    12,422    11,417    1,005    183    169,190    12,712    
1995 12,185    13,034    11,902    1,132    269    194,955    13,379    
1996 26,450    15,456    14,183    1,273    357    229,452    15,832    
1997 31,040    17,231    15,855    1,376    487    279,163    17,727    
1998 31,335    20,569    18,966    1,603    501    326,067    21,189    
1999 43,299    24,367    22,335    2,033    686    382,028    25,057    
2000 32,619    29,056    26,552    2,505    601    421,273    29,845    
2001 8,611    28,882    26,526    2,356    297    397,969    29,785    
2002 -6,107    27,911    25,487    2,423    225    368,839    28,727    
2003 12,356    28,826    26,116    2,710    316    386,964    29,811    
2004 20,865    29,803    27,074    2,729    456    427,732    30,493    


Operating private foundations
1985 785    704    67    637    5    6,624    901    
1986 1,071    557    89    469    4    7,552    979    
1987 738    623    83    540    4    7,584    868    
1988 686    689    86    603    3    7,873    902    
1989 748    681    74    607    4    8,458    988    
1990 1,219    883    77    806    4    8,679    1,114    
1991 743    896    204    692    4    10,139    1,185    
1992 899    1,031    210    821    5    10,788    1,291    
1993 955    1,098    153    944    5    11,282    1,537    
1994 1,805    1,367    339    1,028    5    12,752    1,825    
1995 1,440    1,378    354    1,024    10    15,078    1,926    
1996 1,945    1,426    336    1,089    12    15,835    2,018    
1997 2,006    1,845    566    1,279    15    18,193    2,258    
1998 2,498    1,719    428    1,290    22    19,993    2,199    
1999 6,111    2,035    428    1,606    43    25,192    2,547    
2000 2,727    2,818    1,012    1,806    24    27,539    3,608    
2001 -8    2,815    857    1,959    8    26,059    3,282    
2002 -510    2,513    816    1,697    9    20,006    2,984    
2003 936    2,232    551    1,681    11    22,009    2,969    
2004 1,251    2,323    551    1,771    12    23,467    2,993    
[1] Noncharitable-use assets, also known as net investment assets, are calculated based on the value of assets not used for charitable purposes. 
NOTE:  Detail may not add to totals because of rounding.
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[All figures are estimates based on samples—money amounts are in millions of constant 2004 dollars]


(1) (2) (3) (4) (5) (6) (7) (8)
All private foundations


1985 31,171    112,089    149,143    137,777    115,072    25,423    15,692    11,211    
1986 35,081    130,707    170,462    157,192    130,783    30,414    18,819    12,515    
1987 35,847    136,659    167,196    154,721    127,605    25,168    16,794    13,347    
1988 37,057    147,503    182,828    170,641    141,049    23,298    15,007    13,807    
1989 38,719    156,699    198,565    186,169    157,259    27,008    16,747    14,581    
1990 40,105    164,155    202,487    191,224    154,174    25,487    16,000    15,133    
1991 41,276    174,595    224,365    210,907    176,544    26,171    17,119    16,428    
1992 42,383    182,548    229,866    217,213    179,072    28,517    17,837    17,192    
1993 43,956    192,666    238,039    223,846    182,721    30,281    18,685    18,049    
1994 45,801    205,346    247,020    232,020    192,787    32,149    18,169    19,054    
1995 47,917    232,337    288,585    269,767    226,597    36,608    24,182    20,420    
1996 50,774    271,171    336,494    312,870    262,451    56,256    30,536    23,147    
1997 55,113    322,216    393,064    370,486    312,457    63,613    39,917    25,708    
1998 56,658    369,637    450,691    431,902    360,817    67,799    44,621    29,399    
1999 62,694    429,943    521,953    496,561    406,328    93,114    63,885    37,874    
2000 66,738    448,429    516,452    489,944    395,752    79,694    53,469    40,990    
2001 70,787    442,113    486,847    445,469    352,078    48,387    27,494    39,191    
2002 73,255    403,076    434,070    396,689    309,398    29,191    18,548    36,146    
2003 76,348    430,647    488,725    461,787    354,299    49,794    25,924    36,117    
2004 76,897    445,534    509,924    481,177    361,158    58,668    34,019    36,552    


Nonoperating private foundations
1985 28,599    98,221    132,559    126,513    105,820    22,831    14,336    9,852    
1986 32,315    115,643    151,950    144,978    121,248    27,370    17,328    11,115    
1987 32,688    122,352    150,685    143,465    119,270    22,875    15,612    12,157    
1988 33,829    132,305    164,830    157,063    131,353    21,082    13,991    12,583    
1989 35,652    141,548    180,032    172,161    147,205    24,808    15,638    13,423    
1990 36,880    148,104    182,950    175,857    143,741    22,446    14,920    13,726    
1991 37,801    157,175    203,223    195,756    165,051    23,746    15,912    14,966    
1992 38,576    163,806    207,494    199,436    167,083    25,733    16,563    15,546    
1993 40,166    173,261    215,408    206,236    170,955    27,450    17,416    16,400    
1994 41,983    183,347    221,425    212,151    178,285    27,821    15,865    16,915    
1995 43,966    207,740    259,391    249,964    211,007    32,721    22,408    18,245    
1996 46,066    245,372    306,353    291,698    245,467    51,806    28,475    20,965    
1997 50,541    294,101    360,580    344,895    293,725    58,531    37,151    22,928    
1998 52,460    337,957    414,316    403,260    340,172    62,096    41,743    26,531    
1999 58,840    390,328    476,622    461,086    381,173    83,098    58,546    34,690    
2000 61,501    410,614    473,814    457,546    374,120    72,472    49,991    36,754    
2001 63,650    405,170    445,569    419,088    332,903    44,058    26,172    34,853    
2002 67,101    370,123    396,933    373,381    293,964    25,750    17,516    32,169    
2003 70,004    396,104    448,949    431,483    337,492    45,569    24,719    32,855    
2004 70,613    410,658    469,389    451,114    344,740    54,072    32,289    33,207    


Operating private foundations
1985 2,571    13,868    16,584    11,264    9,252    2,592    1,356    1,359    
1986 2,766    15,064    18,512    12,214    9,536    3,044    1,491    1,399    
1987 3,159    14,307    16,512    11,256    8,335    2,293    1,182    1,190    
1988 3,227    15,198    17,998    13,578    9,696    2,216    1,016    1,224    
1989 3,066    15,151    18,532    14,009    10,054    2,199    1,109    1,157    
1990 3,226    16,050    19,537    15,368    10,432    3,041    1,079    1,407    
1991 3,474    17,420    21,142    15,151    11,493    2,425    1,207    1,462    
1992 3,807    18,743    22,372    17,777    11,989    2,785    1,274    1,646    
1993 3,790    19,404    22,632    17,610    11,766    2,831    1,270    1,649    
1994 3,818    21,999    25,595    19,870    14,502    4,328    2,303    2,138    
1995 3,951    24,597    29,194    19,803    15,591    3,887    1,775    2,175    
1996 4,708    25,799    30,140    21,172    16,984    4,450    2,061    2,182    
1997 4,572    28,114    32,484    25,591    18,732    5,081    2,766    2,780    
1998 4,198    31,681    36,375    28,643    20,645    5,703    2,877    2,868    
1999 3,854    39,615    45,331    35,475    25,155    10,016    5,338    3,184    
2000 5,238    37,815    42,638    32,398    21,633    7,222    3,479    4,236    
2001 7,137    36,944    41,278    26,381    19,175    4,329    1,322    4,338    
2002 6,154    32,953    37,137    23,308    15,435    3,442    1,032    3,978    
2003 6,344    34,543    39,776    30,305    16,807    4,225    1,204    3,263    
2004 6,284    34,876    40,534    30,063    16,418    4,596    1,731    3,345    
Footnotes at end of table.
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[All figures are estimates based on samples—money amounts are in millions of constant 2004 dollars]


(9) (10) (11) (12) (13) (14) (15)
All private foundations


1985 14,213    9,715    8,119    1,596    263    126,268    10,287    
1986 17,900    10,758    9,394    1,364    299    155,040    11,757    
1987 11,820    11,489    9,980    1,509    259    161,598    12,134    
1988 9,491    12,106    10,438    1,668    204    162,560    12,778    
1989 12,427    12,760    11,020    1,740    230    177,879    13,478    
1990 10,354    13,502    11,479    2,023    208    182,918    14,107    
1991 9,743    14,609    12,651    1,958    220    197,090    15,461    
1992 11,326    14,943    12,772    2,172    237    207,768    15,757    
1993 12,232    16,034    13,707    2,327    251    218,041    16,966    
1994 13,095    16,725    14,259    2,466    228    220,696    17,634    
1995 16,187    17,121    14,560    2,561    332    249,519    18,182    
1996 33,109    19,683    16,929    2,754    431    286,005    20,813    
1997 37,904    21,881    18,835    3,046    576    341,067    22,922    
1998 38,401    25,297    22,012    3,284    594    392,777    26,546    
1999 55,240    29,518    25,449    4,069    816    455,272    30,861    
2000 38,704    34,902    30,182    4,720    684    491,449    36,632    
2001 9,196    33,885    29,273    4,612    326    453,286    35,349    
2002 -6,955    31,975    27,645    4,330    246    408,676    33,329    
2003 13,677    31,959    27,440    4,519    337    420,833    33,731    
2004 22,116    32,125    27,625    4,500    469    451,199    33,486    


Nonoperating private foundations
1985 12,979    8,610    8,014    595    256    115,868    8,872    
1986 16,255    9,902    9,258    644    294    143,441    10,254    
1987 10,717    10,558    9,856    701    253    150,261    10,836    
1988 8,499    11,109    10,313    796    199    151,176    11,474    
1989 11,385    11,811    10,916    895    224    166,097    12,103    
1990 8,720    12,317    11,375    942    202    171,280    12,613    
1991 8,780    13,447    12,387    1,061    214    183,950    13,926    
1992 10,187    13,637    12,506    1,132    231    194,099    14,122    
1993 11,050    14,675    13,517    1,158    246    204,073    15,063    
1994 10,905    15,067    13,849    1,219    222    205,228    15,420    
1995 14,476    15,484    14,140    1,344    320    231,606    15,894    
1996 30,841    18,021    16,537    1,484    416    267,541    18,460    
1997 35,603    19,764    18,186    1,578    559    320,200    20,333    
1998 35,565    23,346    21,526    1,820    569    370,086    24,050    
1999 48,408    27,243    24,970    2,273    767    427,107    28,014    
2000 35,718    31,817    29,074    2,743    658    461,294    32,681    
2001 9,205    30,875    28,357    2,519    318    425,428    31,840    
2002 -6,419    29,334    26,787    2,547    236    387,649    30,193    
2003 12,714    29,662    26,873    2,789    326    398,186    30,676    
2004 20,865    29,803    27,074    2,729    456    427,732    30,493    


Operating private foundations
1985 1,233    1,105    105    1,001    7    10,400    1,415    
1986 1,645    856    136    720    5    11,600    1,503    
1987 1,103    931    124    807    6    11,337    1,298    
1988 991    997    125    872    5    11,384    1,304    
1989 1,042    949    104    845    6    11,782    1,376    
1990 1,634    1,185    104    1,081    6    11,638    1,494    
1991 963    1,162    265    897    5    13,140    1,536    
1992 1,139    1,306    266    1,040    6    13,669    1,635    
1993 1,182    1,359    190    1,169    6    13,968    1,903    
1994 2,190    1,658    411    1,247    6    15,468    2,214    
1995 1,711    1,637    420    1,217    12    17,912    2,288    
1996 2,268    1,662    392    1,270    14    18,464    2,353    
1997 2,301    2,116    649    1,467    17    20,867    2,590    
1998 2,835    1,951    486    1,464    25    22,692    2,496    
1999 6,832    2,275    479    1,796    49    28,164    2,847    
2000 2,986    3,085    1,108    1,977    26    30,155    3,951    
2001 -9    3,010    916    2,094    9    27,857    3,508    
2002 -536    2,641    857    1,784    9    21,027    3,137    
2003 963    2,297    567    1,730    12    22,647    3,055    
2004 1,251    2,323    551    1,771    12    23,467    2,993    
[1]  Noncharitable-use assets, also known as net investment assets, are calculated based on the value of assets not used for charitable purposes. 
NOTES: Data were adjusted based on the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.
Tax Year 2004 is used as the base year for these adjustments.  Detail may not add to totals because of rounding.


Net investment 
income excise tax


Noncharitable-
use assets [1]


Qualifying
distributionsTotal


Contributions,
gifts, and grants 


paid
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Operating and 
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expenses


Excess of 
revenue


over
expenses


Table 4.  Domestic Private Foundations, Selected Financial Data, in Constant Dollars, Tax Years 
1985-2004—Continued
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Table 5.  Excise Tax Data Reported by Private Foundations and Associated Individuals, Calendar Years 
2003-2006, in Current Dollars
[All money amount are in current whole dollars]


Number of 
returns [1] Amount Number of 


returns [1] Amount Number of 
returns [1] Amount Number of 


returns [1] Amount


(1) (2) (3) (4) (5) (6) (7) (8)


Total tax [2] 1,681      4,156,692   1,651      7,246,679   1,658      7,726,515   1,759      5,316,852   
Individual tax on self-dealing 119      400,275   127      413,501   144      3,094,172   159      2,113,878   
Tax on undistributed income 1,549      3,538,275   1,476      5,542,236   1,463      4,200,471   1,529      2,990,274   
Tax on taxable expenditures 53      277,420   53      1,035,659   50      364,082   77      145,874   
Tax on excess business holdings 4      96,081   4      269,112   4      56,948   7      65,682   


[1] The total number of returns may not equal the sum of the number of returns for each tax, as an organization or individual filer may report more than one type of tax per return.
Additionally, individual filers may be included on returns filed by organizations.
[2] The total amount of tax may not equal the sum of the amounts for each tax, as certain excise taxes have been excluded to prevent disclosure of individual taxpayer data.
NOTE:  Data represent information from Forms 4720 filed by organizations or associated individuals who identified themselves as Form 990-PF filers.  These data generally represent 
private foundations and associated individuals, but include information reported by nonexempt charitable trusts that are treated as private foundations for tax purposes.


20062003 2004 2005
Item
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Table 6.  Exempt Organization Business Income Tax Returns, Selected Financial Data, in Current Dollars, 
Tax Years 1990-2004
[All figures are estimates based on samples—money amounts are in millions of current dollars]


Tax year  Number of 
returns


 Gross 
unrelated
business
income
(UBI)


 Total 
deductions


 Unrelated 
business
taxable


income (less 
deficit)


 Unrelated 
business
taxable
income
(UBTI)


 Deficit 


 Unrelated 
business


income tax 
(UBIT)


 Total tax [1] 


(1) (2) (3) (4) (5) (6) (7) (8)
1990 31,091      3,511      3,513      -2      389      391      99      99      
1991 32,690      3,385      3,333      52      431      379      117      117      
1992 31,122      4,069      3,960      109      486      377      132      132      
1993 32,638      4,694      4,479      215      604      388      180      181      
1994 35,657      5,380      5,117      263      643      380      191      195      
1995 36,394      6,280      5,787      493      893      400      277      277      
1996 40,621      7,295      6,619      676      1,170      494      372      373      
1997 39,302      7,809      6,903      906      1,375      469      418      423      
1998 46,208      7,585      6,484      1,100      1,670      569      506      464      
1999 42,151      7,722      6,835      887      1,485      598      423      422      
2000 38,567      8,413      7,703      710      1,427      717      406      403      
2001 35,540      7,900      7,883      18      792      774      226      222      
2002 35,103      7,776      7,922      -146      647      793      194      193      
2003 36,064      8,436      8,413      23      780      757      220      221      
2004 38,040      9,492      8,980      512      1,288      776      365      368      


Tax year  Number of 
returns


 Gross 
unrelated
business
income
(UBI)


 Total 
deductions


 Unrelated 
business
taxable


income (less 
deficit)


 Unrelated 
business
taxable
income
(UBTI)


 Deficit 


 Unrelated 
business


income tax 
(UBIT)


 Total tax [1] 


(1) (2) (3) (4) (5) (6) (7) (8)
1990 7,493      1,803      1,886      -83      116      199      33      33      
1991 7,846      1,643      1,717      -74      141      215      40      41      
1992 8,666      2,312      2,392      -80      162      242      47      47      
1993 9,246      2,540      2,618      -78      187      266      55      55      
1994 9,277      3,120      3,188      -68      219      287      65      65      
1995 9,903      3,583      3,672      -89      202      291      61      59      
1996 10,407      4,017      4,049      -32      299      331      94      94      
1997 10,614      4,179      4,194      -15      337      352      105      103      
1998 10,898      4,127      3,907      220      655      435      216      175      
1999 11,614      4,002      4,053      -50      389      439      119      119      
2000 11,497      4,780      4,829      -49      469      518      149      146      
2001 12,618      4,812      5,080      -268      292      560      86      85      
2002 12,803      4,721      5,006      -285      289      574      87      86      
2003 13,511      4,833      5,001      -168      352      520      103      102      
2004 12,395      5,501      5,388      112      636      524      192      191      


All organizations


Public charities and private foundations


NOTES:  Forms 990-T with gross unrelated business income below $1,000 in current dollars, the filing threshold, are excluded from these statistics.  Detail may not add to totals because of 
rounding.


[1] Total tax takes into account the unrelated business income tax, minus any tax credits, plus any other types of tax due.
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Table 7.  Exempt Organization Business Income Tax Returns:  Selected Financial Data, in Constant 
Dollars, Tax Years 1990-2004
[All figures are estimates based on sample—money amounts are in millions of constant 2004 dollars]


Tax year  Number of 
returns


 Gross 
unrelated
business
income
(UBI)


 Total 
deductions


 Unrelated 
business
taxable


income (less 
deficit)


 Unrelated 
business
taxable
income
(UBTI)


 Deficit 


 Unrelated 
business


income tax 
(UBIT)


 Total tax [1] 


(1) (2) (3) (4) (5) (6) (7) (8)
1990 31,091      4,708      4,711      -3      522      524      133      133      
1991 32,690      4,387      4,320      67      559      491      152      152      
1992 31,122      5,155      5,017      138      616      478      167      167      
1993 32,638      5,811      5,545      266      748      480      223      224      
1994 35,657      6,526      6,207      319      780      461      232      237      
1995 36,394      7,461      6,875      586      1,061      475      329      329      
1996 40,621      8,506      7,718      788      1,364      576      434      435      
1997 39,302      8,957      7,918      1,039      1,577      538      479      485      
1998 46,208      8,609      7,359      1,249      1,895      646      574      527      
1999 42,151      8,633      7,642      992      1,660      669      473      472      
2000 38,567      9,212      8,435      777      1,563      785      445      441      
2001 35,540      8,445      8,427      19      847      827      242      237      
2002 35,103      8,173      8,326      -153      680      833      204      203      
2003 36,064      8,681      8,657      24      803      779      226      227      
2004 38,040      9,492      8,980      512      1,288      776      365      368      


Tax year  Number of 
returns


 Gross 
unrelated
business
income
(UBI)


 Total 
deductions


 Unrelated 
business
taxable


income (less 
deficit)


 Unrelated 
business
taxable
income
(UBTI)


 Deficit 


 Unrelated 
business


income tax 
(UBIT)


 Total tax [1] 


(1) (2) (3) (4) (5) (6) (7) (8)
1990 7,493      2,418      2,529      -111      156      267      44      44      
1991 7,846      2,129      2,225      -96      183      279      52      53      
1992 8,666      2,929      3,031      -101      205      307      60      60      
1993 9,246      3,241      3,241      -97      232      328      68      68      
1994 9,277      3,785      3,867      -82      266      348      79      79      
1995 9,903      4,257      4,362      -106      240      346      72      70      
1996 10,407      4,684      4,721      -37      349      386      110      110      
1997 10,614      4,793      4,811      -17      387      404      120      118      
1998 10,898      4,684      4,434      250      743      494      245      199      
1999 11,614      4,474      4,531      -56      435      491      133      133      
2000 11,497      5,234      5,288      -54      514      567      163      160      
2001 12,618      5,144      5,431      -286      312      599      92      91      
2002 12,803      4,962      5,261      -300      304      603      91      90      
2003 13,511      4,973      5,146      -173      362      535      106      105      
2004 12,395      5,501      5,388      112      636      524      192      191      


NOTES:  Forms 990-T with gross unrelated business income below $1,000 in current dollars, the annual filing threshold, are excluded from these statistics.  Data were adjusted based on 
the chain-type price index for Gross Domestic Product as reported by the U.S. Department of Commerce, Bureau of Economic Analysis.  Tax Year 2004 is used as the base year for these 
adjustments.  Detail may not add to totals because of rounding.


All organizations


Public charities and private foundations


[1] Total tax takes into account the unrelated business income tax, minus any tax credits, plus any other types of tax due.







S ince 1916, the Internal Revenue Service (IRS) 
has been publishing income and tax statistics 
based on information reported on Federal tax 


returns filed by U.S. individual taxpayers.  These 
publicly available, annual Statistics of Income (SOI) 
reports were created shortly after enactment of the 
modern income tax in 1913.  Detailed data for Tax 
Year (TY) 1916 were reported in the first volume of 
the annual SOI report, along with a few statistics for 
1913-1915.


This article focuses on the regular annual SOI in-
dividual income tax return program and the data that 
have been published over the past 90 years. The arti-
cle includes a brief history of the Statistics of Income 
program, as well as a summary of the major tax law 
changes that have affected individual taxpayers.  The 
article also includes some analysis of the changes, 
over time, in individual return filings, total income, 
average tax rate, and the alternative minimum tax.  
Finally, the article presents historical tabulations, 
which summarize the individual income tax data that 
have been reported by SOI over the past 90 years.


Background and History                                               
During the beginning years of the SOI program, the 
individual income tax tabulations that were included 
in reports were relatively uncomplicated and few 
in number.  The data that could be presented were 
largely limited by data items that were reported on 
the simple tax forms and the lack of modern data 
processing equipment and technology.  Until the late 
1920s, the individual income statistics particularly 
emphasized the tax, the amount of income producing 
the tax, and the location in which the returns were 
filed.  A major portion of each report was dedicated 
to showing the number of returns, income, and tax, 
classified by the size of income for each State.  The 
number of returns filed in each county, city, and town 
were available for the first 21 years.


 The number of users of SOI data increased as 
many Federal, State, and private economic research 
organizations were created.  As the needs of these 
new users increased, along with those of tax admin-
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istrators and the estimators of future tax revenue, 
many new data items were requested.  As a result of 
meeting these requests, the number of basic tables 
included in the annual SOI report increased, largely 
with the introduction of crosstabulations.  Added data 
included items such as detailed sources of income, 
tax payments, number of exemptions, and standard 
and itemized deductions, including types of itemized 
deductions.  New classifiers were also added to the 
reports, including the size of specific income sources 
and net income. 


 As technology advanced and computer process-
ing was introduced, more sophisticated tables could 
be produced.   These newer, more complex tables 
were added to the SOI reports, in order to meet cus-
tomer needs.  The reports were improved to show 
added detail for the number of returns filed, sources 
of income, marital status, and for taxable and non-
taxable returns.  There was more information for 
types of dependents, types of tax computation, and 
for several types of tax credits.  New classifiers 
included taxpayers age 65 and older, marginal tax 
rates, and alternative income concepts.  More re-
cently, new classifiers have been added to provide 
greater detail for taxpayers with higher incomes.  In 
earlier reports, taxpayers with an adjusted gross in-
come (AGI) of $1 million or more were all grouped 
together.  The TY 2000 report was expanded by add-
ing several income classes, up to a new top bracket 
of taxpayers with AGI of $10 million or more.  Ad-
ditionally, the reports were expanded to show data 
on new adjustments available to taxpayers, such 
as deductions for Health Savings Accounts (HSA), 
tuition and fees, and interest paid on student loans.  
Details on recent tax credits were added to the re-
ports, including the child tax credit, adoption credit, 
and education credits. 


In the future, the SOI reports will continue to 
expand to meet the needs of data users.  Among the 
users of SOI data are the Treasury Department’s Of-
fice of Tax Analysis, the Joint Committee on Taxa-
tion of the U.S. Congress, the Bureau of Economic 
Analysis and the Bureau of the Census (both in the 
Department of Commerce), private nonprofit re-
search organizations, universities and businesses, as 
well as many State and local Government agencies.  
Many SOI statistics are available on the SOI Web 
site (www.irs.gov/taxstats/) in order to provide data 
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on a more timely basis.  Some of the material on the 
Web site has replaced what was previously published 
in paper reports.   


The Statistics of Income Bulletin was introduced 
as a quarterly publication on June 26, 1981. The first 
report (Volume 1, Number 1) was produced in ac-
cordance with the mandate of Internal Revenue Code 
section 6108 that requires the preparation and publi-
cation of statistics reasonably available with respect 
to the operation of the internal revenue laws.  The 
first Bulletin presented preliminary statistics for indi-
vidual tax returns for 1979 and the first detailed sta-
tistics on both sole proprietorships and partnerships 
for 1978.  Each of these three subjects was previously 
released in a separate report as statistical tables with 
little underlying analysis.  However, the introduction 
of the Bulletin presented a unique opportunity with 
which timely analytical tax law statistics would be 
made available to Federal and State governments, ac-
ademics, and private researchers.  More than 25 years 
later, the Bulletin has grown in content and statue 
to include far-ranging subjects related to individual 
income tax returns.  Such subjects include individual 
income tax rates and shares, sole proprietorship and 
farm proprietorship returns, high-income tax returns, 
individual foreign-earned income and foreign tax 
credit, and accumulation and distribution of individu-
al retirement arrangements.


Changes in the Law
Since 1913, there has been a fairly steady increase in 
the number of returns filed, an increase in the amount 
and types of income reported, as well as more indi-
vidual income taxes being collected by the IRS.  In 
addition to growth in the U.S. population, real growth 
in the economy, and price inflation, the driving fac-
tors behind these increases have included several ma-
jor changes in the tax law.


In general, the increased demands for additional 
revenue in order to finance World War I, World War 
II, and the Korean conflict resulted in rapid and nu-
merous changes in the tax law.  There were many im-
portant tax law changes shortly after the enactment of 
the modern income tax in 1913.  Some of the notable 
changes were the elimination of collection of taxes at 
the source (1916), credit for dependents and deduc-
tion for charitable contributions (1917), and adoption 
of preferential tax rates on long-term capital gains 


and introduction of the gross income filing require-
ments (1921).  In 1939, the Internal Revenue Code 
was created, and all revenue laws in effect at that 
time were consolidated into a single statute.


The most drastic revisions to the tax laws oc-
curred in the early 1940s when the individual income 
tax was broadened to cover most of the working 
population.  Prior to that period, exemptions were 
high enough that most taxpayers did not earn enough 
to fall into even the lowest tax bracket.  Starting in 
the 1960s, there were several tax law changes affect-
ing individuals that, in addition to revenue objectives, 
reflected a concern with social objectives.  A few ex-
amples of tax law changes with social objectives are 
the earned income credit (EIC), education credits, and 
deductions for health savings accounts.  A brief sum-
mary of the major tax law changes affecting individ-
ual income tax returns beginning in 1943 is provided 
in Figure A. 


Number of Returns
The number of individual tax returns filed for 1913 
through 2005 is displayed in Figure B.   During the 
first 4 years of the modern income tax, the number 
of individual tax returns filed ranged from approxi-
mately 330 thousand to 440 thousand.  As a result of 
the previously mentioned tax law changes in 1916 
and 1917, the number of returns filed rose to nearly 
3.5 million in 1917.  Over the following 22 years, 
the number of returns ranged from approximately 4.1 
million to 7.7 million.


The introduction of lower income filing require-
ments for 1940 caused the number of returns to near-
ly double to 14.7 million.  The number of returns filed 
surpassed 50 million for the first time in 1946 and 
increased to a little more than 60 million by 1959.  
During the 1960s and again in the 1970s, the number 
increased by an average of approximately 16 million 
returns to reach almost 94 million in 1980.  In 1985, 
the number of individual filers increased to more 
than 100 million.   Since that time, the steady growth 
in the number of returns has mirrored the general 
population growth of the U.S., reaching a new high of 
more than 134 million returns in 2005. 


Total Income
Statistics of Income reports currently present annual 
data based on the concept of adjusted gross income 
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1943 - Reenactment of income tax withholding on wages and salaries (originally enacted in 1913, but repealed in 1916).
1944 - Adoption of the standard deduction and per capita personal exemption of $600.
1948 - Introduction of "income splitting" for married couples.


1954 - A complete revision of the Internal Revenue Code, including changes to tax rates, institution of retirement income credit, credit for dividends, credit for 
partially tax-exempt interest, and major modifications to the definition of adjusted gross income and itemized deductions.


1960 - Liberalization of allowable medical and dental expense deductions for taxpayers' parents.
1963 - Introduction of a deduction for contributions to a self-employed retirement plan.


1964 - Institution of statutory adjustments for employee moving expenses and employee business expenses, institution of income averaging tax computation, 
increase in dividend exclusion, and introduction of minimum standard deduction.


1965 - Tax rates were reduced.
1966 - Introduction of a system of graduated rates for taxes withheld from salaries and wages.


1967 - Deduction of part of the premiums paid for medical care insurance, and application of the exclusion of 1 percent of adjusted gross income for drug expenses 
and 3 percent of adjusted gross income for all medical and dental expenses to persons age 65 or over formerly exempt from those limitations.


1968 - Imposition of a 10-percent income tax surcharge beginning April 1, 1968, and liberalization of rules governing self-employed retirement plan deductions.
1969 - Establishment of a new minimum tax on individuals.  Extension of the 10-percent income tax surcharge to cover all of Calendar Year 1969.


1970 -
Introduction of a new minimum standard deduction or low-income allowance, increase in the deduction allowed for each exemption, liberalization of the tax 
return filing requirements, changes in tax withholding, introduction of a tax on specified "tax preferences," imposition of higher tax rates on capital gains,
and limitations on capital loss deductions.


1971 - Introduction of a maximum tax on earned income and an increase in the exemption amount to $675.
1972 - Increase in the exemption amount to $750, introduction of work incentive (WIN) credit, and Presidential Campaign Fund check-box.
1974 - Comprehensive revisions to pension and employee benefit plan rules, and a tax rebate for 1974.


1975 - Increase in standard deduction, establishment of personal exemption credit, earned income credit, and purchase-of-residence credit.  Establishment 
of deduction for contributions to individual retirement accounts.


1976 - Change in standard deduction, institution of child care credit, general tax credit, credit for the elderly, and extension of earned income credit through 1977.
1977 - Establishment of the "zero bracket amount" and new jobs credit and implementation of disability pay exclusion.


1978 - Change in treatment of capital gains, institution of residential energy and business energy investment credits, and alteration of treatment of income earned
abroad.


1979 -
Repeal of political contributions deduction, and nonbusiness State and local gasoline tax deduction.  Increase in the amount of political contributions credit,
personal exemption amount, and the zero-bracket amount.  Widening of tax brackets and lowering of some tax rates.  Introduction of a tax on certain
unemployment compensation, expiration of the general tax credit, and introduction of the advance earned income credit and the alternative minimum tax.


1981 - Reduction in marginal tax rates by 23 percent, phased in over three years. Increase in the combined (for 1981 only) interest and dividend exclusion.
Introduction of an alternative tax on net capital gains.  Provided new deduction for two-earner married couples. 


1982 - Scheduled increases in accelerated depreciation deductions were repealed, a 10-percent withholding on dividends and interest paid to individuals was 
instituted, and the floor for medical expense deductions was raised from 3 percent to 5 percent of AGI.


1983 - Portions of social security benefits and railroad retirement benefits made taxable beginning in 1984.


1984 - Reduced long-term capital gain holding period from 1 year to 6 months.


1986 - 


Lowered top marginal tax rate to 28 percent, increase in standard deduction to $5,000 for married couples, increase of personal exemption to $2,000, and 
increased earned income tax credit.  Repealed two-earner deduction, long-term capital gains exclusion, State and local general sales tax deduction, income
averaging, and exclusion of unemployment benefits.  Limited IRA eligibility, consumer interest deduction, deductibility of passive losses, medical expenses 
deduction, deduction for business meals and entertainment, pension contributions, and miscellaneous expense deduction.


1990 - 
Increased top marginal tax rate to 31 percent and increased the AMT rate to 24 percent. Capped the capital gains rate at 28 percent. Limited the value
of high-income itemized deductions.  Created a temporary phase-out of personal exemptions for high-income taxpayers.  Expansion of the earned income
tax credit and created a low-income credit for costs of health insurance.


1993 - Introduction of new higher tax rates of 36 percent and 39.6 percent.  Increased exemption amounts and tax rates under AMT.  Expanded the earned
income tax credit to single workers with no children earning $9,000 or less.


1997 - 
Introduction of a child credit of $500 per child per year.  Introduction of the HOPE and Lifetime Learning nonrefundable education credits. Reduced capital
gains tax rates to 20 percent and 10 percent.  Extended AGI phase-outs for deductible IRAs, allowed tax-free withdrawals for first-time home purchases, 
created new Roth and Education IRAs.


2001 -
Reduction of tax rates and introduction of new 10-percent rate.  Doubled the child tax credit to $1,000 per child and made a portion of it refundable.
Lowered the "marriage penalties" by making the standard deduction and 15-percent tax bracket twice the size as for a single taxpayer.  Phased-in both 
the repeal of the personal exemption phase-out (PEP) and the repeal of the Pease cutback in itemized deductions, over 5 years.


2003 -
Accelerated provisions from 2001 tax law change.  Tax rate reductions scheduled for 2006, begin in 2003.  Accelerated increase in standard deduction for
joint filers to 2003, rather than gradually to 2009.  Increased AMT exemptions.  Reduction in adjusted net capital gains rates and beginning of taxation of 
dividends at the adjusted net capital gains rates. 


2005 - Increased exemption amounts for AMT.


Major Tax Law Changes Affecting Individuals, 1943-2005


 Figure A
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(AGI), positive sources of income less negative in-
come and statutory adjustments.  AGI has been used 
as the basis for grouping individual tax data since 
1944.  Prior to 1944, individual tax statistics were 
based on the concept of net income, positive sources 
of income less negative amounts and allowable de-
ductions.1  The differences in these two concepts 
make direct comparisons difficult.  However, a con-
cept of “total income,” positive sources of income 
less negative amounts (as provided in the tax law for 
a particular year), can be constructed for the entire 
90-plus-year period of the individual income tax.2  
Table 1 shows total income, as well as major sources 
of income, and tax items from 1913-2005.  


Taxpayers reported $3.9 billion in total income 
for the first year of the income tax in 1913.  In the 
92 years since 1913, total income has climbed to 
more than $7.5 trillion for 2005, the most recent year 
for which SOI has statistics.  For most years, total 
income reported in current dollars has grown.  As 
expected, total income declined for a few years in a 
row, 1929-1932, due to the Great Depression that be-
gan in the United States with the stock market crash 
of 1929.  However, in the 73-year period since 1932, 


total income has grown in all but 4 years, 1938, 
1949, 2001, and 2002.  For the 2 most recent years 
during which total income fell, 2001 and 2002, the 
decline was mainly due to large declines in net capi-
tal gain (less loss).


Table 1A presents total income, major sources of 
income, and tax items from 1913-2005 in constant 
dollars.3  The constant-dollar total income amounts 
provided in Table 1A show that, in real terms, total 
income reported on individual income tax returns 
has grown throughout the majority of the last 90-plus 
years.  Total income in real terms fell in only 19 of 
the last 90 years, including 4 consecutive years dur-
ing the Great Depression.  In Figure C, total income 
in current dollars is compared with total income in 
constant dollars from 1915 to 2005.  Generally, Fig-
ure C shows that total income during that 90-year pe-
riod has grown steadily in both real and current dol-
lars.  However, when looking at year-to-year changes 
in total income, constant-dollar total income more 
clearly depicts the changes in the U.S. economy.  For 
example, the recessions of 1973-1975, 1991, and 
2001 are apparent when looking at total income in 
real terms.4 
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 Figure B


1  In general, allowable deductions included, but were not limited to, items such as interest paid, taxes paid, charitable contributions, losses from fires and storms, and bad 
debts.  See appropriate SOI reports for those deductions allowable in a specific year.
2  For each tax year, the total income figure was derived by adding the positive amounts of income less the net loss amounts of income for data shown in the applicable SOI 
report.
3  U.S. Department of Labor, Bureau of Labor Statistics, Monthly Labor Review.  The Consumer Price Index (CPI-U) for each calendar year represents an annual average of 
monthly indices (2005=100). 
4  Business Cycle Expansions and Contractions (see http://www.nber.org/cycles/).
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Figure C - Hollenbeck/Kahr
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Average total income from 1945 to 2005 in cur-
rent versus constant dollars is shown in Figure D.  
Average income for this article is calculated by divid-
ing total income by the number of returns for a par-
ticular year.  For the period 1945 to 2005, the lowest 
average income, in constant dollars, was $23,800 
for 1947.  One of the main reasons for the decline 
in average income before 1947 was the increase in 
the number of returns filed with lower income due 
to lower income filing requirements introduced for 
1940.  Prior to that period, only upper income people 
were taxed.  The graph of constant-dollar average in-
come shows that average income generally increased 
from the late 1940s through the early 1970s.  Then, 
in the period from the mid 1970s to the early 1990s, 
average income stayed in the low- to mid-$40,000 
range before climbing again for 7 straight years 
from 1994 through 2000.  Average income for 2000 
reached $56,315, the highest average income during 
the 1945 to 2005 period.    


Sources of Income
The main items that make up total income have 
largely stayed the same throughout the years.  Sala-
ries and wages have been the largest component 
of total income in every year except the first year 
of SOI statistics, 1916.  In 1916, both dividends 
and business income were larger than salaries and 
wages.  Even with salaries and wages as the largest 
component of total income in every year since 1917, 
salaries and wages as a percentage of total income 
has varied from a low of 26.7 percent of total income 
in 1917 to a high of 83.2 percent in 1970.  For the 
majority of the years in the 1950s, 1960s, 1970s, and 
early 1980s, salaries and wages as a percentage of to-
tal income stayed in the low 80-percent range.  While 
salaries and wages are still by far the largest source 
of total income, in the last 20 years, there has been a 
downward trend in their percentage of total income.5  
At almost $5.2 trillion for 2005, salaries and wages 
made up only 68.4 percent of total income (Figure 
E).  Along with the decline in the share of salaries 
and wages in total income, there has been an upward 
trend in the share of business income, capital gains, 
and other income in total income.  The percentage of 
total income that these sources of income represent 
is still small in comparison to salaries and wages. 
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However, from 1995 to 2005, business income has 
grown from 3.2 percent of total income to 8.9 per-
cent; capital gains has increased from 2.8 percent to 
8.9 percent; and other income has increased from 3.8 
percent to 9.4 percent.


Average Tax Rate
The average individual income tax rate is calculated 
by dividing income tax by the total income for a tax 
year.  For this article, individual income tax before 
credits is used to calculate the average tax rate.  Most 
of the fluctuations in the average tax rate during the 
past 90-plus years can be attributed to tax law chang-
es affecting the definition of income reported on a tax 
return and to how tax before credits was calculated 
on that income.  For nearly the first 30 years of the 
modern income tax system, the average tax rate fluc-
tuated between less than 1.0 percent and 7.1 percent.  
During the Great Depression, the average tax rate 
dropped to just over 2.1 percent for 1931.


Throughout the early 1940s, several tax laws 
were passed to increase individual income tax rates.  
These changes in law resulted in average tax rates 
reaching double digits for the first time in 1942 
and rising to more than 14.2 percent by 1945, as il-
lustrated in Figure F.  After World War II, tax rates 
fell to a low of 9.1 percent in 1949.  Since 1955, the 


average tax rate has ranged between approximately 
11.6 percent and 16.1 percent.   During the 1950s and 
early 1960s, there were gradual increases in the aver-
age tax rate up to 13.3 percent in 1963.  The Revenue 
Act of 1964, which reduced tax rates and introduced 
a minimum standard deduction, helped lower the av-
erage tax rate to 11.6 percent for 1965.  A 10-percent 
income tax surcharge was created in 1968 in order 
to help pay for the Vietnam War, which resulted in a 
rise in the average tax rate to a high of almost 14.5 
percent in 1969.  


During the 1970s, the U.S. economy experi-
enced a period of high inflation, resulting in higher 
total and average tax burdens for individuals.  This 
increase in the average tax rate continued until reach-
ing an all-time high of 16.1 percent in 1981.  The av-
erage tax rates steadily declined after the Economic 
Recovery Tax Act of 1981 was passed.  Then, tax 
rate increases created under the Omnibus Budget 
Reconciliation Acts of 1990 and 1993, combined 
with strong U.S. economic growth, resulted in steady 
average tax rate increases throughout the 1990s, 
reaching a high of 15.9 percent in 2000.   The reduc-
tion of tax rates from the Economic Growth and Tax 
Relief Reconciliation Act of 2001 (EGTRRA) and 
the acceleration of those tax rate reductions under 
the Jobs and Growth Tax Relief Reconciliation Act 


Figure F - Hollenbeck/Kahr
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of 2003 (JGTRRA) is clear in Figure F, as the aver-
age rates declined to 12.6 percent for 2003.  For 2004 
and 2005, these increased slightly to 13.1 percent.


Alternative Minimum Tax
The alternative minimum tax (AMT), also known 
as the minimum tax for tax preferences in its early 
years, was first introduced in 1970 and was created 
to ensure that high-income Americans were not us-
ing combinations of tax preferences to completely 
eliminate their tax liability.  Essentially, the alterna-
tive minimum tax is a parallel tax that computes its 
own income amount and is taxed at a different rate 
than the regular income tax.  The AMT did not grow 
very much for the first few years, but, as shown in 
Figure G, increased as a result of the Tax Reform 
Act of 1976, which expanded the definition of tax 
preferences, reduced deductions from tax prefer-
ences, and raised the tax rate on the tax preferences.  
Over the next 10 years, the alternative minimum tax 
grew nearly seven-fold to reach just over $6.7 bil-
lion before falling to $1.7 billion in 1987 as a result 
of changes in the Tax Reform Act of 1986.  More 
recently, there has been a general upward trend in the 
growth of the alternative minimum tax.  However, 


the alternative minimum tax declined for 2001, par-
tially as a result of an increase in the AMT exemp-
tion amount.  But, since 2001, the AMT has grown 
from $6.7 billion to slightly more than $17.4 billion 
for 2005, an increase of nearly 158 percent in just  
4 years.
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Data Sources and Limitations
Throughout the 90-plus years that SOI has been 
producing individual tax return data, the data have 
mostly been based on stratified probability samples 
of unaudited individual income tax returns.  A gen-
eral description of sampling procedures and data 
limitations applicable to SOI tabulations is contained 
in the Appendix of this publication.  In addition, see 
the applicable SOI report for more information on 
data sources and limitations for a specific year. 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)


1913 358  3,900  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  28  28  N/A  
1914 358  4,000  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  41  41  N/A  
1915 337  4,600  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  68  68  N/A  
1916 437  6,299  1,851  667  2,136  2,637  N/A  -992  173  173  N/A  
1917 3,473  13,652  3,648  936  2,849  3,640  N/A  2,579  795  795  N/A  
1918 4,425  15,925  8,267  1,403  2,469  4,339  N/A  -553  1,128  1,128  N/A  
1919 5,333  19,859  10,756  1,500  2,454  5,709  N/A  -560  1,270  1,270  N/A  
1920 7,260  23,736  15,323  1,709  2,736  4,922  N/A  -954  1,075  1,075  N/A  
1921 6,662  19,577  13,813  1,690  2,477  3,707  462  -2,572  719  719  N/A  
1922 6,787  21,761  13,694  1,738  2,664  4,267  742  -1,344  861  861  N/A  
1923 7,698  25,313  14,193  2,183  3,120  6,399  866  -1,448  662  662  N/A  
1924 7,370  26,189  13,618  2,281  3,251  6,565  1,124  -650  735  704  N/A  
1925 4,171  22,337  9,742  1,814  3,465  5,516  940  860  759  735  N/A  
1926 4,138  22,442  9,994  1,936  4,012  5,306  1,287  -93  757  732  N/A  
1927 4,102  23,854  10,218  2,026  4,255  5,043  1,585  727  856  830  N/A  
1928 4,144  27,338  10,945  2,143  4,440  5,223  1,708  2,879  1,199  1,164  N/A  
1929 4,133  26,692  11,373  2,210  5,081  5,282  1,341  1,405  1,024  1,002  N/A  
1930 3,852  17,047  10,206  1,940  4,632  3,101  676  -3,508  502  477  N/A  
1931 3,411  12,221  8,631  1,337  3,600  2,016  990  -4,353  264  246  N/A  
1932 4,083  10,671  8,356  1,307  2,189  1,229  325  -2,735  330  330  N/A  
1933 3,892  11,473  7,565  1,106  1,711  1,746  232  -887  374  374  N/A  
1934 4,198  14,957  8,681  995  2,041  2,125  18  1,097  511  511  N/A  
1935 4,670  17,193  9,972  98  2,288  2,387  363  2,085  657  657  N/A  
1936 5,486  21,773  11,718  955  3,228  3,210  852  1,810  1,214  1,214  N/A  
1937 6,350  24,120  14,206  856  3,248  3,359  158  2,293  1,142  1,142  N/A  
1938 6,251  21,436  13,307  823  2,212  3,120  -176  2,150  766  766  N/A  
1939 7,652  25,363  16,491  832  2,544  3,674  321  1,501  929  929  N/A  
1940 14,711  40,155  27,707  1,003  2,999  5,407  332  2,707  1,496  1,496  N/A  
1941 25,870  63,433  47,140  1,029  3,299  8,455  430  3,080  3,908  3,908  N/A  
1942 36,619  85,780  65,617  982  2,833  12,833  112  3,403  8,927  8,927  N/A  
1943 43,722  106,555  82,755  886  2,780  15,717  595  3,822  14,590  14,590  N/A  
1944 47,111  116,465  91,125  [2] n.a.  [2] 3,924  17,250  917  3,249  16,224  16,216  N/A  
1945 49,932  120,009  91,700  [2] n.a.  [2] 3,925  19,003  2,114  3,267  17,061  17,050  N/A  
1946 52,817  134,083  99,174  1,067  3,674  23,267  3,068  3,833  16,091  16,076  N/A  
1947 55,099  149,736  114,804  1,125  4,295  23,295  2,154  4,063  18,092  18,076  N/A  
1948 52,072  163,516  125,881  1,293  4,971  24,506  2,201  4,664  15,442  15,442  N/A  
1949 51,814  160,574  124,883  1,528  5,246  21,705  1,604  5,608  14,538  14,538  N/A  
1950 53,060  179,148  139,073  1,595  6,157  23,429  2,927  5,967  18,375  18,375  N/A  
1951 55,447  202,337  160,482  1,702  6,056  24,878  2,997  6,222  24,439  24,439  N/A  
1952 56,529  215,290  174,339  1,847  5,860  24,754  2,470  6,020  27,822  28,020  N/A  
1953 57,838  228,708  187,734  2,043  5,828  24,951  2,075  6,077  29,450  29,657  N/A  
1954 56,747  229,573  185,953  2,370  7,048  25,452  3,352  5,398  26,873  26,967  N/A  
1955 58,250  248,974  200,712  2,584  7,851  27,454  4,751  5,622  29,982  30,077  N/A  
1956 59,197  268,268  215,618  2,872  8,606  30,137  4,553  6,482  33,134  33,265  N/A  
1957 59,825  280,895  228,077  3,319  9,124  29,698  3,485  7,192  34,816  34,975  N/A  
1958 59,085  281,777  227,551  3,659  9,741  29,906  4,330  6,590  34,755  34,925  N/A  
1959 60,271  305,772  247,370  4,395  9,356  30,994  6,275  7,382  39,092  39,347  N/A  
1960 61,028  316,141  257,918  5,057  9,530  30,038  5,300  8,298  39,909  40,298  N/A  


Footnotes at end of table.
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)


1961 61,499  330,617  266,902  5,683  9,890  31,578  7,621  8,943  42,714  43,066  N/A  
1962 62,712  349,484  283,373  7,155  10,640  33,269  5,771  9,276  45,691  45,790  N/A  
1963 63,943  369,675  299,443  9,212  11,452  33,184  6,449  9,935  49,117  49,216  N/A  
1964 65,376  399,539  323,266  10,125  11,917  35,358  7,939  10,934  47,896  48,185  N/A  
1965 67,596  432,344  347,150  11,296  12,961  38,559  10,180  12,198  50,144  50,632  N/A  
1966 70,160  472,132  381,067  13,225  13,998  40,984  9,941  12,917  56,773  51,627  N/A  
1967 71,651  509,151  411,646  14,899  14,202  42,280  13,682  12,442  63,655  64,525  N/A  
1968 73,729  559,760  451,505  16,782  15,222  45,503  17,990  12,758  77,440  78,419  N/A  
1969 75,834  603,546  498,865  19,626  15,740  45,842  14,853  8,620  87,336  88,524  N/A  
1970 74,280  639,358  531,884  22,021  15,807  44,242  9,007  16,397  84,156  85,767  122  
1971 74,576  682,467  564,967  24,731  15,671  45,029  13,155  18,914  85,942  87,469  169  
1972 77,573  755,540  622,599  27,400  16,794  49,616  17,076  22,055  94,442  95,949  216  
1973 80,693  837,813  687,179  32,174  18,734  56,489  16,672  26,565  109,394  111,175  182  
1974 83,340  918,626  758,628  39,543  20,887  55,055  13,470  31,043  125,079  127,003  143  
1975 82,229  962,887  795,399  43,434  21,892  53,736  14,072  34,354  127,432  127,939  144  
1976 84,670  1,070,180  880,998  48,588  24,461  59,637  18,562  37,934  144,186  145,749  1,000  
1977 86,635  1,177,821  969,403  54,603  27,020  63,271  20,777  42,747  162,587  164,024  1,323  
1978 89,772  1,324,811  1,090,292  61,223  30,206  75,156  23,231  44,703  193,555  193,185  1,514  
1979 92,694  1,490,173  1,229,251  73,875  33,483  69,013  28,448  56,103  220,099  220,100  1,175  
1980 93,902  1,642,346  1,349,843  102,009  38,761  64,558  29,660  57,515  256,294  256,251  1,263  
1981 95,396  1,804,046  1,486,100  140,559  48,161  52,934  30,819  45,473  290,207  291,127  1,827  
1982 95,337  1,917,023  1,564,995  157,021  54,045  48,815  34,404  57,743  283,932  284,708  1,069  
1983 96,321  2,023,983  1,644,573  153,805  48,557  59,832  49,408  67,808  279,842  282,318  2,521  
1984 99,439  2,229,649  1,807,138  176,369  48,641  68,498  54,519  74,484  306,686  312,534  4,490  
1985 101,660  2,401,034  1,928,201  182,109  55,046  76,246  68,278  91,154  332,165  338,765  3,792  
1986 103,045  2,580,689  2,031,026  167,640  61,623  84,564  132,842  102,994  367,592  381,224  6,713  
1987 106,996  2,803,941  2,163,906  168,966  66,791  129,775  137,399  137,104  373,857  384,538  1,675  
1988 109,708  3,111,222  2,337,984  186,982  77,330  183,403  152,841  172,682  418,889  430,733  1,028  
1989 112,136  3,280,931  2,449,531  220,016  81,309  195,830  145,631  188,614  438,240  451,873  831  
1990 113,717  3,439,402  2,599,401  227,084  80,169  208,452  113,159  211,137  453,128  468,631  830  
1991 114,730  3,499,250  2,674,261  209,411  77,284  205,054  102,776  230,464  454,503  471,083  1,213  
1992 113,605  3,664,594  2,805,703  162,343  77,926  241,654  118,230  258,738  482,631  500,020  1,357  
1993 114,602  3,759,964  2,892,120  131,141  79,729  248,573  144,172  264,229  508,894  526,819  2,053  
1994 115,943  3,946,621  3,026,778  126,169  82,410  280,589  142,288  288,387  541,571  561,042  2,212  
1995 118,218  4,230,493  3,201,457  154,781  94,592  295,096  170,415  314,152  596,169  615,806  2,291  
1996 120,351  4,578,621  3,376,872  165,673  104,255  323,684  251,817  356,320  666,724  687,332  2,813  
1997 122,422  5,016,905  3,613,918  171,700  120,493  355,064  356,083  399,647  739,482  762,258  4,005  
1998 124,771  5,467,504  3,879,762  178,334  118,480  389,755  446,084  455,089  813,569  821,899  5,015  
1999 127,075  5,912,167  4,132,473  175,675  132,466  419,486  542,758  509,309  906,812  912,464  6,478  
2000 129,374  6,423,986  4,456,167  199,322  146,988  426,779  630,542  564,188  1,018,219  1,017,471  9,601  
2001 130,255  6,231,177  4,565,229  198,178  119,533  441,883  326,527  579,827  933,567  925,435  6,757  
2002 130,076  6,110,747  4,559,691  149,025  103,241  458,751  238,789  601,250  836,843  834,915  6,854  
2003 130,424  6,294,684  4,649,900  127,160  115,141  483,712  294,354  624,417  790,006  787,584  9,470  
2004 132,226  6,886,852  4,921,806  125,474  146,839  563,210  473,662  655,861  884,343  874,010  13,029  
2005 134,373  7,531,892  5,155,407  162,433  166,482  672,028  668,015  707,527  990,152  980,259  17,421  


[2] For 1944 and 1945 the total amounts for interest and dividend income were combined in the SOI reports and shown as dividend income.
NOTES: Detail may not add to totals because of rounding.  Data from 1913-1981 are taken directly from Paris, David and Cecelia Hilgert, "70th Year of Individual Income and Tax 
Statistics, 1913-1982," Statistics of Income Bulletin, Winter 1983-1984, Volume 3, Number 3.  Data for 1982-2005 are from Statistics of Income—Individual Income Tax Returns (IRS
Publication 1304), various years.


N/A—Not applicable.
n.a.—Not available.


[1] Business net income less loss is sole proprietorship (Schedule C) plus partnership and S corporation income less loss (Schedule E).


Table 1.  All Individual Income Tax Returns: Sources of Income and Tax Items, Tax Years 
1913-2005—Continued
(All figures are estimates based on samples—number of returns are in thousands, money amounts are in millions of current dollars)
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)


1913 358  76,936  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  552  552  
1914 358  78,120  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  801  801  
1915 337  88,949  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  1,315  1,315  
1916 437  112,862  33,165  11,951  38,272  47,248  N/A  -17,774  3,100  3,100  
1917 3,473  208,300  55,661  14,281  43,470  55,538  N/A  39,350  12,130  12,130  
1918 4,425  205,970  106,924  18,146  31,933  56,120  N/A  -7,152  14,589  14,589  
1919 5,333  224,189  121,425  16,934  27,703  64,449  N/A  -6,322  14,337  14,337  
1920 7,260  231,782  149,629  16,688  26,717  48,063  N/A  -9,316  10,497  10,497  
1921 6,662  213,597  150,708  18,439  27,026  40,446  5,041  -28,062  7,845  7,845  
1922 6,787  252,972  159,193  20,204  30,969  49,604  8,626  -15,624  10,009  10,009  
1923 7,698  289,101  162,099  24,932  35,634  73,083  9,891  -16,538  7,561  7,561  
1924 7,370  299,106  155,532  26,051  37,130  74,979  12,837  -7,424  8,394  8,040  
1925 4,171  249,281  108,721  20,244  38,669  61,559  10,490  9,598  8,470  8,203  
1926 4,138  247,623  110,273  21,362  44,268  58,546  14,201  -1,026  8,353  8,077  
1927 4,102  267,741  114,688  22,740  47,759  56,603  17,790  8,160  9,608  9,316  
1928 4,144  312,229  125,003  24,475  50,709  59,652  19,507  32,881  13,694  13,294  
1929 4,133  304,851  129,892  25,241  58,030  60,326  15,316  16,047  11,695  11,444  
1930 3,852  199,358  119,355  22,688  54,169  36,265  7,906  -41,025  5,871  5,578  
1931 3,411  157,024  110,897  17,179  46,255  25,903  12,720  -55,930  3,392  3,161  
1932 4,083  152,120  119,119  18,632  31,205  17,520  4,633  -38,989  4,704  4,704  
1933 3,892  172,360  113,650  16,616  25,704  26,230  3,485  -13,325  5,619  5,619  
1934 4,198  217,993  126,522  14,502  29,747  30,971  262  15,988  7,448  7,448  
1935 4,670  245,094  142,156  1,397  32,617  34,028  5,175  29,723  9,366  9,366  
1936 5,486  305,918  164,642  13,418  45,355  45,102  11,971  25,431  17,057  17,057  
1937 6,350  327,128  192,669  11,610  44,051  45,556  2,143  31,099  15,488  15,488  
1938 6,251  296,911  184,316  11,399  30,639  43,215  -2,438  29,780  10,610  10,610  
1939 7,652  356,359  231,704  11,690  35,744  51,621  4,510  21,090  13,053  13,053  
1940 14,711  560,162  386,513  13,992  41,836  75,428  4,631  37,763  20,869  20,869  
1941 25,870  842,753  626,289  13,671  43,830  112,331  5,713  40,920  51,921  51,921  
1942 36,619  1,027,781  786,196  11,766  33,944  153,760  1,342  40,773  106,960  106,960  
1943 43,722  1,202,901  934,223  10,002  31,383  177,429  6,717  43,147  164,707  164,707  
1944 47,111  1,292,364  1,011,177  [3] n.a.  [3] 43,543  191,416  10,176  36,053  180,031  179,942  
1945 49,932  1,302,098  994,945  [3] n.a.  [3] 42,586  206,183  22,937  35,447  185,112  184,993  
1946 52,817  1,342,893  993,266  10,686  36,797  233,028  30,727  38,389  161,158  161,007  
1947 55,099  1,311,365  1,005,436  9,853  37,615  204,014  18,864  35,583  158,447  158,307  
1948 52,072  1,325,090  1,020,106  10,478  40,284  198,590  17,836  37,796  125,138  125,138  
1949 51,814  1,317,651  1,024,775  12,539  43,048  178,109  13,162  46,019  119,297  119,297  
1950 53,060  1,451,768  1,127,011  12,925  49,895  189,862  23,720  48,355  148,906  148,906  
1951 55,447  1,519,862  1,205,467  12,785  45,490  186,872  22,512  46,737  183,574  183,574  
1952 56,529  1,586,647  1,284,846  13,612  43,187  182,432  18,203  44,366  205,043  206,502  
1953 57,838  1,672,909  1,373,200  14,944  42,630  182,507  15,178  44,451  215,415  216,929  
1954 56,747  1,666,751  1,350,060  17,207  51,170  184,787  24,336  39,191  195,104  195,786  
1955 58,250  1,814,352  1,462,651  18,830  57,213  200,066  34,622  40,969  218,488  219,181  
1956 59,197  1,926,204  1,548,169  20,621  61,792  216,388  32,691  46,542  237,907  238,848  
1957 59,825  1,952,270  1,585,176  23,068  63,413  206,406  24,221  49,986  241,977  243,082  
1958 59,085  1,904,189  1,537,741  24,727  65,828  202,098  29,261  44,534  234,867  236,016  
1959 60,271  2,052,140  1,660,184  29,496  62,791  208,011  42,114  49,543  262,360  264,071  
1960 61,028  2,085,890  1,701,736  33,366  62,879  198,190  34,969  54,750  263,319  265,885  
1961 61,499  2,159,515  1,743,343  37,120  64,599  206,260  49,779  58,414  278,998  281,297  
1962 62,712  2,260,074  1,832,541  46,271  68,808  215,147  37,320  59,987  295,479  296,119  
1963 63,943  2,359,396  1,911,151  58,794  73,091  211,792  41,160  63,409  313,482  314,114  


Footnotes at end of table.


Dividends
Income tax 


before credits
Total tax 
liability


Major sources of income


Business net 
income less 


loss [2]


Net capital 
gain less loss


All other 
income


Table 1a.  All Individual Income Tax Returns: Sources of Income and Tax Items, Tax Years 1913-2005, 
in 2005 Constant Dollars [1]
(All figures are estimates based on samples—number of returns are in thousands, money amounts are in millions of constant dollars)


Number of 
returnsTax year Total income Salaries and 


wages Interest







Ninety Years of Individual Income and Tax Statistics, 1916-2005
Statistics of Income Bulletin   |   Winter 2008


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)


1964 65,376  2,517,096  2,036,576  63,788  75,077  222,755  50,016  68,884  301,745  303,566  
1965 67,596  2,680,533  2,152,330  70,035  80,358  239,066  63,116  75,628  310,893  313,918  
1966 70,160  2,845,907  2,296,987  79,717  84,377  247,042  59,922  77,861  342,215  311,196  
1967 71,651  2,977,161  2,407,020  87,119  83,043  247,224  80,003  72,752  372,210  377,297  
1968 73,729  3,141,412  2,533,877  94,182  85,427  255,366  100,961  71,599  434,599  440,093  
1969 75,834  3,211,786  2,654,723  104,440  83,761  243,949  79,041  45,872  464,761  471,083  
1970 74,280  3,218,212  2,677,241  110,843  79,565  222,692  45,337  82,534  423,600  431,709  
1971 74,576  3,291,008  2,724,396  119,258  75,569  217,140  63,436  91,208  414,431  421,795  
1972 77,573  3,530,071  2,908,937  128,020  78,466  231,818  79,783  103,046  441,257  448,298  
1973 80,693  3,685,245  3,022,659  141,522  82,404  248,475  73,334  116,850  481,186  489,020  
1974 83,340  3,639,101  3,005,275  156,648  82,743  218,098  53,361  122,976  495,496  503,117  
1975 82,229  3,495,387  2,887,387  157,670  79,470  195,068  51,083  124,709  462,592  464,433  
1976 84,670  3,673,219  3,023,882  166,770  83,958  204,694  63,711  130,202  494,895  500,260  
1977 86,635  3,795,849  3,124,165  175,973  87,079  203,908  66,960  137,764  523,981  528,612  
1978 89,772  3,968,337  3,265,859  183,387  90,479  225,122  69,586  133,903  579,774  578,666  
1979 92,694  4,008,689  3,306,787  198,730  90,072  185,651  76,527  150,922  592,085  592,087  
1980 93,902  3,892,599  3,199,324  241,776  91,869  153,012  70,299  136,319  607,454  607,352  
1981 95,396  3,876,020  3,192,908  301,993  103,475  113,729  66,215  97,699  623,514  625,491  
1982 95,337  3,879,737  3,167,290  317,784  109,378  98,793  69,628  116,862  574,631  576,202  
1983 96,321  3,968,714  3,224,750  301,588  95,213  117,321  96,881  132,961  548,726  553,581  
1984 99,439  4,191,053  3,396,863  331,519  91,430  128,755  102,479  140,007  576,475  587,468  
1985 101,660  4,358,011  3,499,792  330,538  99,912  138,391  123,928  165,450  602,898  614,877  
1986 103,045  4,598,618  3,619,155  298,723  109,808  150,687  236,716  183,529  655,025  679,316  
1987 106,996  4,820,508  3,720,166  290,485  114,826  223,108  236,215  235,708  642,731  661,094  
1988 109,708  5,136,278  3,859,749  308,686  127,663  302,778  252,323  285,079  691,539  711,092  
1989 112,136  5,167,466  3,858,011  346,525  128,062  308,432  229,369  297,067  690,228  711,700  
1990 113,717  5,139,367  3,884,185  339,323  119,793  311,482  169,089  315,494  677,092  700,257  
1991 114,730  5,017,647  3,834,678  300,279  110,819  294,031  147,373  330,467  651,721  675,496  
1992 113,605  5,101,178  3,905,587  225,984  108,474  336,387  164,578  360,168  671,831  696,036  
1993 114,602  5,081,806  3,908,865  177,245  107,758  335,961  194,857  357,121  687,799  712,026  
1994 115,943  5,200,911  3,988,730  166,267  108,601  369,764  187,509  380,040  713,690  739,349  
1995 118,218  5,421,360  4,102,655  198,351  121,219  378,164  218,386  402,585  763,988  789,153  
1996 120,351  5,699,201  4,203,334  206,220  129,771  402,903  313,447  443,526  829,899  855,551  
1997 122,422  6,104,683  4,397,496  208,928  146,619  432,050  433,290  486,299  899,818  927,533  
1998 124,771  6,550,942  4,648,574  213,673  141,958  466,989  534,480  545,269  974,785  984,766  
1999 127,075  6,930,650  4,844,370  205,938  155,286  491,750  636,258  597,047  1,063,028  1,069,653  
2000 129,374  7,285,740  5,053,946  226,060  166,706  484,030  715,127  639,872  1,154,809  1,153,961  
2001 130,255  6,871,535  5,034,383  218,544  131,817  487,294  360,083  639,414  1,029,507  1,020,539  
2002 130,076  6,633,846  4,950,015  161,782  112,079  498,022  259,230  652,719  908,479  906,386  
2003 130,424  6,681,260  4,935,465  134,969  122,212  513,418  312,431  662,764  838,523  835,952  
2004 132,226  7,120,181  5,088,559  129,725  151,814  582,292  489,710  678,082  914,305  903,622  
2005 134,373  7,531,892  5,155,407  162,433  166,482  672,028  668,015  707,527  990,152  980,259  


n.a.—Not available.
N/A—Not applicable.


All other 
incomeInterest Dividends


Business net 
income less 


loss [2]


Net capital 
gain less loss


[3] For 1944 and 1945 the total amounts for interest and dividend income were combined in the SOI reports and shown as dividend income.


[1] Based upon the Consumer Price Index as Published by the U.S. Department of Labor, Bureau of Labor Statistics.


Major sources of income
Income tax 


before credits
Total tax 
liabilitySalaries and 


wages


NOTES: Detail may not add to totals because of rounding.


Tax year Number of 
returns Total income


Table 1a.  All Individual Income Tax Returns: Sources of Income and Tax Items, Tax Years 1913-2005, 
in 2005 Constant Dollars [1]—Continued
(All figures are estimates based on samples—number of returns are in thousands, money amounts are in millions of constant dollars)


[2] Business net income less loss is sole proprietorship (Schedule C) plus partnership and S corporation income less loss (Schedule E).
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Introduction 
 
Since 1979, the annual SOI Individual Income Tax 
Return Cross-Sectional Sample has had at least one 
Continuous Work History Sample (CWHS) Social 
Security Number (SSN) ending embedded in the 
sampling framework.   The CWHS utilizes a feature 
of the SSN numbering system where the last four 
digits of the number have the properties of a random 
number.  Thus, by sampling on the last four digits, a 
random sample can be obtained.1  The CWHS sample 
was embedded in the sample in order to create an 
occupational match study with the Social Security 
Administration.  It was envisioned that the study 
would be repeated and eventually longitudinal 
occupation data could be produced.2  The match 
study never came to fruition, but the CWHS sample 
remained embedded in the annual SOI cross-sectional 
sample.  Limited use was made of the longitudinal 
aspects of the CWHS portion of the SOI sample until 
the mid-1980’s when a tax return panel was created.  
This panel, which began with 1979 data, was then 
made into a public-use file.  Data for the public-use 
file was released through Tax Year 1990.  SOI 
stopped the public release of data beyond 1990 due to 
disclosure concerns.   Subsequently, SOI turned its 
attention to the creation of stratified panels: a 1985-
2001 Sales of Capital Assets Panel, a 1987-1996 
based Family Panel, and two ongoing 1999 based 
panels.  The 1979-1990 CWHS panel was never 
updated, until now.      
 


The Cross-Sectional Problem 
 
Before turning to the 1979-2002 CWHS Panel, one 
cross-sectional issue needs to be addressed.  Table 1 
shows the weighted total return counts for the SOI 
Individual Income Tax Return Cross-Sectional 
Sample and the CWHS subsample for the SOI years 
1979-20023.  An interesting feature of this table is 
that the CWHS cross-sectional totals are always less 
than the full SOI cross-sectional totals.  One would 
expect some random differences between two 
samples with the CWHS cross-section sometimes 
estimating more and sometimes fewer tax returns 


than the full SOI cross-section.  But one would not 
expect the CWHS cross-section total to always be 
less than the full SOI cross-section.  However, since 
the CWHS sample involves the same SSN’s each 
year, and since the SOI sample is based on a 
transformed SSN, both of these samples in a given 
year have a high degree of overlap with the samples 
in all other years.  Thus, if there were some systemic 
error involved with the CWHS sample as compared 
to the full SOI sample, one would expect that same 
error, and the sign of the error to occur from year to 
year.   The question then becomes what is the source 
of this consistent shortfall in the CWHS.  One source 
of this shortfall may reside in the IRS issuance of 
Individual Taxpayer Identification Numbers or ITINs 
to individuals who do not have SSN’s.  The IRS 
system of issuance for ITINs may not produce 
numbers where the last four digits are random 
numbers.  While this is a possible explanation, the 
issue merits further research.  Interestingly, the 
difference between the CWHS and the full SOI cross-
section significantly diminished as the CWHS sample 
was expanded to five endings for SOI Year 1998.   
 


The Use of the Primary SSN as the unique panel 
identifier 


  
Panel files require the use of a unique control number 
to identify the temporal observations associated with 
the unit that is being followed.  Since taxpayers are 
required to provide their SSN’s on their tax returns, 
the SSN is a good candidate for this unique person 
control number.  In IRS computer systems, the use of 
the primary taxpayer SSN as a unique individual 
identifier is generally very accurate.  This is due to 
fact that IRS returns processing rules do not permit 
duplicate primary SSN’s to be “posted” or moved 
onto the IRS Individual Master File after the initial 
tax return transcription process has been completed.  
Thus, for a given tax year, there is one tax return for 
each primary SSN and one primary SSN for each tax 
return.  No system, however, is error-free and 
duplicate primary SSN’s do slip in4.  But for the 
entire 24 years of the panel, there were, 
approximately, only 700 cases or less than 0.1 
percent of the sample where a deletion was required 
due to multiple returns using the same primary SSN 
for the same tax year.   







 
Eliminating Tax Returns incorrectly linked to an 


SSN 
 
If one assumes that any taxpayer or IRS transcription 
errors found with primary SSN’s are random, then 
each tax return found in the SOI CWHS sample is a 
valid sample record for cross-sectional purposes.  
Some returns in the sample should not be there, but a 
like number of returns that should be there are not.  
Longitudinally, however, sampled returns bearing the 
same primary SSN are useful only if they actually 
represent the same individual.  Mistakes, intentional 
and unintentional, do occur in the use of SSN’s as 
unique personal identifiers on tax returns.  In a 
longitudinal, sample this situation must be corrected.  
The question then becomes how to identify these 
situations.  The most easily identifiable situation is 
where multiple returns show the same primary SSN 
for the same tax year.  Fortunately, as mentioned 
earlier, this problem accounts for only a very small 
portion of the sample. 
 
The next step is to identify and separate the true 
owner of the SSN from the incorrect user(s) of that 
SSN.  Fortunately, SOI has a few tools at its disposal 
for this purpose.  First, taxpayers are required to list 
their full names on the tax return; thus, a simple 
comparison of taxpayer names solves many 
problems.  Unfortunately, SOI did not retain the full 
name listed on the tax return until 1988, and then 
only for special studies.  For the CWHS panel, the 
full names for all members of the panel exist only for 
returns filed for SOI Year 1999 and later.  What has 
been retained for all years is the IRS-generated name 
control, which is derived from the full name listed on 
the return.   A name control is the first four digits of 
an individual’s last name.   
 
Second, IRS has access to an extract of the SSA’s 
Numident file, which contains information on all of 
the name controls legally used with a given SSN.  
This file also contains a date of birth, gender, and, if 
applicable, a date of death5.   As a general rule, for 
this paper, a taxpayer incorrectly uses an SSN when 
the name control listed for that SSN by SSA does not 
correspond to the name shown on the tax return, 
while a taxpayer correctly uses an SSN when the 
name control listed for that SSN by SSA does 
correspond to that shown on the return.   In most SSN 
multiple-use cases, the taxpayer who incorrectly uses 
the SSN is readily identifiable.  For example, for a 
year where two returns were filed using the same 
primary SSN, one return will have a name control 
that does not correspond to any of the valid SSA 
name controls, while the name control listed on the 


other return does correspond with a valid SSA name 
control.   
 
Once the duplicate return situation has been resolved 
for the particular tax year in question, the rest of the 
returns for the remaining tax years in that SSN 
sequence need to be checked because a taxpayer may 
have filed using an incorrect SSN for years without 
causing a multiple return problem.  This is most 
likely to occur due to one of three situations.  The 
first situation occurs when the age associated with the 
SSN is under 21.  If a taxpayer incorrectly uses a 
given SSN for a number of years, and then the true 
owner of the SSN enters the workforce after high 
school or college and begins to file returns as a 
primary taxpayer, multiple returns appear.  The 
returns in the sequence filed prior to the first filing by 
the true owner must be removed.  This can also 
happen in reverse when a taxpayer retires and 
perhaps is no longer required to file a tax return.   A 
third situation occurs when a single woman files as 
an unmarried person and thus reports her SSN in the 
primary position and then marries and files returns as 
the secondary taxpayer. While she is married, another 
taxpayer incorrectly uses her SSN.  If the woman 
subsequently divorces and again files as unmarried, a 
multiple return situation occurs.   Approximately 75 
returns were removed from the sample because, after 
finding at least one duplicate situation in a particular 
year, other returns in other years were found to have 
been filed by the same “incorrect” taxpayer but 
without causing a duplicate SSN problem. 
  
In all of these cases, multiple returns using the same 
SSN within a tax year trigger the review process.  A 
more difficult problem arises when multiples are not 
present but two different taxpayers are represented 
within the same longitudinal sequence of tax returns.  
This situation can be found by examining a sequence 
of returns using the same primary SSN but where the 
IRS name controls differ between years.  First let us 
examine the case of males.  Generally, males have 
only one SSA name control since men seldom change 
their last names.  Consequently, all CWHS SSN’s 
listed as Males were checked if the IRS name 
controls changed between any combinations of years.  
Once again, using the SSA name controls and the full 
name found on the tax return, this problem can be 
readily resolved.  Approximately 225 returns were 
removed as a result of this test. 
 
Returns where a woman is the owner of the primary 
SSN are more complicated because additional name 
controls are added to the SSA name control list when 
a woman changes her name due to marriage.  
Therefore, these returns were reviewed for name 







control problems only when an IRS name control did 
not match any of the valid SSA name controls. 
Approximately 500 returns were removed due to this  
check. 
 
In the end, as shown in table 2, 1,517 records were 
removed from the sample, or 0.23 percent of all 
sampled returns. 
 


An implication of removing “bad” returns 
 
As noted above, some returns selected for the SOI 
CWHS sample were selected because the SSN’s 
listed on the returns were incorrect.  In otherwords, 
the SSN’s were SOI CWHS SSN’s but they did not 
belong to the taxpayers who used them on the tax 
returns.  Over time, as taxpayers resolve these SSN 
problems and begin to use their correct SSN’s, they 
disappear from the CWHS sample.  If SOI was able 
to perform real-time SSN resolution, SOI could 
continue sampling those taxpayers using their correct 
SSN’s.  Since this is not currently possible, these 
individuals were removed from the sample since, at a 
minimum, their longitudinal observations are 
incomplete.  Conversely, individuals whose true 
SSN’s are SOI CWHS SSN’s but who filed returns 
using incorrect SSN’s are not included in the SOI 
CWHS sample, and no realistic attempt could have 
been made to find them and follow them as they 
continued to use incorrect SSN’s.  The net result of 
these two situations is that the weighted totals 
generated by the CWHS panel sample, when 
weighted using the inverse of the sampling rate, are 
shy of the true population totals.  It is possible that a 
post sampling weighting adjustment could be made 
for each possible base year of the panel, but such an 
attempt will require more research.  
 


The Gender Bias Problem 
 
A very unfortunate implication of a panel based on 
sampling primary SSN’s is that it produces a 
profound gender bias.  Table 3 shows the gender of 
the primary taxpayers in the SOI CWHS and of the 
spouses listed as secondary taxpayers on those 
CWHS returns that show a joint filing status.   Table 
4 shows the gender of just the primary taxpayers.   
The source of the difference between table 3 and 4 is 
shown in table 5;  Over 95 percent of joint returns are 
filed with the male listed as the primary taxpayer.  
This does not create a cross-sectional problem, as the 
total number of taxpayers (primary and secondary) by 
gender will still be correctly represented as shown in 
Table 3.   
 


Longitudinally, however, this is an enormous 
problem because taxpayers are followed solely on the 
basis of the primary SSN.  If taxpayers never change 
their marital status from an initial base year state the 
gender bias problem would not exist.  However, 
people do get married and divorced.  Thus, from a 
panel perspective, if one wishes to study individuals 
who never get married or who are married to the 
same person for the period under study, the gender 
bias created by sampling on primary SSN’s is not a 
problem.  For all other situations, the problem is 
inescapable.    
 
 


From Filer to Nonfiler to Death 
 
When analyzing a longitudinal sample, a user must 
always be aware of, and have a strategy for, dealing 
with missing observations and panel attrition.  The 
most important piece of information a user needs in 
order to develop such a strategy is an explanation of 
what happened to the missing observations.6   
Suppose a taxpayer files returns for 3 years then 
vanishes never to file again; what happened to this 
individual?  Did the individual die, retire, or marry?  
The answer to these questions affects the meaning of 
any analysis developed using a panel.   
 
One possible explanation is that the taxpayer was a 
woman who married and subsequently filed as the 
secondary taxpayer on a joint return.  As a result, she 
disappears from a panel of primary taxpayers.  This is 
the gender bias problem discussed above.  
Fortunately, for 2 base years, we are able to solve this 
problem.   In 1987 and in 1999, SOI began panels 
where the base year primary SSN’s were followed in 
future years whenever they appeared in either the 
primary or secondary positions.  But a limitation of 
these two panels is that, unlike the primary SSN-
based CWHS panel, in which any year from 1979 to 
2002 can be used as a base year, the beginning, or 
base year, is limited to 1987 and 1999.  In addition, 
the 1987 panel ended in 1996. 
 
There are other legitimate reasons why a taxpayer 
may disappear from the CWHS primary SSN panel, 
or any other tax return panel for that matter.  Two 
primary reasons are:  an income insufficient to 
require the filing of a tax return; and, death.  
Fortunately, we have some tools to help with these 
situations.  Someone once said there were only two 
things certain in life -- death and taxes-- but our 
income tax system provides a third possibility.  It is 
possible to be alive and be the recipient of income 
and not be required to file a tax return or pay income 
tax.  This situation occurs most often with individuals 







living on Social Security whose incomes are below 
the filing thresholds for the income tax system.  But 
for purposes of tax return panels, these individuals 
disappear.  Fortunately, IRS creates something called 
the Information Returns Master File, which contains 
information documents (Form W-2, Form 1099, 
Form 1098, etc.) that show whether an individual 
received any income from a variety of sources during 
a given year.  So, for individuals whose only source 
of income are Social Security Benefits, and thus do 
not file a tax returns, SOI has evidences that they are 
alive and receiving income.  Unfortunately, such data 
are only available for the years 1989, 1993, and 1996 
to the present.   The use of the IRMF has been the 
subject of previous ASA papers7.  Finally, the same 
SSA files that provide information on name control 
and gender also provide us with dates of death.   
 
 
 


The 1979-2002 SOI CWHS Primary SSN Panel -- 
The Conclusion 


  


To summarize:   
 
• SOI has created a panel of primary taxpayers that 


begins in 1979 and continues to the present.   
• Duplicate returns and erroneous returns have 


been removed to the extent possible. 
• Age, gender, and date of death information are 


available for these individuals.   
• Base year 1987 primary taxpayers are followed 


even if they file as secondary taxpayers through 
1996.   


• Base year 1999 primary taxpayers are followed 
in future years even if they file as secondary 
taxpayers. 


• Information Returns data are available for all 
individuals in this panel for the years 1989, 
1993, and 1996 through the current year. 


 
   
 
 
 


 


Table 1


CWHS Endings Unweighted Weighted SOI Complete SOI CR less SOI CR less
SOIYR * Endings in SOI Count Total Report (CR) CWHS total CWHS total %


1979 3 27,248           90,826,576      92,694,302         1,867,726       2.01%
1980 3 27,684           92,279,908      93,902,469         1,622,561       1.73%
1981 3 27,799           92,663,241      95,396,123         2,732,882       2.86%
1982 1 9,353             93,530,000      95,337,432         1,807,432       1.90%
1983 2 19,155           95,775,000      96,321,310         546,310          0.57%
1984 1 9,752             97,520,000      99,438,708         1,918,708       1.93%
1985 2 20,207           101,035,000    101,660,287       625,287          0.62%
1986 1 10,138           101,380,000    103,045,170       1,665,170       1.62%
1987 2 21,238           106,190,000    106,996,270       806,270          0.75%
1988 2 21,718           108,590,000    109,708,280       1,118,280       1.02%
1989 2 22,379           111,895,000    112,136,673       241,673          0.22%
1990 2 22,694           113,470,000    113,717,138       247,138          0.22%
1991 2 22,759           113,795,000    114,730,123       935,123          0.82%
1992 2 22,609           113,045,000    113,604,503       559,503          0.49%
1993 2 22,730           113,650,000    114,601,819       951,819          0.83%
1994 2 22,965           114,825,000    115,943,131       1,118,131       0.96%
1995 2 23,469           117,345,000    118,218,327       873,327          0.74%
1996 2 23,878           119,390,000    120,351,208       961,208          0.80%
1997 2 24,172           120,860,000    122,421,991       1,561,991       1.28%
1998 5 62,318           124,636,000    124,770,662       134,662          0.11%
1999 5 63,435           126,870,000    127,075,145       205,145          0.16%
2000 5 64,677           129,354,000    129,373,500       19,500           0.02%
2001 5 64,910           129,820,000    130,255,237 435,237          0.33%
2002 5 64,858           129,716,000    130,076,443 360,443          0.28%


* SOIYR is defined as the Calendar Year of IRS Processing minus one.  Thus, the returns filed and sample in 1980,
  of which most are for Tax Year 1979, are found in the SOYR 1979 Individual Income Tax Return File.


All Records







 


Table 2


Unweighted Weighted SOI Complete SOI CR less SOI CR less Records Weighted
SOIYR * Count Total Report (CR) CWHS total CWHS total % Deleted


1979 27,162           90,539,909          92,694,302         2,154,393        2.32% 86           430,000         
1980 27,566           91,886,575          93,902,469         2,015,894        2.15% 118         590,000         
1981 27,720           92,399,908          95,396,123         2,996,215        3.14% 79           395,000         
1982 9,303             93,030,000          95,337,432         2,307,432        2.42% 50           250,000         
1983 19,078           95,390,000          96,321,310         931,310           0.97% 77           385,000         
1984 9,694             96,940,000          99,438,708         2,498,708        2.51% 58           580,000         
1985 20,118           100,590,000        101,660,287       1,070,287        1.05% 89           445,000         
1986 10,084           100,840,000        103,045,170       2,205,170        2.14% 54           540,000         
1987 21,119           105,595,000        106,996,270       1,401,270        1.31% 119         595,000         
1988 21,634           108,170,000        109,708,280       1,538,280        1.40% 84           420,000         
1989 22,314           111,570,000        112,136,673       566,673           0.51% 65           325,000         
1990 22,641           113,205,000        113,717,138       512,138           0.45% 53           265,000         
1991 22,688           113,440,000        114,730,123       1,290,123        1.12% 71           355,000         
1992 22,537           112,685,000        113,604,503       919,503           0.81% 72           360,000         
1993 22,658           113,290,000        114,601,819       1,311,819        1.14% 72           360,000         
1994 22,906           114,530,000        115,943,131       1,413,131        1.22% 59           295,000         
1995 23,411           117,055,000        118,218,327       1,163,327        0.98% 58           290,000         
1996 23,835           119,175,000        120,351,208       1,176,208        0.98% 43           215,000         
1997 24,146           120,730,000        122,421,991       1,691,991        1.38% 26           130,000         
1998 62,269           124,538,000        124,770,662       232,662           0.19% 49           98,000           
1999 63,389           126,778,000        127,075,145       297,145           0.23% 46           92,000           
2000 64,645           129,290,000        129,373,500       83,500             0.06% 32           64,000           
2001 64,879           129,758,000        130,255,237 497,237           0.38% 31           62,000           
2002 64,835           129,670,000        130,076,443 406,443           0.31% 23           46,000           


* SOIYR is defined as the Calendar Year of IRS Processing minus one.  Thus, the returns filed and sample in 1980,
  of which most are for Tax Year 1979, are found in the SOYR 1979 Individual Income Tax Return File.


All Records Less Deleted Records Deleted Records


Table 3
SOI CWHS - Unweighted Taxpayer Counts by Gender


All 
SOI Year Taxpayers Male Female Percent Male


1979 40,434    20,137    20,131      49.8%
1980 40,852    20,276    20,427      49.6%
1981 41,071    20,316    20,602      49.5%
1982 13,839    6,773      7,023        48.9%
1983 28,259    13,842    14,316      49.0%
1984 14,385    7,046      7,305        49.0%
1985 29,591    14,516    14,992      49.1%
1986 14,800    7,235      7,530        48.9%
1987 30,592    15,042    15,496      49.2%
1988 31,184    15,336    15,792      49.2%
1989 31,944    15,766    16,138      49.4%
1990 32,284    15,916    16,304      49.3%
1991 32,342    15,939    16,340      49.3%
1992 32,092    15,786    16,238      49.2%
1993 32,187    15,797    16,305      49.1%
1994 32,474    15,980    16,424      49.2%
1995 33,108    16,205    16,826      48.9%
1996 33,490    16,448    16,997      49.1%
1997 33,840    16,596    17,220      49.0%
1998 87,035    42,509    44,485      48.8%
1999 88,233    42,998    45,208      48.7%
2000 89,707    43,777    45,902      48.8%
2001 90,216    44,034    46,158      48.8%
2002 90,399    43,917    46,461      48.6%







 


 
 


Table 4
SOI CWHS -- Primary Taxpayer Unweighted Counts by Gender
SOI Year All Returns   Male Female Unclassified Percent Male


1979 27,162           19,899          7,097          166              73.3%
1980 27,566           20,058          7,359          149              72.8%
1981 27,720           20,080          7,487          153              72.4%
1982 9,303             6,686           2,574          43                71.9%
1983 19,078           13,660          5,317          101              71.6%
1984 9,694             6,957           2,703          34                71.8%
1985 20,118           14,331          5,704          83                71.2%
1986 10,084           7,149           2,900          35                70.9%
1987 21,119           14,852          6,213          54                70.3%
1988 21,634           15,154          6,424          56                70.0%
1989 22,314           15,567          6,707          40                69.8%
1990 22,641           15,700          6,877          64                69.3%
1991 22,688           15,723          6,902          63                69.3%
1992 22,537           15,561          6,908          68                69.0%
1993 22,658           15,541          7,032          85                68.6%
1994 22,906           15,722          7,114          70                68.6%
1995 23,411           15,898          7,436          77                67.9%
1996 23,835           16,145          7,645          45                67.7%
1997 24,146           16,298          7,824          24                67.5%
1998 62,269           41,719          20,509        41                67.0%
1999 63,389           42,190          21,172        27                66.6%
2000 64,645           42,900          21,717        28                66.4%
2001 64,879           43,076          21,779        24                66.4%
2002 64,835           42,860          21,954        21                66.1%


Table 5
SOI CWHS Joint Returns -- Unweighted Counts by Gender
SOI Year All Returns   Male Female Unclassified Percent Male


1979 13,272           13,034          188             50                98.2%
1980 13,286           13,068          170             48                98.4%
1981 13,351           13,115          190             46                98.2%
1982 4,536             4,449           77               10                98.1%
1983 9,181             8,999           156             26                98.0%
1984 4,691             4,602           82               7                  98.1%
1985 9,473             9,288           164             21                98.0%
1986 4,716             4,630           77               9                  98.2%
1987 9,473             9,283           177             13                98.0%
1988 9,550             9,368           173             9                  98.1%
1989 9,630             9,431           193             6                  97.9%
1990 9,643             9,427           202             14                97.8%
1991 9,654             9,438           204             12                97.8%
1992 9,555             9,330           211             14                97.6%
1993 9,529             9,273           235             21                97.3%
1994 9,568             9,310           248             10                97.3%
1995 9,697             9,390           290             17                96.8%
1996 9,655             9,352           295             8                  96.9%
1997 9,694             9,396           295             3                  96.9%
1998 24,766           23,976          783             7                  96.8%
1999 24,844           24,036          807             1                  96.7%
2000 25,062           24,185          875             2                  96.5%
2001 25,337           24,379          954             4                  96.2%
2002 25,564           24,507          1,054          3                  95.9%







 
                                                                 
1   Smith, Creston M., “The Social Security Administration’s Continuous Work History Sample,” Social Security 
Bulletin, Social Security Administration, Office of Research and Statistics, October 1989, Volume 52, Number 10. 
2   Sailer, Peter; Orcutt, Harriet; and Clark, Phil (1980),  “Coming Soon:  Taxpayer Data Classified by Occupation,” 
1980 Proceedings of the American Statistical Association, Government Statistics Section, 1981. 
3 The SOI year is one less than the calendar year or processing year.  For example, taxpayers generally filed their 
Tax Year 2003 returns during Calendar Year 2004. Thus, the returns filed in Calendar Year 2004 would be included 
in the 2003 SOI file.  Over 97 percent of the returns sampled for the 2003 SOI file will be for Tax Year 2003.    
4  It is possible that the source of many of these primary SSN duplicates is the SOI sampling process itself.  SOI 
samples tax returns on a weekly basis throughout a given processing year.  It does not receive later IRS corrections 
to those weekly sample extracts.  Thus, if in January, a taxpayer uses a specific primary SSN and, at a latter date,  
another taxpayer lists the same primary SSN, IRS will resolve this situation.  For example, if the second occurrence 
of the SSN was determined to be incorrect, the return would not be posted to the IRS master file and that return 
would never be subject to SOI sampling.  But if the first occurrence of the SSN was determined to be wrong, SOI 
would still have the tax return listing the first occurrence in its sample as well as the second tax return.   This would 
produce a duplicate use of a primary SSN in SOI files.   
5 IRS does not receive all of the death information contained on the NUMIDENT file.  The death information SSA 
obtains from approximately half the states, and for which SSA cannot independently verify the date of death, cannot 
be shared with IRS due to restrictions placed on that information by these states.   Fortunately, SSA is able to 
independently verify a significant number of the deaths in these states due to the administrative process of stopping 
Social Security Benefits payments for the deceased individuals.   At this time, SSA is not able to provide an estimate 
of the number of missing entries for date of death, but a reasonable guess would place it below 5 percent.      
6 For some data on CWHS panel attrition and ideas on how to use a panel of tax returns, see Sailer, Peter; Weber, 
Michael and Wong, William, “Attrition in a Panel of Individual Income Tax Returns, 1992-1997,” 2000 
Proceedings of the American Statistical Association, Government Statistics Section, 2001. 
7 Sailer, Peter; Weber, Michael and Yau, Ellen, “How Well Can IRS Count the Population,” 1993 Proceedings of 
the American Statistical Association, Government Statistics Section, 1994. 
“Sailer, Peter and Weber, Michael, “The IRS Population Count:  An Update,” 1998 Proceedings of the American 
Statistical Association, Government Statistics Section, 1999. 
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The Federal gift tax is one of three taxes 


included in the U.S. transfer tax system, which, 
simply stated, is a unified system that taxes transfers 
of property completed both during life and at death.  
The two other components of the U.S. transfer tax 
system are the estate tax, applied to the value of 
property transferred at death, and the generation-
skipping transfer tax, applied to the value of property 
transferred to trust for the benefit of an individual or 
individuals two or more generations below that of the 
grantor, or donor. 


The first Federal gift tax was introduced in 
the Revenue Act of 1924.  Congress imposed the 
1924 tax after it realized that wealthy Americans 
could avoid the estate tax, introduced in 1916, by 
transferring wealth during their lifetimes, called inter 
vivos giving.  Tax-free inter vivos gifts effectively 
negated the estate tax’s capacity to redistribute 
wealth accumulated by large estates and removed a 
source of revenue from the Federal Government’s 
reach (Johnson and Eller, 1998).   


The first gift tax was short-lived.  Due to 
strong opposition against estate and gift taxes during 
the 1920’s, Congress repealed the gift tax with the 
Revenue Act of 1926 (Zaritsky and Ripy, 1984).  
Reintroduced in the Revenue Act of 1932, when the 
need to finance Federal spending during the Great 
Depression outweighed opposition to gift taxation, 
the 1932 gift tax allowed a grantor to transfer 
$50,000 during his or her life and allowed a $5,000 
annual exclusion per gift recipient, or donee.  The 
1932 Act set gift tax rates at three-quarters of the 
estate tax rates, a level maintained until 1976, when 
Congress passed the Tax Reform Act (TRA) of 1976 
and created the unified estate and gift tax framework 
that consisted of a “single, graduated rate of tax 
imposed on both lifetime gift and testamentary 
dispositions” (Zaritsky and Ripy, 1984).  The 
generation-skipping transfer tax was also introduced 
in TRA of 1976.    


During the years since 1932, features such 
as the marital deduction and rules on split gifts were 
introduced to gift tax law, but the predominant 
changes to the law were adjustments to the amount of 
lifetime exemption and annual exclusion.  A gift is 
taxed under the law that is in effect during the year in 
which the gift is completed, or given.  According to 
transfer tax law in effect for gifts completed in 1997, 
the focus of this paper, a grantor was required to file 
a Federal gift tax return (Form 709) for transfers of 
property in excess of $10,000 per donee, and the 


lifetime unified credit--equal to the tax on the 
lifetime-giving threshold for 1997, $600,000--was 
$192,800.  Under Internal Revenue Code (IRC) 
section 2511(a), the gift tax applies to a broad 
spectrum of gifts, “whether the gift is in trust or 
otherwise, whether the gift is direct or indirect, and 
whether the property is real or personal, tangible or 
intangible.”  Regulation 25.2511-1(c)(1) provides 
that a completed gift, one that is subject to tax, is 
“any transaction in which an interest in property is 
gratuitously passed or conferred upon another, 
regardless of the means or device employed.”  


Gift tax data extracted from Federal gift tax 
returns provide a glimpse into the economic behavior 
of predominantly wealthy Americans.  Such behavior 
includes donors’ transfers of money and other assets 
to gift recipients and the creation and continued 
funding of trusts, both of which are reported on gift 
tax returns.  Since individuals are required to file 
annual returns for gifts completed during a prior 
calendar year, it is possible to construct a panel of 
gift tax returns filed during life for a subset of U.S. 
taxpayers, thereby capturing the lifetime giving 
patterns exhibited by the group.   


The Statistics of Income Division (SOI) of 
the Internal Revenue Service (IRS), an organization 
that extracts and publishes data from Federal tax and 
information returns, initiated the 1998 Gift Tax Panel 
Study in order to examine gift tax revenue, as well as 
the lifetime giving patterns of wealthy Americans.  
At the close of the study, SOI will have obtained and 
extracted data from post-1976 returns filed by donors 
included in the study, creating a retrospective panel 
of returns for selected donors.  Resultant data will 
facilitate the research of lifetime giving patterns and 
patterns of trust creation and maintenance, among 
other goals.   


The 1998 Gift Tax Panel Study is an 
exception to the usual design of SOI studies in which 
statistical samples are based on estimates of given 
populations of returns.  Because SOI sampling of 
returns normally occurs immediately after IRS 
processing of returns for tax revenue purposes, the 
final population of returns is not known at the time of 
sample design and weekly selections.  But the 
population of gift tax filers was known before the 
inception of the study because the sample frame for 
the study was the 1998 IRS Returns Transaction File 
(RTF), a data file that contains all Tax Year 1997 gift 
tax returns that posted to the IRS Master File during 
revenue processing in 1998.  







  


This paper will present the results of the 
1998 Gift Tax Panel Study.  Total gifts, net gift tax, 
and other variables will be examined by sex and 
taxability status.  The sample design, weighting, and, 
of course, future plans will also be addressed.   


 
Sampling Design and Estimation 
 
 The sampling frame for the 1998 Gift Tax 
Panel Study included 219,414 Federal gift tax returns 
filed for gifts completed in 1997.  Based on budget 
and other constraints, a sample of 10,000 returns, or 
donors, was targeted.  The sample design for the 
study is a random sample stratified by two variables:  
taxability status and size of total gifts (prior to the 
subtraction of annual exclusions and deductions in 
the calculation of total taxable gifts).  Taxability 
status is divided into two categories:  nontaxable (i.e., 
no gift tax liability reported) and taxable (i.e., gift tax 
liability reported).  The second stratifier, size of total 
gifts, is divided into four or five categories, 
depending on taxability status.  Each stratum is 
labeled with a sample code. 


Neyman allocation is used to assign the 
designated sample to the stratum.  A Bernoulli 
sample is selected independently from each stratum.  
In Bernoulli sampling, the sample size is a random 
number.  For nontaxable returns, sampling rates vary 
from 0.9 percent, for returns with total gifts under 
$100,000, to 100 percent, for returns with $1 million 
or more in total gifts.  For taxable returns, sampling 
rates vary from 12.6 percent, for returns with total 
gifts under $100,000, to 100 percent, for returns with 
totals gifts of $1 million or more. 


The sampling selection scheme for each 
noncertainty stratum is based on the Taxpayer 
Identification Number (TIN), which is the donor’s 
Social Security number (SSN), as found on the return 
and the RTF.  An integer function of the SSN, called 
the Transformed Taxpayer Identification Number 
(TTIN), is computed.  The last four digits of the 
TTIN is a pseudorandom number.  A return for which 
the pseudorandom number is less than the sampling 
rate multiplied by 10,000 is selected into the sample.  
Any returns with total gifts of $1 million or more 
were automatically selected.  Because all post-1976 
gift tax returns for each donor in the sample are 
included in the study, the total number of Federal gift 
tax returns in the panel is 46,300. 


 
Each return in the sample is weighted to 


reflect its share of the population of 1998 filers who 
gave gifts in 1997.  Because of the variation of the 
sample sizes, the post-stratification technique is used.  
The post-stratified weight is computed by dividing 
the population count of filed returns in a given 


stratum by the realized number of the sample return 
in that stratum.  These weights are adjusted for 
missing returns.  The weights range from 1.08 for the 
largest strata of nontaxable gifts to 120.05 for the 
smallest strata of taxable gifts.  These weights are 
applied to the sample data to produce aggregate 
estimates for items of interest, such as total gifts, total 
deductions, and total taxes. 


 
Results 
 
Characteristics of the Donor Population 
 
 There were 218,009 donors required to file 
Federal gift tax returns in 1998 for gifts completed in 
1997.  These donors gave more than $31.1 billion in 
total gifts to gift recipients, or donees, and they 
reported $3.2 billion in net gift tax liability.  The 
majority of the donor population was female, as 53.3 
percent of the population was female, and only 46.7 
percent was male (see Figure 1).  The sex 
composition of the gift tax filing population is 
dissimilar to that of the estate tax filing population, 
which was comprised of 53.1 percent males and 46.9 
percent females in Filing Year 1998.  Since women, 
on average, outlive their male counterparts, they may 
attempt to reduce their potential taxable estates, for 
estate tax purposes, by giving gifts during life, 
according to astute estate tax planning practices.  
This may explain women’s overriding presence in the 
donor population.   
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Figure 1:  Comparison of Gift and Estate Tax     
Populations, By Sex
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Married Donors 
 


Federal gift tax law allows married couples 
to split gifts to third parties if certain requirements 
are met.  For instance, both spouses must be citizens 
or residents of the United States, and they must be 







  


married to one another at the time of the gift.  If  a 
couple’s marital status changes during the year of the 
gift, due to divorce or death, then no spouse may 
remarry and still elect to split gifts.  In addition, 
agreeing to split gifts requires that all gifts to third 
parties, both taxable and nontaxable, must be split.  
When taxable gifts are given, the annual exclusion is 
doubled to $20,000, but, in turn, both spouses’ 
available unified credits are depleted, according to 
Federal gift tax law in effect for 1997 gifts.  Both the 
donor spouse and the consenting spouse must file gift 
tax returns unless certain requirements are met.   


In the 1997 donor population, 184,075 
individuals gave gifts that totaled $32.3 billion, and 
72,075 of those donors attributed half of their gifts to 
their spouses (see Figure 2).  The total value of gifts 
attributed to spouses was $6.5 billion.  In addition, 
55,296 donors included $5.3 billion in spouses’ gifts 
on their own gift tax returns. 
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A donor is not obligated to report any 


outright gifts of present interest to his or her spouse 
under Federal gift tax law.  However, a donor is 
required to report gifts to a spouse if the spouse is not 
a U.S. citizen at the time of the gift; if the gift was a 
terminable interest, such as a life or income interest 
in a trust; or if the gift was a future interest.  A donor 
is not required to report gifts of life interests with 
power of appointment, since those gifts essentially 
become the property of the receiving spouse, in that 
the receiving spouse may, for example, specify the 
distribution of income from a trust.   


Gift tax law also provides for an unlimited 
marital deduction for all outright gifts to a spouse.  
Terminable gifts, however, do not typically qualify 
for the marital deduction.  For Gift Year 1997, 2,352 
donors, or 1.1 percent of the donor population, 
deducted the value of gifts to their spouses.  The 
amount of the deduction exceeded $816.5 million, or 
2.6 percent of total gifts. 
 


Taxability of Gift Tax Returns 
 
The overwhelming majority of 1997 donors 


reported no gift tax liability in 1998.  Of the 218,009 
returns filed in 1998, 202,295, or 92.8 percent, were 
nontaxable, while only 15,714, or 7.2 percent, were 
taxable, i.e., reported a gift tax liability.  Male and 
female donor populations were almost equally likely 
to report a tax liability.  Males reported a tax liability 
on 6.4 percent of returns, while females reported a 
tax liability on 7.9 percent of returns (see Figure 3). 
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Figure 3:  Percentage of Taxable & Nontaxable 
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As age data become available, the gift tax 


population will be examined by age of donor.  
 
Analysis of Gifts and the Donee Population 
 
 The Federal gift tax return is a rich source of 
data on the transfer of wealth during life.  Schedule A 
of Form 709, the gift tax return, is a listing of all gifts 
from a donor to his or her donees.  In most cases, 
Schedule A’s gift description includes the name of 
the donee and, therefore, the sex of the donee; the 
type of asset that was gifted; the amount of the gift 
(before the annual exclusion is subtracted); the 
method by which the gift was given, i.e., direct or 
through trust; and, in some cases, the relationship of 
the donee to the donor.  If the donee was a trust, for 
example, a charitable trust, some trust detail, such as 
the type of trust, may also be available.   


SOI-edited data are the only sources of 
donee and gift information from Federal gift tax 
returns.  IRS Master File or Returns Transaction File 
(RTF) data do not contain this valuable information.  
In the course of the 1998 Gift Tax Panel Study, SOI 
extracted detailed donee and asset data from each 
Federal gift tax return included in the study.  Assets, 
the building blocks of total gifts, were assigned to 
one of several asset categories. 


Donors who gave gifts in 1997 transferred 
assets to almost 690,000 recipients, including both 







  


individuals and trusts.  Males and females were 
equally likely to receive gifts.  Males were the 
recipients of direct gifts or gifts through trust in 47.0 
percent of cases, while females received gifts, direct 
and through trust, in 47.7 percent of cases (see Figure 
4).  Gifts given in the creation or maintenance of 
trusts for the benefit of organizations or gifts to 
recipients of unknown sex occurred in 5.3 percent of 
cases. 
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The 1997 donor population gave $11.4 


billion in cash assets, including cash management 
accounts, to donees.  This category of assets 
represented the largest percentage, 35.4 percent, of 
total gifts completed in 1997 (see Figure 5).  The 
second largest category, narrowly following cash, 
was stock.  Gifts of stock comprised 33.5 percent of 
total gifts.  Donors gave $7.0 billion in corporate 
stock and $3.7 billion in the stock of closely held 
corporations.  The third largest category of gifts was 
real estate, which includes the value of personal 
residences, commercial real estate, real estate 
partnerships, and other real estate.  Real estate assets  
comprised 14.4 percent of total gifts, as donors gave 
$4.6 billion in real estate to donees.  The fourth 
largest category, noncorporate business assets, which 
includes limited and family limited partnerships and 
other noncorporate assets, comprised 9.7 percent of 
total gifts. 
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Figure 5:  Asset Composition of Gifts
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Because SOI extracted data on the method 


by which gifts were given, it is possible to examine 
gift tax data for 1997 donors by type of gift 
instrument.  The majority of gifts were direct or 
outright, 68.6 percent (see Figure 6).  The remaining 
gifts, 31.4 percent, were given through trust 
instruments.  About 12.0 percent of gifts were given 
through simple trusts, trusts that are typically 
established for the benefit of one individual.  Other 
trusts, excluding split-interest trusts, represented 12.5 
percent of total gifts.  The remaining gifts, 6.9 
percent, were given through a variety of split-interest 
trusts, which are established by donors for the benefit 
of both charities and private individuals.  Split-
interest trusts include charitable lead trusts (annuity 
or  unitrust), charitable remainder trusts (annuity or 
unitrust), and pooled income funds. 
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Minority and marketability discounting 


techniques are used in estate tax planning to reduce 
the value of transferred wealth and, thereby,  reduce 
the amount of transfer taxes owed by grantors.  While 
much discounting occurs for business assets, 
discounting techniques, in many cases, are also 
applied to other, non-business assets.  The total value 
of minority and marketability discounts applied to 







  


1997 gifts was $3.4 billion, or 10.7 percent of total 
gifts (see Figure 7).  The largest percentage of 
discounts, 41.9 percent, was applied to the value of 
noncorporate business assets, including limited and 
family limited partnerships and noncorporate 
business assets.  The value of minority and 
marketability discounts for these assets reached $1.4 
billion.  Stock holdings were discounted at $1.3 
billion, or 38.3 percent of total discounts.  The third 
largest category of discounts was the other category, 
which includes various assets, such as mutual funds, 
bonds, farm assets, and depletable and intangible 
assets.  Discounts taken on other assets totaled 
$401.5 million and represented 11.7 percent of all 
discounts.  The value of real estate minority discounts 
reached $280.4 million, making that category the 
fourth largest, 8.2 percent of total discounts.  
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Figure 7:  Composition of Valuation 
Discounts, By Gift Type
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Future Plans   
 


In the spring of 2003, SOI will initiate a 
study of Federal gift tax returns that will examine 
Gift Year 2002 and Filing Year 2003.  The new study 
will also include a subsample of returns selected in 
the 1998 study.  This design will allow us to follow a 
panel of 1998 gift donors into the future.  For the 
small sub-sample of 1998 donors, we will be able to 
extract data from returns filed between 1998 and 
2003. 
 This paper has presented results for Gift 
Year 2002.  However, in the course of the 1998 Gift 
Tax Panel Study, data for all gifts given by 1997 
donors between 1977 and 1997 were collected.  
Figure 8 presents an unweighted number of returns 
for 1997 donors in each year, 1977 through 1997, as 


well as an unweighted total for current period gifts.  
The number of returns filed and the amount of gifts 
began to increase in the middle of the 20-year period.  
However, in each year, there were returns that were 
unavailable to SOI for processing.  For each 1997 
donor, the number and specific years of missing 
returns were recorded.  This information, along with 
RTF available from 1988 to present, will be used to 
impute for missing values.  
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Figure 8:  Number and Amount of Current Period Gifts, 
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Comparing Strategies To Estimate a Measure 
of Heteroscedasticity


Kimberly Henry, Internal Revenue Service, and  
Richard Valliant, University of Michigan


E stimating totals is often a survey sampling objec-
tive. With a model-based approach, one factor 
that can affect the variance and bias of estimated 


totals is the superpopulation structure. We consider cases 
where a dependent variable’s variance is proportional to 
some power of the independent variable.  Various strate-
gies that are conceivable in this case include: (1) selection 
of a pilot sample to make preliminary structural param-
eter estimates, (2) selection of a main sample based on 
either pilot results or educated guesses about population 
parameters, and (3) use of either a model-based or design-
based estimator of the total. For various sample designs, 
sizes, and estimators, alternative strategies for estimating 
values of that variance power are compared for simulated 
population data.  The strategies’ effects on estimates of 
totals and their variances are then evaluated.  


This paper is organized into six sections. After the 
introduction, the second section contains descriptions of 
our superpopulation model and generated populations.    
The third section includes our simulation setup details, 
while results are discussed in the fourth section. Conclu-
sions, limitations, and future considerations are in the 
fifth section and references in the sixth section.


	Superpopulation Model and 
Generated Populations


Model Theory


Given a study variable of interest     and an auxiliary 
variable     , we consider a superpopulation with the fol-
lowing structure:


  (2.1)


The      ’s are assumed to be known for each unit i in 
the finite population. The exponent        in model (2.1)’s 
conditional variance has been referred to as a measure 
of heteroscedasticity (Foreman, 1995), or coefficient 
of heteroscedasticity (Brewer, 2002).  This parameter 
is of interest since a reasonable      estimate produces 


nearly optimal sample designs and estimators of totals 
and their variances (Theorem 4.2.1, Valliant, Dorfman, 
and Royall, 2000).  


Applications of models like (2.1) include companies 
using cost segregation to report depreciable assets on 
their Internal Revenue Service Tax Form 1120 (e.g., 
Allen and Foster, 2005 and Strobel, 2002) and compar-
ing inventory data values versus actual values (e.g., 
Roshwalb, 1987 and Godfrey et al., 1984).


Given generated population data, our goal is to use 
various strategies to draw samples and estimate        from 
them, then examine the impact of these strategies on the 
estimation of totals and their variances.


Generated Populations


We created two unstratified versions of the popula-
tion described in Hansen et al. (1983, denoted HMT here-
after), since it follows model (2.1).  We chose       equal 
to 3/4 and 2 for populations of 10,000 units.  Figures 
1 and 2 show the population         for each generated 
population (note a difference in Y-scales):


                                       


   


The first population has a relatively strong depen-
dence between    and    , while the second one has a 
much weaker relationship. Note that these populations 
have a small non-zero intercept, which resulted in some 
model-based estimators being biased in the earlier HMT 
study.
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1. Introduction  


Estimating totals is often a survey sampling objective. 
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the variance and bias of estimated totals is the 
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dependent variable's variance is proportional to some 
power of the independent variable.  Various strategies 
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estimates, (2) selection of a main sample based on 
either pilot results or educated guesses about population 
parameters, and (3) use of either a model-based or 
design-based estimator of the total. For various sample 
designs, sizes, and estimators, alternative strategies for 
estimating values of that variance power are compared 
for simulated population data.  The strategies’ effects 
on estimates of totals and their variances are then 
evaluated.   


This paper is organized into six sections. After the 
introduction, Section 2 contains descriptions of our 
superpopulation model and generated populations.  
Section 3 includes our simulation setup details, while 
results are discussed in Section 4. Conclusions, 
limitations, and future considerations are in Section 5 
and references in Section 6. 


2. Superpopulation Model and Generated 
Populations 


2.1: Model Theory 
Given a study variable of interest Y  and an auxiliary 
variable X , we consider a superpopulation with the 
following structure: 
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finite population. The exponent  in model (2.1)’s 
conditional variance has been referred to as a measure 
of heteroscedasticity (Foreman 1995), or coefficient of 
heteroscedasticity (Brewer 2002).  This parameter is of 
interest since a reasonable  estimate produces nearly 
optimal sample designs and estimators of totals and 
their variances (Theorem 4.2.1, Valliant, Dorfman, and 
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companies using cost segregation to report depreciable 
assets on their Internal Revenue Service Tax Form 1120 
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comparing inventory data values versus actual values 
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Given generated population data, our goal is to use 
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estimation of totals and their variances. 


2.2: Generated Populations 
We created two unstratified versions of the population 
described in Hansen et al. (1983, denoted HMT 
hereafter), since it follows model (2.1).  We chose 
equal to 3/4 and 2 for populations of 10,000 units.  
Figures 1 and 2 show the population ,X Y  for each 
generated population (note a difference in Y-scales): 


         Figure 1: Generated Populations 
     3/ 4                                 2


The first population has a relatively strong dependence 
between y  and x , while the second one has a much 
weaker relationship. Note that these populations have a 
small non-zero intercept, which resulted in some model-
based estimators being biased in the earlier HMT study. 


3. Simulation Setup 


This section describes the details of our simulation study, 
including working models, sample designs, simulation 
strategies, and the method of estimating .


3.1: Models 
Using Valliant et. al’s (2000) notation, we based 
estimators of totals on the following two working models 
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Sample Designs


For each unit       in the population, we consider four 
without replacement (wor) sample designs:


(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with prob-


abilities of selection proportional to a measure of 
size (MOS).


(3) ppstrat: strata are formed in the population by cumu-
lating an MOS and forming strata with equal total 
size. An  srswor of one unit is selected from each 
stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor 
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of       .


For each of these designs, we drew 1,000 samples 
of 100 and 500 units.  When the MOS is       , the ppstrat 
design approximates optimal             selection and wtd 
bal       sampling.  It is similar to “deep stratification” 
(e.g., Bryant et al., 1960; Cochran, 1977, pp. 124-126; 
Sitter and Skinner, 1994), which is used in accounting ap-
plications (Batcher and Liu, 2002). More specific details 
on these designs are given in pages 66-67 of Valliant et 
al. (2000).


Strategies


The strategies we examined consisted of selecting a 
pilot study to get a preliminary estimate of     followed 
by a main sample or only selecting a main sample.  Both 
options were crossed with the possibility of round-
ing     or not.  Thus, our main comparisons concern four 
strategies:


A:  draw a               pilot of 50 units, estimate    , and 
select a main sample using                ,  ppstrat           , 
and wtd bal           samples.


B:  draw srswor,  ppswor          , ppstrat          , and wtd 
bal        main samples only and estimate     in 
each.


C:  strategy A, rounding       to the nearest one-half.
D:  strategy B,  rounding      to the nearest one-half.


By definition, there is no srswor used for strategies 
A and C. Also, B and D correspond to assuming                                          


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
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1. Introduction  


Estimating totals is often a survey sampling objective. 
With a model-based approach, one factor that can affect 
the variance and bias of estimated totals is the 
superpopulation structure. We consider cases where a 
dependent variable's variance is proportional to some 
power of the independent variable.  Various strategies 
that are conceivable in this case include: (1) selection of 
a pilot sample to make preliminary structural parameter 
estimates, (2) selection of a main sample based on 
either pilot results or educated guesses about population 
parameters, and (3) use of either a model-based or 
design-based estimator of the total. For various sample 
designs, sizes, and estimators, alternative strategies for 
estimating values of that variance power are compared 
for simulated population data.  The strategies’ effects 
on estimates of totals and their variances are then 
evaluated.   


This paper is organized into six sections. After the 
introduction, Section 2 contains descriptions of our 
superpopulation model and generated populations.  
Section 3 includes our simulation setup details, while 
results are discussed in Section 4. Conclusions, 
limitations, and future considerations are in Section 5 
and references in Section 6. 


2. Superpopulation Model and Generated 
Populations 


2.1: Model Theory 
Given a study variable of interest Y  and an auxiliary 
variable X , we consider a superpopulation with the 
following structure: 


iiiM xxyE 10)|(


iiiM xxyVar 2)|(                   (2.1) 
The ix ’s are assumed to be known for each unit i in the 
finite population. The exponent  in model (2.1)’s 
conditional variance has been referred to as a measure 
of heteroscedasticity (Foreman 1995), or coefficient of 
heteroscedasticity (Brewer 2002).  This parameter is of 
interest since a reasonable  estimate produces nearly 
optimal sample designs and estimators of totals and 
their variances (Theorem 4.2.1, Valliant, Dorfman, and 
Royall 2000).   


Applications of models like (2.1) include 
companies using cost segregation to report depreciable 
assets on their Internal Revenue Service Tax Form 1120 


(e.g., Allen and Foster 2005 and Strobel 2002) and 
comparing inventory data values versus actual values 
(e.g., Roshwalb 1987 and Godfrey et al. 1984). 


Given generated population data, our goal is to use 
various strategies to draw samples and estimate  from 
them, then examine the impact of these strategies on the 
estimation of totals and their variances. 


2.2: Generated Populations 
We created two unstratified versions of the population 
described in Hansen et al. (1983, denoted HMT 
hereafter), since it follows model (2.1).  We chose 
equal to 3/4 and 2 for populations of 10,000 units.  
Figures 1 and 2 show the population ,X Y  for each 
generated population (note a difference in Y-scales): 


         Figure 1: Generated Populations 
     3/ 4                                 2


The first population has a relatively strong dependence 
between y  and x , while the second one has a much 
weaker relationship. Note that these populations have a 
small non-zero intercept, which resulted in some model-
based estimators being biased in the earlier HMT study. 


3. Simulation Setup 


This section describes the details of our simulation study, 
including working models, sample designs, simulation 
strategies, and the method of estimating .


3.1: Models 
Using Valliant et. al’s (2000) notation, we based 
estimators of totals on the following two working models 
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with the following superpopulation structure: 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 







- 83 -


Comparing StrategieS to eStimate a meaSure of HeteroSCedaStiCity


for selecting the ppswor, ppstrat, and wtd bal samples, 
which does not match our population    ’s, but will be 
a reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to 
see if reducing variability in the     ’s leads to improved 
estimates of totals and variances. 


Estimation of  


To estimate     , following Roshwalb (1987), we 
iteratively fit a given working model and regressed the 
log of the squared residuals on             as follows:


 


and repeated the process until     stabilized.


For all strategies, if           , then it was forced to  
one, which corresponds to              sampling. Rejected 
alternatives included forcing            , implying homosce-
dasticity, or dropping these samples, both of which are 
unrealistic. Table 1 shows the number of these occur-
rences for the                population (there were less than 
5 cases for each strategy for the            population). Also, 
for all strategies, if          ,  then it was forced to equal 
three to avoid unreasonably large    ’s.  Table 2 contains 
the number of these occurrences for the             population 
(there were none of these cases for the                 popu-
lation).


In Table 1, strategies A and B’s numbers are the num-
ber of negative    ’s.  For C and D, the numbers include 


cases where small positive    ’s were rounded down to 
zero.  The numbers in parentheses are the number of 
negative    ’s.  The rounding used for C and D leads to 
fewer negative estimates than in A and B, but rounding 
does not offer overall improvement. Strategies B and D 
produced fewer negative    ’s than A and C since B and 
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of size 50 in A and C.  Also, depending on the strategy, 
there were at least three times as many negative    ’s us-
ing model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer  
large        than A and C. Rounding in C and D also pro-
duced fewer large     . There were at least twice as many 
large        when using model  (3.1) versus model (3.2). 


Table 1—Number of Times ˆ 1 , 3/ 4  Population 


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


52
56
60


67
56
59


159 
164 
167 


171 
199 
181 


C
ppswor 
ppstrat 
wtd bal 


157 (18) 
129 (20) 
136 (24) 


134 (28) 
150 (25) 
142 (24) 


263 (98) 
256 (83) 
252 (63) 


243 (122) 
275 (114) 
267 (105) 


 n=100 n=500 n=100 n=500 


B


srswor
ppswor 
ppstrat 
wtd bal 


8
16
11
12


0
0
0
0


68
93
81
92


3
5
5
3


D


srswor
ppswor 
ppstrat 
wtd bal 


43 (2) 
67 (2) 
53 (2) 
59 (2) 


0
0
0
0


158 (40) 
179 (52) 
191 (50) 
184 (52) 


30 (0) 
43 (1) 
23 (0) 
34 (0) 


Table 2—Number of Times ˆ 3 , 2  Population 


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


73
61
81


73
51
63


21
22
28


21
18
24


C
ppswor 
ppstrat 
wtd bal 


39
32
27


46
36
32


9
8
14


6
8
10


 n=100 n=500 n=100 n=500 


B


srswor
ppswor 
ppstrat 
wtd bal 


7
7
12
5


0
0
0
0


2
2
1
3


0
0
0
0


D


srswor
ppswor 
ppstrat 
wtd bal 


2
2
3
2


0
0
0
0


0
1
0
1


0
0
0
0


Estimation of Totals


We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators 
(GREG).  The HT estimator is given by


 
where       is the probability of selection for unit i.


The general form of the BLUP estimator is


  
where        is the prediction for    using the working 
model and set of units in the population that are not 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
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and wtd bal ( ˆx ) samples. 
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bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
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bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 


Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
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3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.
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100 and 500 units.  When the MOS is ˆx , the ppstrat
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(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
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and wtd bal ( ˆx ) samples. 
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By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  
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Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 
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which is ix , two important optimality results hold: (1) 
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if reducing variability in the ˆ ’s leads to improved 
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
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also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
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study, for example, experts may be needed to assign 
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39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
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For each unit i  in the population, we consider four 
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3.4: Estimation of 
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Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  
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Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
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(3) ppstrat: strata are formed in the population by 
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total size. An  srswor of one unit is selected from 
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samples using an MOS are selected that satisfy 
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To estimate , following Roshwalb (1987), we iteratively 
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reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  
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To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
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Table 1: Number of Times ˆ 1 , 3/ 4  Population


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


52
56
60


67
56
59


159 
164 
167 


171 
199 
181 


C
ppswor 
ppstrat 
wtd bal 


157 (18) 
129 (20) 
136 (24) 


134 (28) 
150 (25) 
142 (24) 


263 (98) 
256 (83) 
252 (63) 


243 (122) 
275 (114) 
267 (105) 


 n=100 n=500 n=100 n=500 


B


srswor
ppswor 
ppstrat 
wtd bal 


8
16
11
12


0
0
0
0


68
93
81
92


3
5
5
3


D


srswor
ppswor 
ppstrat 
wtd bal 


43 (2) 
67 (2) 
53 (2) 
59 (2) 


0
0
0
0


158 (40) 
179 (52) 
191 (50) 
184 (52) 


30 (0) 
43 (1) 
23 (0) 
34 (0) 


Table 2: Number of Times ˆ 3 , 2  Population 


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 
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63


21
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28


21
18
24
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ppstrat 
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32
27
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36
32


9
8


14


6
8


10
 n=100 n=500 n=100 n=500 


B
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ppswor 
ppstrat 
wtd bal 


7
7
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5


0
0
0
0


2
2
1
3
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0
0
0


D


srswor
ppswor 
ppstrat 
wtd bal 


2
2
3
2


0
0
0
0


0
1
0
1


0
0
0
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:


2
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ˆvar ( ) / 1/ /1 /
1 i i i ii s i sT y n y


nn N
n


.


This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
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Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 


Table 1: Number of Times ˆ 1 , 3/ 4  Population


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


52
56
60


67
56
59


159 
164 
167 


171 
199 
181 


C
ppswor 
ppstrat 
wtd bal 


157 (18) 
129 (20) 
136 (24) 


134 (28) 
150 (25) 
142 (24) 


263 (98) 
256 (83) 
252 (63) 


243 (122) 
275 (114) 
267 (105) 


 n=100 n=500 n=100 n=500 


B


srswor
ppswor 
ppstrat 
wtd bal 


8
16
11
12


0
0
0
0


68
93
81
92


3
5
5
3


D


srswor
ppswor 
ppstrat 
wtd bal 


43 (2) 
67 (2) 
53 (2) 
59 (2) 


0
0
0
0


158 (40) 
179 (52) 
191 (50) 
184 (52) 


30 (0) 
43 (1) 
23 (0) 
34 (0) 


Table 2: Number of Times ˆ 3 , 2  Population 


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


73
61
81


73
51
63


21
22
28


21
18
24


C
ppswor 
ppstrat 
wtd bal 


39
32
27


46
36
32


9
8


14


6
8


10
 n=100 n=500 n=100 n=500 


B


srswor
ppswor 
ppstrat 
wtd bal 


7
7


12
5


0
0
0
0


2
2
1
3


0
0
0
0


D


srswor
ppswor 
ppstrat 
wtd bal 


2
2
3
2


0
0
0
0


0
1
0
1


0
0
0
0


In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
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predictors (BLUP), and general regression estimators
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 The general form of the GREG estimator is 
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where ig  is the “g-weight” for unit i (Särndal et. al,
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models and true value of  and estimates of  lead to 
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Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 
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ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
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Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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when using model  (3.1) versus model (3.2).  
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sample data. 
 The general form of the GREG estimator is 
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where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 
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estimators computed using  serve as a comparison 
standard for the other choices. 
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 
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ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 
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ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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Model (3.1) is the correct working model, i.e., the one 
equivalent to model (2.1). Model (3.2) is associated 
with the following superpopulation structure: 


/ 2
1/ 2 1( | )M i i i iE y x x x


   iiiM xxyVar 2)|(  (3.3) 


Working model (3.3) is called the minimal model
(Valliant et. al. 2000, p. 100) associated with the above 
conditional variance.  If (2.1) were unknown, but the 
intercept is small, working model (3.3) may be a 
reasonable starting place for determining a sample size. 


When the variance of iy  is proportional to ix  and 
( | )M i iE y x  is a linear combination of auxiliaries, one of 


which is ix , two important optimality results hold: (1) 
The selection probabilities that minimize the anticipated 
variance of the general regression (GREG) estimator 
are proportional to ix  (Särndal, Swensson, and 
Wretman 1992, sec. 12.2). (2) The optimal model-based 
sample will have a certain type of weighted balance that 
also depends on ix  (Valliant et al. 2000, sec. 4.2.1).  
An optimal, weighted balanced sample can be 
approximated by a probability-proportional-to- ix
sample, denoted  pp( x ).


There is often a huge incentive to use optimal 
samples and estimators in the applications we consider 
due to high data collection costs.  In a cost segregation 
study, for example, experts may be needed to assign 
capital goods to depreciation classes (e.g., 5, 7, 15, or 
39-year).  Assessments can be time-consuming and 
expensive; so, the smaller the sample size that yields 
desired precision, the better. 


3.2: Sample Designs 
For each unit i  in the population, we consider four 
without replacement (wor) sample designs: 
(1) srswor: simple random sampling.
(2) ppswor: the Hartley-Rao (1962) method with 


probabilities of selection proportional to a measure 
of size (MOS). 


(3) ppstrat: strata are formed in the population by 
cumulating an MOS and forming strata with equal 
total size. An  srswor of one unit is selected from 
each stratum.


(4) wtd bal: weighted balanced sampling.  Ppswor
samples using an MOS are selected that satisfy 
particular conditions on the population and sample 
moments of ix .


For each of these designs, we drew 1,000 samples of 
100 and 500 units.  When the MOS is ˆx , the ppstrat
design approximates optimal pp( x ) selection and wtd 
bal x  sampling.  It is similar to “deep stratification” 


(e.g, Bryant et al. 1960; Cochran 1977 pp. 124-126; 
Sitter and Skinner 1994), which is used in accounting 
applications (Batcher and Liu 2002). More specific 
details on these designs are given in pages 66-67 of 
Valliant et al. (2000). 


3.3: Strategies 
The strategies we examined consisted of selecting a pilot 
study to get a preliminary estimate of  followed by a 
main sample or only selecting a main sample.  Both 
options were crossed with the possibility of rounding 
or not.  Thus, our main comparisons concern four 
strategies: 


A: draw a  pp )( x  pilot of 50 units, estimate , and 
select a main sample using pp ( ˆx ), ppstrat ( ˆx ),
and wtd bal ( ˆx ) samples. 
B: draw srswor,  ppswor )( x , ppstrat )( x , and wtd 
bal  ( x ) main samples only and estimate  in each. 
C: strategy A, rounding ˆ  to the nearest one-half. 
D: strategy B,  rounding ˆ  to the nearest one-half. 


By definition, there is no srswor used for strategies A and 
C. Also, B and D correspond to assuming 1  for 
selecting the ppswor, ppstrat, and wtd bal samples, which 
does not match our population ’s, but will be a 
reasonable advance choice for sampling in many 
populations.  We consider the rounding in C and D to see 
if reducing variability in the ˆ ’s leads to improved 
estimates of totals and variances.  


3.4: Estimation of 
To estimate , following Roshwalb (1987), we iteratively 
fit a given working model and regressed the log of the 
squared residuals on log( )x  as follows: 


2log( ) log( )i ir x ,
and repeated the process until ˆ  stabilized. 


For all strategies, if ˆ 0 , then it was forced to one, 
which corresponds to pp )( x  sampling. Rejected 
alternatives included forcing ˆ 0 , implying 
homoscedasticity, or dropping these samples, both of 
which are unrealistic. Table 1 shows the number of these 
occurrences for the 3 / 4  population (there were less 
than 5 cases for each strategy for the 2 population). 
Also, for all strategies, if ˆ 3 ,  then it was forced to 
equal three to avoid unreasonably large ˆ ’s.  Table 2 
contains the number of these occurrences for the ˆ 2
population (there were none of these cases for the  


3 / 4  population). 
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in the sample (denoted by          ) and       is estimated 
using the sample units (         ). For example, following  
Valliant et al.’s (2000) notation, the BLUP using the 
correct model is


 


where                                                            matrix with 
rows                                              is the n-vector of 
sample data.


The general form of the GREG estimator is


where      is the “g-weight” for unit i (Särndal et al., 
1992).


These estimators combined with the two working 
models and true value of       and estimates of      lead to 
nine totals.  For model (3.1), we have                   and   
                        The estimators               
                                                                               and  
are                           for model (3.2).          is the ninth.  
Note that the true        is not available in any real situation; 
estimators computed using        serve as a comparison 
standard for the other choices.


Variance Estimation


For the HT estimator, the variance estimator is:


This variance expression assumes with replace-
ment sampling, but uses the finite population correction 
adjustment                to approximately account for wor 
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter, 1985, sec. 2.4.5).


The following is the basic model variance estimate 
for the BLUP estimators:


 


where       is the “model weight” involving       in the 
working model and        is the residual for unit i.


We also include a robust leverage-adjusted variance 
estimate for the BLUP’s:


where         is the leverage for unit i.  The identical second 
term in both model variances accounts for variability in 
population units not in the sample. 


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant, 2002, expression 2.4):


 


The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the HT 
and GREG estimators, where successive pairs of sample 
units were grouped, variances were calculated within 
each stratum, and strata variances were cumulated. Since 
both working models were specified over all strata, the 
model variance formulae          and         were used for 
samples selected using ppstrat sampling in estimating 
the variance of the BLUP.


	Simulation Results


Estimates
We calculated the average    over each set of 1,000 


samples drawn from both populations.  Results are only 
summarized here. 


When                     strategies B and D had more nearly 
unbiased estimates than A and C due to the smaller pilot 
sample sizes in the latter two.  The rounding in strate-
gies C and D made the average       further from the 
true value, since        close to three-fourths were either 
rounded down to one-half or up to one. 


When             the average        were closer to the 
true values.  There was not much difference between the 
average          for the pilot study strategies A and C versus 
the no-pilot strategies B and D.  The rounding also did 
not make much of a difference. Using the correct model 
(3.1) rather than (3.2) resulted in          closer to the true 
value, as might be expected.
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Table 2: Number of Times ˆ 3 , 2  Population 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 


Table 1: Number of Times ˆ 1 , 3/ 4  Population


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


52
56
60


67
56
59


159 
164 
167 


171 
199 
181 


C
ppswor 
ppstrat 
wtd bal 


157 (18) 
129 (20) 
136 (24) 


134 (28) 
150 (25) 
142 (24) 


263 (98) 
256 (83) 
252 (63) 


243 (122) 
275 (114) 
267 (105) 


 n=100 n=500 n=100 n=500 


B


srswor
ppswor 
ppstrat 
wtd bal 


8
16
11
12


0
0
0
0


68
93
81
92


3
5
5
3


D


srswor
ppswor 
ppstrat 
wtd bal 


43 (2) 
67 (2) 
53 (2) 
59 (2) 


0
0
0
0


158 (40) 
179 (52) 
191 (50) 
184 (52) 


30 (0) 
43 (1) 
23 (0) 
34 (0) 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 
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ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 
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ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:


2
0


ˆvar ( ) / 1/ /1 /
1 i i i ii s i sT y n y


nn N
n


.


This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:


2
0


ˆvar ( ) / 1/ /1 /
1 i i i ii s i sT y n y


nn N
n


.


This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
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Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
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D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
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ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 
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Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
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D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 
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where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 
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ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:


2
0


ˆvar ( ) / 1/ /1 /
1 i i i ii s i sT y n y


nn N
n


.


This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 
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i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 
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T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 


Table 1: Number of Times ˆ 1 , 3/ 4  Population


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


52
56
60


67
56
59


159 
164 
167 


171 
199 
181 


C
ppswor 
ppstrat 
wtd bal 


157 (18) 
129 (20) 
136 (24) 


134 (28) 
150 (25) 
142 (24) 


263 (98) 
256 (83) 
252 (63) 


243 (122) 
275 (114) 
267 (105) 


 n=100 n=500 n=100 n=500 


B


srswor
ppswor 
ppstrat 
wtd bal 


8
16
11
12


0
0
0
0


68
93
81
92


3
5
5
3


D


srswor
ppswor 
ppstrat 
wtd bal 


43 (2) 
67 (2) 
53 (2) 
59 (2) 


0
0
0
0


158 (40) 
179 (52) 
191 (50) 
184 (52) 


30 (0) 
43 (1) 
23 (0) 
34 (0) 


Table 2: Number of Times ˆ 3 , 2  Population 


Strategy Design ):1,1( xM / 2( , : )M x x x
  pilot n=50 pilot n=50 


A
ppswor 
ppstrat 
wtd bal 


73
61
81


73
51
63


21
22
28


21
18
24


C
ppswor 
ppstrat 
wtd bal 


39
32
27


46
36
32


9
8


14


6
8
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 n=100 n=500 n=100 n=500 


B
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ppstrat 
wtd bal 


7
7


12
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0
0
0
0


2
2
1
3


0
0
0
0


D


srswor
ppswor 
ppstrat 
wtd bal 


2
2
3
2


0
0
0
0


0
1
0
1


0
0
0
0


In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 
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In Table 1, strategies A and B’s numbers are the 
number of negative ˆ ’s.  For C and D, the numbers 
include cases where small positive ˆ ’s were rounded 
down to zero.  The numbers in parentheses are the 
number of negative ˆ ’s.  The rounding used for C and 
D leads to fewer negative estimates than in A and B, 
but rounding does not offer overall improvement. 
Strategies B and D produced fewer negative ˆ ’s than A 
and C since B and D use 100 and 500 units, as opposed 
to pilot samples of size 50 in A and C.  Also, depending 
on the strategy, there were at least three times as many  
negative ˆ ’s using model (3.2) versus using (3.1).


In Table 2, Strategies B and D produced fewer large ˆ ’s 
than A and C. Rounding in C and D also produced fewer 
large ˆ ’s. There were at least twice as many large ˆ ’s 
when using model  (3.1) versus model (3.2).  


3.5: Estimation of Totals 
We consider three kinds of estimators for totals: the 
Horvitz-Thompson (HT) estimator, best linear unbiased 
predictors (BLUP), and general regression estimators
(GREG).  The HT estimator is given by 


ˆ
i ii sT y ,


where i  is the probability of selection for unit i.
The general form of the BLUP estimator is 


ˆˆ
i ii s i s


T y x  , 


where ˆ
ix  is the prediction for iy  using the working 


model and set of units in the population that are not in the 
sample (denoted by i s ) and ˆ  is estimated using the 
sample units ( i s ). For example, following Valliant et
al.’s (2000) notation, the BLUP using the correct model is 


ˆ(1,1 : ) i ii s i sT x y x ,


where 1ˆ ( )-1 -1
s ss s s ss sX V X X V y , sX  is an nx2 matrix with 


rows (1, )ix , ( )idiag xssV , and sy  is the n-vector of 
sample data. 
 The general form of the GREG estimator is 


ĜR i ii sT g y ,
where ig  is the “g-weight” for unit i (Särndal et. al,
1992). 


These estimators combined with the two working 
models and true value of  and estimates of  lead to 


nine totals.  For model (3.1), we have ˆ (1,1 : )T x ,
ˆˆ (1,1 : )T x , ˆ (1,1 : )GRT x , and ˆˆ (1,1 : )GRT x . The estimators 


/ 2ˆ ( , : )T x x x , ˆ ˆ ˆ/ 2ˆ ( , : )T x x x , / 2ˆ ( , : )GRT x x x , and 
ˆ ˆ ˆ/ 2ˆ ( , : )GRT x x x  are for model (3.2).  T̂  is the ninth.  


Note that the true  is not available in any real situation; 
estimators computed using  serve as a comparison 
standard for the other choices. 


3.6: Variance Estimation 
For the HT estimator, the variance estimator is:
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This variance expression assumes with replacement 
sampling, but uses the finite population correction 
adjustment 1 /n N  to approximately account for wor
sampling.  Since the sampling fractions are small, the 
bias is negligible (Wolter 1985, sec. 2.4.5). 


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 


2 2
1 2


2
ˆvar ( )


1
i i


i i ii s i s i s i s
ii


a r
T x x r


h
,


where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
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When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
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Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.
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variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 


2 2
1 2


2
ˆvar ( )


1
i i


i i ii s i s i s i s
ii


a r
T x x r


h
,


where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 


2 2


3 2
ˆvar ( ) 1 i i
GR i s


i


n g rT
N


2 2


4 2
ˆvar ( ) 1


(1 )
i i


GR i s
i ii


n g rT
N h


.


The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 


12 2 2
1


ˆvar ( ) i i ii s i s i s i si iT a r x x r ,


where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  
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Total and Variance Estimates


Our primary focus is how estimating        effects 
estimates of totals and their variances.  Tables 5 and 6 at 
the end of this paper include the root mean square error 
(RMSE) and 95-percent confidence interval (CI) cover-
age of each of the nine total estimators based on samples 
of size 100 drawn from the                                  popula-
tions, respectively (similar generalizations held for the 
samples of size 500, which are omitted due to length).  
Both tables are organized such that the HT estimates are 
first, followed by the BLUP and GREG totals produced 
using the true       value (which resulted in identical results 
for strategies B and D), then those that used        Rela-
tive biases (Relbias) are not shown in the tables but are 
briefly mentioned below.  


For the             population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value 
was -0.41 percent for                        using strategy B 
and wtd bal           samples.  For all strategies, using the 
correct working model (2.1) versus model (3.2) resulted 
in lower Relbias and RMSE values and CI coverage 
closer to 95 percent, though differences are not drastic.  
With model (3.2), using the GREG estimator resulted in 
improvements in all three measures over the equivalent 
BLUP estimators.  Comparing strategies, there are slight 
improvements in the Relbias, RMSE, and CI coverage of 
strategy B over A and D over C, so that using the small 
pilot studies does not lead to any improvements.  While 
the rounding of the pilot        in C offers improvements 
in the measures over A’s, that is not the case in strate-
gies B and D. For the sample designs, results from the 
ppstrat samples seem to be most favorable.  For these 
populations, wtd bal sampling based on          in the main 
sample for Strategy B is suboptimal since the variance 
of neither population is proportional to x.  Nonetheless, 
ppstrat              is still reasonably efficient.  As expected in 
these types of populations, the RMSE’s when sampling 
by srswor are uniformly worse than those for the other 
designs in strategies B and D.


For the         population, which had a total of 
14,304.74, the largest Relbias value was 1.29 percent.  
Again, using the correct working model led to improved 
results, in terms of lower Relbias and RMSE values and 


CI coverage closer to 95 percent; there are slight gains 
in using the GREG estimator with model (3.2).  Here, 
there is a notable (but not drastic) drop in the overall CI 
coverages compared to the                   population, the 
lowest being 91.7 percent.  The most striking difference 
in RMSE values are the gains achieved with the pilot 
strategies over the corresponding nonpilot ones.  For  
example ,  t he  RMSE fo r  t he  combina t i on                          
               A, ppstrat) is 1,186.76, while the RMSE 
for                     B, ppstrat) is 1,289.02.  That is, using 
a pilot leads to an RMSE that is about 92.1 percent of 
that of using no pilot.


Figure 2 on the following page displays the ratios for 
the            population of RMSE’s of the various estima-
tors and sampling plans to the RMSE of the combina-
tion of                     B, ppstrat, with estimated     for n 
= 100.  This combination was selected as the reference 
since (a) ppstrat is a popular plan in practice, and (b) 
the GREG estimator                    is one that is used by 
conservative practitioners because it is approximately 
design-unbiased while still taking advantage of the y-x 
relationship.  The left and right panels show the ratios 
for estimators that use the true     and an estimated    .  
When the true gamma is used in estimation, but a pilot 
study is conducted to determine how to select the main 
sample, the most efficient method of sampling is ppstrat.  
In the (ppstrat, pilot) case, all estimators have about the 
same RMSE.


The right-hand panel gives the more realistic com-
parisons among combinations that could be used in 
practice.  Conducting a pilot study with strategy A (no 
rounding) followed by a ppstrat           main sample 
yielded a 4- to 8-percent reduction in RMSE compared 
to the reference combination described above.  Round-
ing in strategy C reduces the gains from doing a pilot.  
Weighted balance on an estimated      has no advantage 
over the reference combination.


If no pilot is conducted (strategies B and D), then 
wtd bal           is the most efficient scheme, but ppstrat          
 is very competitive.  The rounding in strategy 
D leads to virtually the same results as B.  Among the 
estimators, the model-based choice                       and 
the GREG                           are somewhat worse than the 
others, although differences are not extreme. 


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
shown in the tables but are briefly mentioned below.   


For the 3 / 4  population, where the true total is 
7,174.74, all estimators were approximately unbiased 
over the 1,000 samples since the largest Relbias value was 
-0.41% for ˆ ˆ ˆ/ 2ˆ ( , : )T x x x  using strategy B and wtd bal
( x ) samples.  For all strategies, using the correct 
working model (2.1) versus model (3.2) resulted in lower 
Relbias and RMSE values and CI coverage closer to 95%, 
though differences are not drastic.  With model (3.2), 
using the GREG estimator resulted in improvements in all 
three measures over the equivalent BLUP estimators.  
Comparing strategies, there are slight improvements in 
the Relbias, RMSE, and CI coverage of strategy B over A 
and D over C, so using the small pilot studies does not 
lead to any improvements.  While the rounding of the 
pilot ˆ ’s in C offers improvements in the measures over 
A’s, that is not the case in strategies B and D. For the 
sample designs, results from the ppstrat samples seem to 
be most favorable.  For these populations, wtd bal
sampling based on x  in the main sample for Strategy B 
is suboptimal since the variance of neither population is 
proportional to x.  Nonetheless, ppstrat ( x ) is still 
reasonably efficient.  As expected in these types of 
populations, the RMSE’s when sampling by srswor are 
uniformly worse than those for the other designs in 
strategies B and D. 


For the 2  population, which had a total of 
14,304.74, the largest Relbias value was 1.29%.  Again, 
using the correct working model led to improved results, 
in terms of lower Relbias and RMSE values and CI 
coverage closer to 95%; there are slight gains in using the 
GREG estimator with model (3.2).  Here, there is a 
notable (but not drastic) drop in the overall CI coverages 
compared to the 3 / 4  population, the lowest being 
91.7%.  The most striking difference in RMSE values are 
the gains achieved with the pilot strategies over the 
corresponding non-pilot ones.  For example, the RMSE 
for the combination ( ˆˆ (1,1 : )GRT x , A, ppstrat) is 1,186.76,  


The following is the basic model variance estimate 
for the BLUP estimators: 
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where ia  is the “model weight” involving ix  in the 
working model and ir  is the residual for unit i.


We also include a robust leverage-adjusted 
variance estimate for the BLUP’s: 
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where iih  is the leverage for unit i.  The identical 
second term in both model variances accounts for 
variability in population units not in the sample.  


For the GREG’s, we include the following variance 
estimators (e.g., see Valliant 2002, expression 2.4): 
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The same variances were used for all sample designs, 
except for the ppstrat design-based variances for the 
HT and GREG estimators, where successive pairs of 
sample units were grouped, variances were calculated 
within each stratum, and strata variances were 
cumulated. Since both working models were specified 
over all strata, the model variance formulae 1var  and 


2var  were used for samples selected using ppstrat
sampling in estimating the variance of the BLUP. 


4. Simulation Results 


4.1.  Estimates 
We calculated the average ˆ  over each set of 1,000 
samples drawn from both populations.  Results are only 
summarized here.  


When 3 / 4 , strategies B and D had more 
nearly unbiased estimates than A and C due to the 
smaller pilot sample sizes in the latter two.  The 
rounding in strategies C and D made the average ˆ ’s 
further from the true value, since ˆ ’s close to three-
fourths were either rounded down to one-half or up to 
one.  


When 2 , the average ˆ ’s were closer to the 
true values.  There was not much difference between 
the average ˆ ’s for the pilot study strategies A and C 
versus the no-pilot strategies B and D.  The rounding 
also did not make much of a difference. Using the 
correct model (3.1) rather than (3.2) resulted in ˆ ’s 
closer to the true value, as might be expected.


4.2: Total and Variance Estimates 
Our primary focus is how estimating  effects estimates 
of totals and their variances.  Tables 5 and 6 at the end of 
this paper include the root mean square error (RMSE) and 
95% confidence interval (CI) coverage of each of the nine 
total estimators based on samples of size 100 drawn from 
the 3 / 4  and 2  populations, respectively (similar 
generalizations held for the samples of size 500, which 
are omitted due to length).  Both tables are organized such 
that the HT estimates are first, followed by the BLUP and 
GREG totals produced using the true  value (which 
resulted in identical results for strategies B and D), then 
those that used ˆ ’s. Relative biases (Relbias) are not 
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the others, although differences are not extreme.  


In all cases, unrestricted ppswor sampling was the 
poorest performer, regardless of whether  was known 
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Considerations 


We investigated some alternative strategies for 
sampling and estimation in populations where there is 
one target variable y, whose total is to be estimated, and 
one auxiliary x, which is known for every unit in the 
population.  The variance of y is known to increase as x
increases, but the exact form of the variance is 
unknown to the sampler. Modeling the variance as 
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approximation to reality. We studied three options that 
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general approach is similar to ones used by some 
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Any simulation study is, of course, limited.  
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yield different results. Accounting populations, in 
particular, often have units with extreme values that need 
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Some future considerations could include variations 
on the sample size.  Brewer (2002) suggests 1,000 as the 
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amount of precision.” However, in accounting 
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A good overall strategy for this type of problem ap-
pears to be the following.  Select a highly restricted prob-
ability proportional to           This can be accomplished 
using the cum           rule with one or two units selected 
per stratum.  Estimate the total with either a BLUP or 
a GREG estimator based on a reasonable model for the 
population at hand.  Model (3.2), though incorrect, still 
fit the data fairly well in the cases we examined.  This 
general approach is similar to ones used by some ac-
counting firms that conduct cost segregation studies.


Any simulation study is, of course, limited.  Popula-
tions that are less well-behaved than HMT may yield dif-
ferent results. Accounting populations, in particular, often 
have units with extreme values that need special treatment 
both when estimating     and the population total.


Some future considerations could include variations 
on the sample size.  Brewer (2002) suggests 1,000 as 
the minimum for estimating gamma with “any reason-
able amount of precision.” However, in accounting ap-
plications, the real interest is on performance in small 
samples.  Pilots of n = 10 and main studies of n = 50, 
or even less, are typical.  In such cases, weighted bal-
anced samples and model-based estimators may have 
advantages.
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USING A SAMPLE OF FEDERAL ESTATE TAX RETURNS TO EXAMINE
THE EFFECTS OF AUDIT REVALUATION ON PRE-AUDIT ESTIMATES
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Introduction
Federal estate tax returns are filed for America’s
wealthiest decedents, and these returns contain detailed
information on decedents’ assets, liabilities and
personal characteristics. Data from Federal estate tax
returns provide a unique opportunity to study the
demographic and portfolio characteristics of America’s
wealthiest individuals.  In addition, these data provide
valuable insight into the transfer of wealth between and
among generations.   The Statistics of Income Division
(SOI) of IRS collects and publishes data from annual
samples of Federal estate tax returns.  During the
collection process, data are subjected to extensive math
tests and are edited to remove obvious errors.  Similar
to other studies conducted at SOI, data for the annual
Estate Tax Study are collected prior to any systematic
audit of returns, since the audit process can take several
years to complete.  Published pre-audit data are,
therefore, likely to contain an understandable bias
resulting from taxpayers’ desire to avoid tax (Harriss,
1994), as well as taxpayers’ misunderstanding of estate
tax law.  Because estate tax data are an important
research tool in both the public and private sectors, the
merits and deficiencies of such data warrant careful
analysis.


After IRS processes Federal estate tax returns for
revenue purposes and after SOI extracts data for a
sample of these returns, IRS service center tax
examiners, those with expertise in estate tax law,
review the returns to determine whether they should be
examined by estate tax attorneys in IRS district offices.
Finally, estate tax attorneys in the district offices survey
the candidates for audit and select a subsample of
returns for complete audit processing.  Federal law in
effect for returns filed in 1992, the year examined in
this paper, allowed the IRS up to three years after a
return is filed or after the date it was due, whichever
date is later, to complete the audit process.  However,
this statute of limitations may be suspended in special
cases.


The IRS grants estate tax attorneys, or auditors, wide
discretion in examining records and in interviewing
fiduciaries, survivors, heirs and others who may be
acquainted with decedents’ affairs.  If an auditor
changes values reported on the tax return,
representatives of the estate can appeal to the IRS


Appeals Office, the U.S. Tax Court, the United States
Claims Court or U.S. District Court.


In order to understand the effects of audit revaluation
on pre-audit estimates, SOI undertook a study of post-
audit estate tax returns.  The 1992 Estate Post-Audit
Study, initiated in 1996, is a sample of 4,433 returns
filed in 1992.  Returns were previously selected for
SOI’s annual Estate Tax Study.  Filing year 1992 was
selected as the focus year for SOI’s post-audit study in
order to allow time for returns to complete the entire
audit process.   For filing year 1992, a decedent’s estate
was required to file a Federal estate tax return if the
value of gross assets, at death, exceeded $600,000.
Federal estate tax returns were filed for 59,178 wealthy
estate tax decedents during that year.


This paper will discuss the sample design and
development of final weights for the 1992 Estate Post-
Audit Study.  Estimates of audit changes in tax
assessments and asset values will be presented.


Estate Tax Study Sample Design
The sample for SOI’s Estate Tax Study, the sample
frame for the 1992 Estate Post-Audit Study, is a
stratified random sample, executed over a 3-year
period, with three stratifying variables.  In every year
since 1982, the stratifying variables have been year of
death (focus year, non-focus year), total gross estate
and age at death.  Gross estate is divided into 5
categories:  $600,000 < $1 million, $1 million < $2.5
million, $2.5 million < $5 million, $5 million < $10
million, and $10 million or more.  Age at death is
divided into age < 40, 40 < 50, 50 < 65, 65 < 75, and 75
and older.  Sample rates vary from 3 percent to 100
percent, with over half the strata selected with certainty.
Returns are selected for the sample as they are
processed for IRS revenue purposes.


Weights for the Estate Tax Study sample are calculated
in several steps.  First, population and sample counts
are adjusted for returns that were selected into the
sample but, upon close examination, do not satisfy the
parameters of the study.  This occurs, for example,
when an incomplete return is filed because the estate
was not able to compile all the necessary
documentation by the filing deadline.  In such cases, a
second and final return is filed by the estate once the







required information is obtained.  Second, counts are
adjusted for the small number of returns that were
unavailable for SOI processing because they were
under review by other areas of IRS.  Third, adjustments
are made for misclassified returns, which typically arise
from taxpayer or IRS processing errors that cause
returns to be assigned to an incorrect sampling strata.
Finally, data are poststratified using auxiliary data from
the IRS Master File.  These auxiliary data have been
examined and corrected in an attempt to adjust for large
returns not originally available for sampling due to data
transcription errors.


1992 Estate Post-Audit Study Sample Design
The sample frame for the 1992 Estate Post-Audit Study
consisted of returns originally selected for SOI’s study
of Federal estate tax returns filed during calendar year
1992.  The 1992 Estate Tax Study sample consisted of
7,559 returns out of a population of 59,178.  The 1992
Estate Post-Audit Study sample was a stratified random
sample of these 7,559 returns.  The sample was
stratified by a variable that predicted a return’s
likelihood of being audited, an “audit likelihood
indicator.”  Because the process of determining whether
or not a return will be audited is highly subjective,
development of this post-audit project included meeting
with IRS auditors in several regions of the country to
discuss the criteria they use in selecting audit cases.
Based on these interviews, SOI developed the sample
selection critera listed in Figure 1 below.  In addition to
these criteria, returns for married decedents are usually
not audited, since the unlimited marital deduction for
bequests to a decedent’s surviving spouse typically
offsets any increase in the taxable estate that might
result from audit revaluation.  With this information, an
audit likelihood indicator that served as the sample
stratifier was developed.  Returns with a high likelihood
of audit, those which met one or more of the criteria in
Figure 1 and were filed for non-married decedents,
were selected into the sample with certainty.   A
random sample of the remaining returns was selected at
a sampling rate of about 0.4.  Overall, the final sample
included 4,433 returns, 2,433 of which were selected
because they conformed to the marital status (non-
married) criteria and the criteria in Figure 1; the
remaining 2,000 were selected randomly.


While filing year 1992 was chosen as the focus year for
the Estate Post-Audit Study, a significant portion of the
sample, 229 returns, was still unavailable to SOI at the
study’s close. After SOI economists tested and cleaned
the data, as well as performed some limited imputation
for item non-response, weights for non-missing returns
were developed in two stages.


Figure 1: SOI Sample Selection Criteria
(1) fees (including executors’ commissions, and


attorneys’ fees) > 5 percent of total gross estate


(2) adjusted taxable gifts > 5 percent of total gross
 estate


(3) other non-corporate business assets > 5 percent
of total gross estate


(4) other stock > 30 percent of total gross estate


(5) credit for tax on prior transfers > 0
(6) art > 0


(7) decedent had a power of appointment over trust
property


(8) closely-held stock > 5 percent of total gross estate
(9) real estate > 40 percent of total gross estate


(10) lifetime transfers > 30 percent of total gross estate
(11) total gross estate > $5,000,000


First, an initial base weight was calculated for non-
missing returns, taking into account both the probability
of selection in the underlying sample of estate tax
returns and the probability of selection in the post-audit
subsample.  In the initial post-audit sample, there were
a small number of cases for which only a limited
amount of data on the magnitude of audit revaluations,
but no underlying detail, existed.  Since researchers are
most interested in studying this detail, incomplete cases
were eliminated from the final data set.  Therefore, in
the second stage of weight development,
poststratification was used to adjust the weights of the
remaining cases.  Adjustment cells were constructed
based on the size of the change in taxable estate.   In
each adjustment cell, a ratio adjustment was computed
that utilized data available from both complete and
incomplete cases.  Using these ratios to adjust base
weights of the cases for which complete data were
available, final weights were then constructed.  The
final data file included complete records for 4,182
returns, of which 1,357 had been audited. A careful
analysis of the 229 missing returns was conducted using
the IRS Integrated Data Retrieval System (IDRS).  It
was possible to determine whether each of the missing
returns had been audited and, if so, the outcome of
audit.  The distribution of missing returns on these key
characteristics was almost identical to that of the non-
missing returns, so no additional “non-response”
adjustment was necessary.


Revaluation at a Glance
Raw audit data for the 1992 Estate Post-Audit Study
were collected from Forms 1273 and 3228 prepared by
IRS auditors during the formal audit process.  These
forms, in most instances, capture both pre- and post-
audit estate tax return values.  Revaluation data were
extracted from the forms by IRS personnel in the
Ogden Service Center.  Therefore, the revaluation data







described in this paper are estimates of the audited
population based on actual IRS audit results.


IRS tax examiners audited an estimated 11,338 Federal
estate tax returns filed in 1992, representing 19.2
percent of the 59,178 returns filed during the year.
Figure 2 shows that, as the size of gross estate
increases, the rate of audit increases.  Returns filed with
gross estates less than $1.0 million were audited at a
rate of 11.1 percent.  However, almost 50.0 percent of
returns filed with gross estates over $5.0 million were
audited, even though the audited returns in that
category represented only 9.7 percent of the entire
audited population.


Figure 2:  Number and Percentage of Returns
Audited, by Size of Total Gross Estate


Size of  Total Returns Returns Percent


Gross Estate Filed Audited Audited


Under $1 million 31,376 (30.6)     3,475 11.1%


$1 million under $5 Million 25,542 (59.6)     6,760 26.5%


$5 million or more 2,260   (9.7)     1,098 48.6%


Total 59,178 (100.0)  11,338 19.2%


Combined total gross estate for 1992, the accumulated
wealth of estate tax decedents whose returns were filed
during 1992, exceeded $100.0 billion, and 34.9 percent
of that value was subject to audit by tax examiners.
Total gross estate increased $1.2 billion, from $34.9
billion to $36.1 billion.  The post-audit value of 1992
combined gross estate was $101.2 billion (see Figure
3).


Total allowable deductions, available against gross
estate, reduce a decedent’s taxable estate and include
deductions for marital transfers, charitable
contributions, administrative expenses, indebtedness,
taxes and casualty loss.  The original, pre-audit value of
total allowable deductions for 1992 exceeded $43.5
billion, and 27.3 percent of that value, or $11.9 billion,
was subject to audit.  An unexpected result, total
allowable deductions increased from $11.9 billion to


$12.0 billion, an aggregate net difference of $117.0
million.  Therefore, the post-audit value of 1992 total
allowable deductions reached $43.6 billion.


The original net estate tax liability for filing year 1992
was an estimated $10.2 billion.  Almost two-thirds, 63.2
percent, of the original liability, or $6.4 billion, was
subject to audit.  Overall, net estate tax liability
increased an estimated $559.8 million as a result of
audit, a change that represented 5.5 percent of the
original liability reported in 1992.  Of audited cases,
60.0 percent were closed with additional net estate tax
owed, 19.0 percent were closed with no change in tax
assessment, and 21.0 percent were closed with a
reduction in the original net estate tax liability.  The
value of additional estate tax owed was $676.6 million,
while the reduction in estate tax liability totaled $116.8
million.  Post-audit estate tax revenue for filing year
1992, the sum of pre-audit estate tax revenue and
revenue derived from audit, reached $10.8 billion.
Figure 3:  Change in Value of Total Gross Estate,
Allowable Deductions and Net Tax Due to Audit
Numbers are in millions of dollars.


Total
gross


Allowable Net estate


 estate Deductions tax


Pre-audit value 100,017 43,530 10,199


Value subject to audit 34,880 11,905 6,443
Percent subject to audit 34.9% 27.3% 63.2%
Audit revaluation amount 1,222 117 560


Percent change due to audit 1.2% 0.2% 5.5%
Post-audit value 101,239 43,647 10,759


Demographic Data for the Audited Population


Revaluation Data by Sex of Decedent
The filing population in 1992 included more male
decedents than female decedents, with 32,843 males, or
55.5 percent of the total population, and 26,335
females, or 44.5 percent of the total population (see
Figure 4).  However, females were more prevalent than
males in the audited population.  Of the 11,338
decedents in the audited population, 52.9 percent, or


Figure 4:  Audited Estate Tax Returns, Change in Assessment as a Percentage
of the Number of Returns Audited, by Sex
[Money amounts are in thousands dollars]


Males Females Total


Number Percent Number Percent Number Percent


Filing population 32,843 55.5% 26,335 44.5% 59,178 100%


Audited population 5,340 47.1% 5,998 52.9% 11,338 100%


Additional tax assessed 2,951 55.3% 3,856 64.3% 6,807 60.1%


Tax reduction assessed 1,289 24.1% 1,095 18.3% 2,384 21.0%


No tax assessment change 1,100 20.6% 1,047 17.4% 2,147 18.9%







5,998 decedents, were female and 47.1 percent, or
5,340 decedents, were male.  This last finding may be
explained by the prevalence of widowed decedents,
most often female, in the audited population.  That is,
61.2 percent of the audited population were widowed
decedents, and, more than two-thirds, 68.7 percent, of
widowed decedents were female.  Again, the overriding
presence of widowed decedents, and therefore female
decedents, in the audited population is a result of the
audit selection process, which favors non-married
decedents.


The estates of females in the audited population owed
an additional $292.9 million in combined net estate tax,
or 52.3 percent of the total change in estate tax liability
for the audited population, while the estates of male
decedents owed an additional $266.8 million in
combined net estate tax, 47.7 percent of the total
change in estate tax liability.  This difference in the
change in tax liability by sex reflects the original
difference in pre-audit liability by sex.  For, in the
original 1992 estate tax filing population, female
decedents owed 52.1 percent of the combined net estate
tax liability, or $5.3 billion, while male decedents owed
47.9 percent of the combined liability, or $4.9 billion.
Again, the prevalence of widowed decedents, mostly
female, in the audited population may explain the larger
share of additional estate tax liability assumed by
female decedents’ estates.


In terms of the type of change in tax assessment, Figure
4 shows that the estates of males and females exhibited
similar tendencies.  For both males and females, returns
closed with additional estate tax owed were dominant,
with 55.3 percent of estates for male decedents owing
additional tax and 64.3 percent of estates for female
decedents owing additional tax.  Overpayment of the
original tax was more prevalent than no change in tax
assessment for both sexes.  However, compared to the
estates of female decedents, the estates of male
decedents were more likely to have overpaid.  While
estates of males overpaid in 24.1 percent of cases and
had no change in tax liability in 20.6 percent of cases,
estates of females overpaid in only 18.3 percent of
cases and had no change in tax liability in 17.4 percent
of cases.


Revaluation Data by Marital Status of Decedent
Married decedents comprised the largest percentage of
decedents in the 1992 estate tax filing population, with
46.6 percent of all decedents married at death (see
Figure 5).  The second largest marital status category
was widowed decedents, with 40.6 percent of all
decedents widowed at death.  The remaining decedents
were single at death, 8.6 percent of all decedents, or
were legally separated, divorced or marital status


unknown, 4.1 percent of all decedents.  The audited
population looked quite different, with a larger
percentage of widowed decedents and a smaller
percentage of married decedents than in the filing
population.  Widowed decedents comprised 61.2
percent of the audited population, while married
decedents comprised only 23.1 percent of the audited
population.  The remaining decedents in the audited
population were divided almost equally between the
last marital status categories, single and legally
separated, divorced or unknown (the “Other” category),
8.8 percent and 6.8 percent, respectively.


The estates of married decedents and the estates of
widowed decedents saw similar increases in net estate
tax as a result of audit.  Widowed decedents’ estates
assumed 42.5 percent of the total increase in net estate
tax, or $237.8 million, while married decedents’ estates
assumed 41.2 percent of the total increase, or $230.9
million.  Estates of decedents in the “Other” category
experienced a $59.3 million increase in estate tax
liability, and the estates of single decedents experienced
a $31.8 million increase in estate tax liability.


Revaluation Data by Age of Decedent
In terms of decedent age, estate tax examiners selected
audit cases that fairly represented the 1992 estate tax
filing population, since the distribution of age in the
audited population was quite similar to the distribution
of age in the 1992 filing population as a whole (see
Figure 6).  The largest group of decedents in the 1992
filing population were “80 under 90,” 32.5 percent of
the filing population, while the second and third largest
groups were “70 under 80” and “90 and older,” 26.4
percent and 16.0 percent of the filing population,
respectively.  In the audited population, those estates
selected for audit, the largest group of decedents were
“80 under 90,” 34.6 percent of the audited population,
while the second and third largest groups were, as
above, “70 under 80” and “90 and older,” 24.3 percent
and 20.9 percent of the audited population, respectively.


Figure 5:  Estate Tax Returns Filed in 
1992 and Audited Returns, by Marital 
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Revaluation of Assets
In the course of the annual Estate Tax Study conducted
by SOI, detailed asset data are extracted from each
Federal estate tax return included in the study.  Assets,
the building blocks of total gross estate, are assigned to
one of several asset categories, which allows SOI to
produce estimates of total asset holdings, by asset type,
for the filing population.  The Estate Post-Audit Study
utilized these same asset categories, permitting
comparisons between the 1992 filing population, as
reported on the original, 1992 estate tax return, and the
audited population, as reported on Forms 1273 and
3228, audit forms completed by estate tax examiners.
Asset data available from the 1992 Estate Post-Audit
Study include original (pre-audit) and corrected (post-
audit) values for individual assets that were revalued
during audit.


Audited returns most frequently included cash assets,
present on 99.0 percent of all audited returns, followed
by other corporate stock, primarily publicly traded
stock, present on 78.3 percent of audited returns (see
Figure 7, Column 1).  However, looking at the relative
frequency of audit revaluation among audited returns
with a particular asset, the findings are quite different
(see Figure 7, Column 3).  Real estate assets, excluding
the personal residence, were most frequently revalued
among those audited returns that included real estate
holdings; 38.0 percent of audited returns with real
estate included revalued real estate assets.  The stock of
closely held corporations was second in the relative
frequency of changes.  Of audited returns with closely
held stock, 37.0 percent included revalued closely held
stock.  Cash assets followed closely held stock, with
34.0 percent of audited returns that included cash
encountering revaluation of cash assets.


Again, if audit results for asset holdings are examined
in conjunction with asset-holding data from SOI’s
annual Estate Tax Study for filing year 1992, it is
possible to examine the degree to which revaluation
affects pre-audit estimates of assets.  Comparing the
original value of revalued assets with the total, pre-
audit value for assets in a particular category among all


audited returns reveals that 41.3 percent of depletable
and intangible assets, such as copyrights, were
examined for revaluation purposes, making these assets
most subject to audit (see Figure 7, Column 4).
Ignoring unclassified mutual funds, an asset category
that includes funds that could not be classified by their
component assets, second among asset values subject to
audit was the total value of real estate, with 34.3
percent of real estate in the audited population
examined and revalued.  Closely held stock holdings
were third in this ranking, with a little less than 27.0
percent of the value of closely held stock examined and
revalued.  Farm assets as a percentage of the total value
of audited returns with farm assets exceeded 100.0
percent.  This finding suggests that the original value of
revalued farm assets, as derived from the Estate Post-
Audit Study, is larger than the total value of farm assets
in the audited population, derived from the Estate Tax
Study.  The difference between studies points out the
difficulty in identifying farm assets that are used to run
a farm or agricultural business. Because of this
difficulty, farm assets are excluded from the following
analysis.


Asset revaluation that occurred during the audit process
may be examined in a number of different ways.  First,
the net aggregate change in asset value may be
examined (see Figure 7, Column 5).  Closely held stock
had the largest net aggregate change in asset value, a
$319.7 million increase.  The net aggregate revaluation
of mortgages, notes and claims, the second largest
revaluation, totaled $268.9 million.  The third largest
increase was in other real estate, a net increase of
$140.1 million.


The average net change per revalued return is another
variable to use in analyzing asset revaluation (see
Figure 7, Column 6). The largest average net change
per revalued return was almost $500,800, the average
change for mortgages, notes and claims.  The average
change for closely held stock was the second largest
change, with the value of that stock increasing, after
audit, more than $387,000 per revalued return.
Ignoring the change per revalued return for farm assets,
third in this ranking was depletable and intangible
assets, with an average change per revalued return of
$193,600.    


The revaluation of assets may also be examined in
relation to the original value of revalued assets (see
Figure 7, Column 7).  The post-audit increase in the
value of mortgages, notes and claims was the largest
increase as a percentage of that revalued asset, 170.2
percent.  Life insurance on the life of the decedent was
second in this ranking.  The net increase in the value of
life insurance was 116.9 percent of the value as


Figure 6:  Estate Tax Returns Filed in 1992 and 
Audited Returns, by Age


3.4 6


15.7


26.4
32.5


16


2.6
5.7


11.9


24.3


34.6


20.9


0
5


10
15
20
25
30
35
40


Under 50 50 under
60


60 under
70


70 under
80


80 under
90


90 and
older


Estate Tax Filing Population Audited Population


Percent







originally filed.  Depletable and intangible assets
sustained the third largest increase, an increase
equivalent to 49.0 percent of revalued
depletables/intangibles as originally filed.  Nine of the
15 asset categories increased by 10 percent or more,
while three categories increased between 5 and 10
percent and only 2 categories increased between 0 and
5 percent.  Only one asset category, unclassified mutual
funds, sustained a net decrease, -3.6 percent.


Finally, it is useful to examine asset revaluation in
relation to the original value reported in a particular
asset category across all audited returns (see Figure 7,
Column 8).  With some exceptions, the revaluation of
assets represented between less than 1.0 percent and 4.0
percent of the original value on all audited returns.
Once again ignoring farm assets, the largest increase in
asset value, as a percent of total asset value, was in
mortgages, notes and claims, 28.9 percent, followed by
depletable and intangible assets, a 20.3 percent
increase.  Closely held stock was next in this ranking,
although it saw a much smaller increase than
depletables/intangibles; closely held stock increased 7.7
percent of its original value on audited returns.


Comparing Columns 7 and 8 reveals that, while
revalued assets were often changed substantially during
audit (Figure 7, Column 7), the changes were, in most
cases, still a small portion of the original asset value for
all audited returns (Figure 7,Column 8).  For example,
look at other non-corporate business assets.  While the
value of the revalued asset increased 44.5 percent, this
change represented only 7.0 percent of the total value of
other non-corporate business assets on all audited
returns.  The same is true for other assets, although in
varying degrees:  limited partnerships, for which there
was a 33.0 percent increase in the revalued asset


compared to a 3.8 percent increase in the total value;
cash (26.9 percent compared to 2.1 percent);  closely
held stock (28.8 compared to 7.7 percent);  and bond
holdings (17.2 percent compared to 0.5 percent).  Of
course, there are a couple of exceptions.  The increase
in depletable and intangible assets, for example, was
large, both in relation to the original value of the
revalued asset, 49.0 percent, and in relation to the total
value of depletables/intangibles, 20.3 percent.
Mortgages, notes and claims are similar, 170.2 percent
compared to 28.9 percent.  Overall, however, the
changes that estate tax attorneys made to revalued
assets during audit did not introduce large, overall
increases to total asset holdings, regardless of the
magnitude of change in the revalued asset.
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Figure 7: Audit Revaluations For Audited Returns Filed in 1992, by Asset Type
Asset All audited returns  Returns Value Change in Average Percent  Change,
Type Number Amount with change audited asset value change Change audited


returns
(1) (2) (3) (4) (5) (6) (7) (8)


Personal Residence      6,251   1,717,199,287 15.9% 17.7% 13,720,129 13,789 4.5% 0.8%
Other Real Estate      7,611   4,335,051,498 38.0% 34.3% 140,142,057 48,509 9.4% 3.2%
Closely Held Stock      2,234   4,155,033,484 37.0% 26.7% 319,689,764 387,034 28.8% 7.7%
Other Stock      8,879   8,687,221,836 21.8% 24.2% 113,406,228 58,487 5.4% 1.3%
Bonds      8,295   6,301,791,305 11.6% 2.7% 28,991,250 30,168 17.2% 0.5%
Unclassified Mutual Funds      2,242      301,332,782 10.4% 39.7% -4,362,642 -18,724 -3.6% -1.4%
Cash    11,234   3,717,282,372 34.0% 7.8% 77,693,621 20,371 26.9% 2.1%
Insurance      5,569      568,572,557 8.5% 6.2% 41,170,651 86,675 116.9% 7.2%
Farm Assets      1,042      102,287,640 22.9% 113.4% 45,794,993 191,611 39.5% 44.8%
Limited Partnerships      1,498      520,072,214 14.0% 11.5% 19,733,013 94,416 33.0% 3.8%
Non-Corp. Bus. Assets      1,943      696,284,538 16.7% 15.7% 48,536,881 149,344 44.5% 7.0%
Mortgages & Notes      4,219      931,794,868 12.7% 17.0% 268,927,346 500,796 170.2% 28.9%
Annuities      3,421      773,034,691 6.0% 6.3% 3,241,130 15,810 6.6% 0.4%
Depletables/Intangibles      1,160      156,666,051 14.1% 41.3% 31,746,604 193,577 49.0% 20.3%
Art         425      663,691,995 23.3% 6.7% 1,464,218 14,790 3.3% 0.2%







SOURCE: Turning Administrative Systems Into Information Systems, Statistics
of Income Division, Internal Revenue Service, as Presented at the 1999 Joint
Statistical Meetings of the American Statistical Association, Baltimore, MD.,
August, 1999.
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Old Tabulations, Old Files, and a Brief History of 
Individual Tax Return Sampling


by Michael E. Weber and David P. Paris, Internal Revenue Service, 
and Peter J. Sailer, Consultant


T he Statistics of Income (SOI) Division of the In-
ternal Revenue Service has published data de-
rived from individual income tax returns fi led 


by taxpayers since 1916.  As with most projects of any 
kind, the focus of this effort is on getting current work 
completed.  Documentation of the work often gets sec-
ondary attention.  Furthermore, documentation written 
with history in mind, where it serves not only to remind 
members of the team what they did, but also to explain 
to future teams what was done and why, gets even less 
attention.  This paper is the beginning of an attempt to 
create historical documentation for the data created by 
SOI based on individual income tax returns.


The authors of this paper have a combined 95 
years of SOI experience reaching back to 1966.1  Un-
fortunately, only two authors are still employed by 
SOI.  It was the retirement of one of our co-authors, 
the one who started working with SOI in 1966, that 
generated the discussions that led to this paper.  The 
retirement brain drain is a serious problem, but not 
just because it affects the ability of an organization 
in its day-to-day activities, but also because an or-
ganization can also lose its ability to reference the 
past.  The projects discussed below, therefore, have 
a certain urgency about them. 


As noted above, SOI has published data on indi-
vidual income tax returns since it brought out the 1916 
report in 1918.  SOI has retained copies of all these 
publications, which are available in the SOI library in 
Washington, DC, and at various Federal depository li-
braries across the country.  Using these publications, 
however, can be diffi cult due to the fact that publication 
titles and tabulations and variables within the publica-
tions have changed over time.  For example, tracing 


the amount of Sole Proprietor expenses over the course 
of 50 years could be quite a chore as this data moved 
between various publications and tabulations through-
out the years.   Thus, having an index or database of 
publications and tabulations would save a substantial 
amount of search time.  Ideally, this index or database 
would be searchable in the sense that someone could 
enter a query such as “Sole Proprietor expenses” and 
“1935 to 1985” and receive output that would indi-
cate the applicable publications and tabulations within 
those publications that satisfy the query.  At SOI, we 
are currently engaged in a project that will create such 
an index.  


SOI is also in the process of scanning all of these 
publications, principally with the goal of preserving old 
and deteriorating paper publications but also with the 
idea of one day making them available online through 
the IRS Tax Stats Web site.  It should be noted that 
Google is also scanning these publications as part of 
its Google Books project.  No matter which Web site 
one chooses to access these publications (Tax Stats or 
Google), they will be accessible through the Internet.  


On the one hand, this is a clear advance from days 
of having to scour a library looking for a collection of 
dusty old books, but it also presents a few complica-
tions.  For example, in a library, one could at least ex-
pect to fi nd all SOI publications on one bookshelf–thus 
limiting possible places to search for desired data.  In 
addition, once having found that bookshelf, one would 
visually know the population of publications in which 
the data could possibly exist and could thus attempt a 
reasoned search of those publications for a particular 
tabulation or variable–even if that meant spreading 20 
publications across a table.  


1  Pete Sailer, one of our authors, in his early years in the Division, met an older employee by the name of Winifred Haines.  It was 
rumored that Mrs. Haines started working at SOI in 1920, so that, by association, we have a personal link with SOI back to that year.
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When accessing publications through the Internet, 
one is reliant on the search engine, which may not be 
powerful or specifi c enough to lead you to the proper 
publication, let alone the right page of a 200-page docu-
ment.  Furthermore, one is limited to viewing one page of 
one document at a time as opposed to the “table covered 
with books” method.  Consequently, we may have traded 
one problem–getting to a library and physically search-
ing for desired publications–for another–the inability to 
see large amounts of data from various publications at 
one time.  


The solution lies again in the creation of a search-
able index or database that lists all SOI publications, 
and the tabulations and variables within those publi-
cations.  This index would be accessible through the 
Internet, and, in addition, search results would display 
links to specifi c scanned publications and specifi c pag-
es within the publications.  Searching for historical data 
would become a fast and effi cient process.  The old 
paper publication is now not only preserved but read-
ily available to interested individuals.  Once all of our 
publications are scanned, SOI will then expand the in-
dexing project to include links to scanned publications.


Another project underway at SOI is the restoration 
of historical fi les.  SOI has produced Individual Income 
Tax Return microdata fi les for many years although we 
have only retained fi les back to 1960.  Unfortunately, 
documentation for many of the older fi les is quite lim-
ited.  Consequently, a project is underway to fully and 
consistently document all of our older microdata fi les.  
The new documentation will consist of indexed tax 
form facsimiles which map the fi elds on the fi le with 
actual line items found on the tax returns.  While this 
has been a standard practice at SOI for decades, it was 
not done, or at the very least not retained, for many of 
the older fi les.  


Another aspect of the restoration process is to map 
the fi elds on the fi les with published data.  Often, a fi eld 
name and the published table column or stub title do 
not directly correspond with each other.  In addition, 
published SOI data often represent the summation of 
multiple individual fi elds found on microdata fi les.  


Finally, uniform sample count and sampling stratifi -
cations tables will be developed for years where such 
tables cannot be found.  SOI will be aided in this pro-
cess by Pete Sailer (a coauthor of this paper), who ac-
tually helped to create many of these fi les early in his 
SOI career.2  With the completion of this project, SOI 
will have readily accessible microdata covering the last 
50 years.  


The fi nal historical project underway at SOI is per-
haps the most ambitious.  SOI has produced data for 
over 90 years and, as just noted, possesses microdata 
going back 50 years.  But what is missing is the story 
of changes and innovations in the sampling and pro-
cessing of individual income tax returns for statistical 
purposes over those years.  Our sources for this story 
are the documentation contained in the various publica-
tions and the memories of various participants.  A few 
highlights of this process are discussed below.  


The fi rst reference we have to sampling in an SOI 
program is found in the 1918 publication, which men-
tions (without further elaboration) that each IRS district 
offi ce was to supply SOI with a “fair and average sam-
ple” of returns with net incomes between $1,000 and 
$5,000 (returns with net incomes under $1,000 were 
not included in the statistics).  No sampling is men-
tioned for Tax Years 1919-1924, but, for 1925-1942, 
returns with incomes under $5,000 (and as low as $1) 
were again subjected to sampling.  Each IRS district of-
fi ce was instructed to select a given percentage of both 
taxable and nontaxable returns in this income group, 
with minimum numbers of returns to be selected for 
each district prescribed as well.  In Washington, aver-
ages were computed for taxable and nontaxable returns 
in each income class in each district, then multiplied by 
counts for these classes supplied by the district offi ces.  


For Tax Year 1943, major changes were made in 
the methods IRS used for revenue processing purpos-
es.  All individual returns were divided into process-
ing groups, based on criteria such as form type (1040 
or 1040A), taxability, “assessability” (underwithheld, 
overwithheld, breakeven), level of adjusted gross in-
come, and amount of business receipts.  Within each 


2 We are also very grateful for recollections provided to the authors by former Statistics of Income Director Fritz Scheuren, who also 
worked on many of these early SOI fi les.
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group, returns were placed into blocks of 100.  Blocks 
were numbered consecutively within each group within 
each district offi ce.  Within the block, returns were as-
signed serial numbers from 00 through 99.  SOI used 
these groups as the basis of its sampling plan, and used 
the last two digits of block numbers to instruct district 
offi ces to select whole blocks of returns for SOI pro-
cessing.  Any subsampling (fi rst introduced for 1949) 
was done at the National Offi ce, using serial numbers 
assigned to returns in each block.  For 1952, IRS and 
SOI abandoned block numbers and serial numbers, and 
instead used an “account number” (assigned consecu-
tively within each stratum in each district offi ce) for 
sample selection.  


Between the Tax Year 1965 and 1968 programs, 
SOI phased in the age of computerized sampling.  The 
ending digits of the Social Security number of the pri-
mary taxpayer were utilized to select the sample.  The 
number of endings used varied with the sample size of 
the various stratifi cations.  Interestingly, SOI chose to 
change the ending digits each year, in order to mini-
mize any bias created by (unproven) special character-
istics of returns with certain endings.  


For Tax Year 1972, the sample was augmented by 
a special additional sample, selected manually in the 
service centers, covering the lower-income strata for 
the smallest States.  Treasury required the expanded 
sample to produce estimates of grants that would be 
required to each State under the Federal Revenue Shar-
ing Program.  For 1973, sampling at higher rates in the 
smaller States was incorporated into the original sam-
ple design.   Also for 1973, the sampling program was 
changed to sample every nth return processed within 
each stratum, without using the SSN.  Documentation 
relating to why this change was implemented has not 
been discovered as of yet.  


For 1978, SOI returned to sampling on the basis of 
the ending digits of the SSN and for 1979 incorporated 
two Continuous Work History Sample (CWHS) SSN 
endings that were permanently built into the cross-
sectional sample. The CWHS is a system of general 
multipurpose statistical fi les designed primarily for so-


cioeconomic analyses and maintained by the Social Se-
curity Administration.  


The system consists of samples of records of indi-
viduals who were ever issued Social Security numbers. 
SOI chose two CWHS ending digits whose consistent 
use formed the basis of what today is almost a 30-year 
longitudinal sample of income tax returns.  The major 
shortcoming of this panel is that marriages and divorc-
es cause certain taxpayers (usually women, who tend 
to fi le as secondary taxpayers on joint returns) to enter 
and leave the sample. 


The focus of Federal income tax policy has gener-
ally been at the nationallevel of study rather than at the 
State or local level. Therefore, by the Tax Year 1982 
study, Treasury requested that SOI stop selecting sam-
ples of individuals at higher rates in the smaller States 
and leverage resource savings from processing the old 
sample design in new tax studies needed by Treasury 
and other SOI customers.  As a result, SOI changed its 
focus to a sampling methodology that would support 
increasing emphasis placed by Treasury on microsimu-
lation modeling of the revenue and distribution effects 
of tax law changes.  Hence, a “fat year” and “lean year” 
concept was introduced into SOI sampling.  


Fat year samples were designed to capture a larger 
volume of returns necessary to support the tax policy 
model.  Lean year samples derived the volumes nec-
essary for SOI to continue its legal mandate under IR 
Code section 6108 of making annual statistics readily 
available with respect to operation of the internal rev-
enue laws.  Also for 1982, SOI began sampling returns 
on the basis of a transformed SSN.  This innovation had 
the advantage of allowing SOI to simplify the yearly 
sampling programs because the last fi ve digits of the 
transformed SSNs were evenly distributed from 1 to 
100,000.  Therefore, the desired sampling rates for 
each stratum could be easily adjusted in rather fi ne gra-
dients, with a minimum of programming.3  At this time, 
SOI also chose to generally use the same transformed 
SSN ranges each year, thus creating a maximum over-
lap between the set of returns chosen between 2 years.   


3 Whenever sampling rates needed to be adjusted, only one number (the highest transform to be selected) had to be changed for each 
stratum, instead of a list of four-digit SSN endings.
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Over the years, SOI has also become fairly sophis-
ticated at using one return for multiple samples.  This 
concept is implicit in the use of the CWHS SSN end-
ings that SOI began using in the Tax Year 1979 sample, 
but was taken to a higher level with the 1985 Sales of 
Capital Assets Study and the 1987 Family Panel Study.  
Essentially, if roughly the same stratifi cations are used 
for multiple studies (panels and annual cross sections), 
as well as the same range of transformed SSNs with-
in those stratifi cations, signifi cant sample overlaps 
will occur.  


For example, a return selected for the Tax Year 
1987 annual cross-study sample had a high probability 
of being selected for the 1988 and 1989 cross sections.  


Consequently, a panel sample selected as a subsample 
of the 1987 cross section produces a signifi cant overlap 
between the panel sample and the annual cross-section-
al sample.  This sampling plan reduces costs and allows 
higher sample sizes for both fi les, given a set budgeted 
cost.  From 1985 to 1996, SOI produced the two panel 
studies mentioned above, the CWHS panel from 1979, 
and the yearly cross sections using this method.  Maxi-
mizing this overlap has been a key feature of all Indi-
vidual Income Tax Return sample designs at SOI since 
that time. 


We hope to produce a more formal and de-
tailed history of the SOI program prior to SOI’s 100th 
anniversary.
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Corporation Supercritical Cases: 
How Do Imputed Returns on the Corporate File  


Compare to the Actual Returns?


Lucy Davitian, Internal Revenue Service


Statistics of Income (SOI) corporation “supercriti-
cal” cases are certain large corporations that SOI 
samples at the 100-percent rate. These supercriti-


cal cases account for 58 percent of the total assets of the 
corporation study while comprising only .03 percent of 
the total corporation returns; thus, their absence from 
the Corporation Study would affect the final statistics.  
Any unavailable returns must therefore be added to 
the file to protect the validity of the SOI Corporation 
Study.  One method of adding those missing data is to 
collect the information through surveys sent directly to 
the corporations.  Data collected are then used to create 
alternate records in the file through various imputation 
routines.  These alternate records are later replaced with 
the actual return when that information is secured.  This 
paper will give a brief overview of critical cases and the 
survey process, compare the data in the alternate records 
to that of the actual returns, evaluate the accuracy of 
the imputation routines, and make subsequent recom-
mendations for changes to improve data quality where 
necessary.


	Background on Critical Cases


The critical case list for each program year is cre-
ated based on the critical cases in the last two program 
years of the corporation study.1 In general, there are three 
levels of critical case classifications: the top level, or 
supercritical cases, which are the largest corporations; 
critical cases that comprise 5 percent or more of the 
total assets of the industry they are classified in; and all 
other critical cases.  The classifications are made based 
on three different criteria: type of return filed, industry 
classification, and corporation total assets.  


During SOI’s corporation Advance Data processing 
(beginning after the critical case list creation in Decem-
ber and running through April), all supercritical cases 
that are unavailable for statistical processing are searched 
for.  Clerks at the IRS submission processing centers in 
Ogden and Cincinnati search for information on these 
critical cases.  If the clerks cannot secure these returns, 


they provide information to assist National Office (N.O.) 
analysts with additional research.  N.O. analysts then use 
this information to verify mergers between companies 
or other reasons why the return may be unavailable for 
SOI’s processing.


Companies that are found to have no tax liability for 
the tax year, are liquidated or bankrupt, have changed 
Employer Identification Numbers (EIN’s), or merged 
into other companies are suppressed from the study file 
and will not appear on future critical case lists.  Be-
tween program years 1997 and 2002, an average of 85 
supercritical cases were suppressed (see Table 1), thus 
reducing the number of critical cases that are researched 
or included in subsequent studies.


Table 1.--Number of Suppressed Critical Cases


Program
Year


Total Super 
Criticals


Number
Suppressed


1997 1,006 55
1998 1,160 70
1999 1,416 93
2000 1,622 95
2001 1,584 109
2002 1,595 85


However, if there is no evidence to conclude that 
a return does not have a filing requirement for the cur-
rent tax year, and the returns are not located during this 
advance data period, alternate records, also called added 
records, are created as a substitute for the unavailable 
returns.  There are four classifications of added records 
based on the type of information SOI has available to 
process the corporation return.  The most ideal added 
record is one that uses data from both the IRS Business 
Master File (BMF)2 and a survey sent to the corpora-
tion since it contains the most current information on 
the corporation return.  The next level of preference is 
the use of BMF information only. Then, there are added 
records created using only survey information.  Lastly, 
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records created based only on prior-year information are 
included when no other current information is sufficient 
to create the added record.  For the purposes of this paper, 
only the added records created from survey information 
will be discussed and analyzed.


	Filling in for Missing Information:  
 Overview of the Survey Process


The surveys that are sent to missing corporations 
initially go through an approval process (renewed every 
5 years) through the Office of Management and Budget 
(OMB).  The approval process considers taxpayer burden 
in filling out and returning the survey, as well as other 
factors to ensure it meets established OMB guidelines.  
Once approved for distribution, the survey is sent with an 
accompanying memorandum signed by the Director of 
the Statistics of Income Division that states the nature of 
the survey and informs the corporations that the survey is 
voluntary.   It also notes that the information collected is 
for statistical use only and not the result of any ongoing 
or forthcoming examination of the corporation’s income 
tax return.  The survey lists approximately sixteen data 
items from the corporation’s tax return relevant to the 
SOI program year, and asks that the data be returned 
within 3 weeks of receipt.


Once a survey is returned, SOI processes the data 
to create an added record, also called a short-edit, in the 
file until the actual return can be processed. The survey 
data items are manually typed in, and the program then 
uses these numbers to calculate the remainder of the cur-
rent-year amounts (those not included in the survey).3  It 
does so by using current and prior-year amounts to create 
ratios that are used to help fill in for the missing data.  
The returns are then processed through the normal edit 
function used on all corporate returns to ensure that the 
total amounts balance and no additional errors are pres-
ent.  Returns created through this short-edit process are 
then given a weight and included in the study file.


After the close of the Advance Data file and through-
out the remainder of the program year (for the 2002 
program, file closeout was November 2004), these short-
edits (and all types of added records) are replaced once 
the actual returns are available for SOI processing.


	Survey Statistics


Since 1997, an average of 173 surveys have been 
sent each year to corporations, with average response 
rates of 51 percent (see Figure A).  Over the course 
of the program years analyzed, many attempts were 
made to try to increase the response rates.  For the 2000 
program year, however, there was a higher number of 
unavailable returns.  This was due to the IRS processing 
center realignments, which resulted in SOI’s processing 
of corporate returns being scaled down from four centers 
to two.  This also created some confusion and resulted in 
many corporate tax departments still mailing their returns 
to the same centers as in prior years. This caused a need 
for the returns to be shipped from these centers to the 
newly realigned ones.  The changes in these processes 
and the delays they caused directly affected SOI’s abil-
ity to process the returns for the Advance Data.  For the 
2001 study, to try to avoid a possible repeat of the prior 
year, the surveys were mailed earlier.  Unfortunately, 
since many of the corporations were filing extensions, 
we did not receive as many surveys back until after the 
extension period was over.  Also, in the wake of the 
September 11 attacks, longer extension periods were 
granted to corporations that were directly affected by 
the attacks, and many of these companies were either 
no longer in business or had portions of their businesses 
that were dissolved.  Since some of the tax departments 
of these corporations were in New York City, the ad-
dresses that the surveys would normally be sent to were 
no longer valid.  This directly attributed to the decline 
in the number of surveys sent, as well as the number of 
survey responses.  In addition to these challenges with 
the earlier mailing, we observed the need to call more 
corporations to obtain the data; they had either misplaced 
the initial survey or were too busy at the time to fill it out 
within the 3-week timeframe mentioned in the memo.  
With that in mind, for the 2002 program, we mailed the 
surveys a few weeks later than we had for the 2001 study 
and noticed better response rates and fewer followup 
calls being necessary to secure the survey data, though, 
given the circumstances for the prior year files, we will 
need to evaluate this method further.
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Each year, there is also an attempt to try to increase 
the number of survey responses and decrease the use of 
prior-year data.  However, despite our efforts, there are 
still many instances of nonresponse.  One reason is that 
the surveys are voluntary; many corporations do not re-
turn the data or do so weeks or months after the specified 
timeframe.  Even though the survey states it has nothing 
to do with an ongoing or forthcoming investigation of 
the return, many corporate tax departments are hesitant 
to submit data that might catch someone’s attention--
especially if they do not have to.  In such nonresponse 
cases, we attempt to contact the company’s tax depart-
ment directly to see if we can obtain the information we 
need.  This usually causes the corporation to question the 
need for filling out a survey when it has already filed a 
return.  We explain why the survey is necessary, and that 
the Statistics of Income Division, while under the IRS, is 
a statistical organization that uses the data for statistical 
purposes only and obtains the tax data after the other IRS 
processing functions.  Another reason the survey may not 
be returned is due to various filing extensions that many 
corporations file. Depending on the date of the closeout 
of the Advance Data file, the company might not have 
enough time to provide the data needed.  


 The response rates mentioned above also do not con-
sider those corporations that were sent surveys but did 
not respond because the corporation filed as a subsidiary 
of another; there are times that our initial research either 
does not provide all the information about the corpora-
tion or it does so after we have already mailed out the 
survey.  In addition, given the time it takes between when 


	Comparisons of Survey Data to Edited 
 Returns 


During Advance Data, the short-edit records ac-
counted for 0.6 percent of the total assets for all corpora-
tions in the study file, nearly $288.7 billion.  In addition, 
all added records comprised 2.7 percent of total assets, 
or $1.4 trillion.  While the percentages themselves are 
small, we can see that the missing data could potentially 
grossly underestimate the total assets in the overall file 
as well as all the other data items that are collected.  To 
further examine the impact of these variances and see 
which schedules and forms needed further review, a 
sample of 50 returns were used to evaluate the trends 
within the data.5  Fields with discrepancies between the 
added record and actual return were reviewed using a 
number of different criteria.


Figure A.--Number of Surveys Sent and 
Received
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Figure B.--Short-Edits Created with Survey 
Data


Advance Data Final Data


the survey is mailed and returned to SOI, the return may 
have been selected for processing during subsequent se-
lection cycles and edited before imputation of the survey 
data is necessary.  In such cases, we make no attempt to 
contact the corporation in nonresponse cases and if the 
taxpayer calls to ask about the survey, we inform them 
that the survey information is no longer needed.  


Between SOI Program Years 1997 and 2002, of the 
surveys received, an average of 28 (about 30 percent of 
all added records) were used in the Advance Data file 
(see Figure B).4  By the end of the Final Data closeout, 
only an average of 4 remained in the file (19 percent of 
all added records), the others having been replaced with 
the actual returns.
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Data were first researched by comparing the added 
record to the actual return for the year studied to view 
the overall trends within the data.  This was then broken 
into two categories--data that were collected directly 
from the taxpayer survey, and data that were imputed 
using the prior-year ratio amount.  


Table 2 shows that data items created directly from 
the information provided by the taxpayer on the survey 
exhibited little to no change between the added record 
and the actual return.   These small variances may be 
attributed to differences in taxpayer reporting on the 
survey and the actual return filed or minor differences 
in SOI processing of these data items. 


Data items for the fields created using the ratio cal-
culations, as exhibited in Table 3, however, showed a 
much different picture.  The largest percent changes were 
concentrated in the dividends schedule.  Using 2002 as 
an example, for this schedule, dividends from domestic 
corporations on the added records were $148.3 million 
compared to $0.06 million on the actual returns.  This 
is due to SOI’s processing for statistical information 
purposes where dividend distributions among member 
corporations electing to file a consolidated return were 
eliminated from the statistics as part of the consolidated 
reporting of tax accounts.6  The data item, “dividends 
received deduction,” also exhibited similar changes 
between the added records and actual returns, decreas-
ing from $129.9 million to $0.04 million on the actual 
returns filed. This schedule will need additional review 
to compensate for these large differences so that amounts 
imputed on this schedule will more closely match those 
following SOI's processing of the actual return.


The remaining majority of data items with variances 
were scattered throughout all parts of the return, and most 
did not show significant changes between the actual and 
imputed returns.  Many changes, like those on the bal-
ance sheet and income and deduction statement of the 
returns were more susceptible to variances in general. 
Since the imputations are based on the current-year to-
tals and prior-year data, highly variable data fields like 
“cash” and “accounts payable” on the balance sheet and 
“deduction for bad debts” on the deduction statement 
were susceptible to higher variances from one year to 
the next.  These imputations were not made based on 


corporation behavior, and, as such, large accounts pay-
able or receivables, etc. in one year can have an impact 
(which subsequently disappear once the actual return is 
filed) on the imputed data items on the added records. 


In addition to the above criteria, return types were 
also evaluated to observe whether a particular return 
type was susceptible to larger variances. It was observed 
that, while the type of return filed may contribute to the 
overall number of variances (especially for larger, more 
complicated returns), it is not a good indicator of whether 
or not a data item will change from year to year nor is it 
a good predictor of trends within the data. 


Lastly, companies in the file as added records over 
multiple years were evaluated to see if they showed dis-
tinct trends for the data variation from year to year, and 
also to see if any one company was driving the changes.  
For these evaluations, the corporations showed no distinct 
trends beyond what was observed for the overall sample, 
other than showing that the same data items changed 
from year to year. 


	Conclusion and Plans for Future   
 Research


Critical cases are an integral part of the corporation 
study and, in some cases, necessary for the statistical 
validity of the file.  This is why studying the alternate 
records is imperative to ensuring a complete and accurate 
program file.  Reviewing the short-edit records showed 
the need for further analysis of these returns.  While the 
variances in general are not unreasonably large, there 
are still some very large changes noticed within the 
data that could potentially have an impact on the overall 
corporation file. 


The dividends schedule, in particular, is an area that 
will require further examination for future program years.  
For the time being, this may involve the manual editing 
and review of this field by the analyst in charge of the 
critical case program until additional line items may be 
added through the OMB authorization process.  Once the 
process is in place for adding the necessary data items, 
adjustments can be made to the program where neces-
sary to account for the data on this schedule and further 
improve the data quality.
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There are also a number of additional ways to 
evaluate and hopefully improve the imputation process 
and, thus, the resulting data that are produced.  Such 
evaluations could decrease the time it takes N.O. staff 
to incorporate missing data, thereby freeing up resources 
that can be used on other projects. 


One option to do so would be to compile ratios cre-
ated as an average of the last few years of the return, and 
subsequently use those in conjunction with the amounts 
supplied by the taxpayer to create the remainder of the 
current-year amounts.  This might decrease the effect 
of instances where a company has an unusually large 
amount one year--thus creating an extremely large ratio 
that is used to calculate the current-year amounts.  An-
other would be to use the trend within the corporation’s 
industry to calculate the ratios.  This would allow the 
ratios to more closely mirror those of the entire industry 
and possibly decrease the chances of the corporation 
being an outlier within the industry.


 If these comparisons are done for prior-year returns 
already in the program file, the accuracy of these pro-
posed options could easily be tracked to determine which 
would be a more accurate way to add the data. 


However, all evaluations aside, the ultimate goal in 
improving data quality is first and foremost to reduce 
the number of unavailable records during Advance Data. 
The lower the number of added records, the better the 
overall file will be during both phases of the Corpora-
tion studies.
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	Endnotes 


1  As an example, for the Tax Year 2002 SOI corpora-
tion study, which included returns with accounting 
periods ending July 2002 through June 2003, the 


critical case list was finalized in December 2003 
and was based on the critical cases in the Tax Year 
2000 and 2001 corporation studies.  If the returns 
met the critical case criteria for either of the two 
prior years, they were classified as critical cases 
for the 2002 study. Previous and subsequent years 
also incorporate the same principles for inclusion 
of returns in the sample.   


2  All tax data and related information pertaining to 
individual business income taxpayers are posted 
to the IRS Business Masterfile (BMF) so that the 
file reflects a continuously updated and current 
record of each taxpayer’s account.  For additional 
information, please visit: http://www.irs.gov/pri-
vacy/article/0,,id=130752,00.html.


3  Items from the balance sheet are calculated differ-
ently than the remainder of the tax return.  Balance 
sheet items use total assets to impute remaining data 
items based on ratios of the industry average.


4  There were no survey records added for the Tax 
Year 2000 program so that year was not counted 
in the survey data comparisons.


5  This sample represented 36 percent of all short-ed-
its from Tax Years 1997-2002.  Data were selected 
on a number of factors, mainly, the return type and 
number of times in the file as an added record.  This 
was done to create a variety of evaluation criteria 
and ensure that other factors did not influence 
the data variations.  Though the above criterion 
was used in gathering the sample of returns, the 
sample was not chosen with the name or size of 
the corporation as determining factors. The weights 
for these returns were all the same so that vari-
ances were not a result of weighting differences. 
However, we assumed that the data entered from 
these returns were free of editor error, that is, the 
N.O. and field editors entered the amounts in the 
system correctly for the returns they edited. Since 
the system is thoroughly tested before program 
implementation, it is assumed that the program is 
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also free of error and, therefore, did not contribute 
to variances in the data.


6  For tax purposes, dividends reported on these 
returns represented amounts received from corpo-


rations that were outside the tax-defined affiliated 
group.  See also section on Explanation of Terms, 
Internal Revenue Service, Statistics of Income, 
Corporation Income Tax Returns, annual publica-
tions 1997-2002.
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Creativity and Compromise: Constructing 
a Panel of Income and Estate Tax Data 


for Wealthy Individuals*  
Barry W. Johnson and Lisa M. Schreiber, Internal Revenue Service


T he Statistics of Income Division (SOI) of the IRS 
collects statistical data from all major Federal tax 
and information returns that are used by both the 


Congressional and Executive branches of the Govern-
ment to evaluate and develop tax and economic policy.  
Among these are annual studies of Form 1040, U.S. 
Individual Income Tax Return, and Form 706, United 
States Estate (and Generation–Skipping Transfer) Tax 
Return.


Form 1040 is filed annually by individuals or mar-
ried couples to report income, including wages, interest, 
dividends, capital gains, and some types of business 
income.  In 1987, SOI undertook a major revision of 
the sample of Forms 1040 included in its annual studies 
in order to include a panel component, along with the 
usual cross-sectional sample.  Cross-sectional samples 
provide reliable coverage of population totals and sup-
port annual budget projections as well as a wide range 
of other research; panels are more useful for estimating 
behavioral responses to hypothetical tax law changes. 
The new sample design was created to include all mem-
bers of a tax family (primary and secondary filers and 
their dependents) in the panel, and represented the cohort 
of tax families filing returns in 1988 for Tax Year 1987. 
It included 39 strata based on income, filing status, and 
total receipts from businesses and farms (see Czajka 
and Schirm, 1991; Schirm and Czajka, 1991).  For the 
base year, the initial SOI Form 1040 sample included 
114,700 returns, 88,000 of which were panel members, 
not counting returns filed by dependents, which were 
added at a later time.


In 1994, the sample for SOI’s annual estate tax 
studies was changed so that data from any Form 706 
filed for a deceased 1987 Family Panel member would 
be collected.  A Federal estate tax return, Form 706, 
must be filed for every U.S. decedent whose gross es-
tate, valued on the date of death, combined with certain 


lifetime gifts made by the decedent, equals or exceeds 
the filing threshold applicable for the decedent’s year 
of death.  The return must be filed within 9 months of a 
decedent’s death, although a 6-month extension is often 
requested and granted.  All of a decedent’s assets, as well 
as the decedent’s share of jointly owned and community 
property assets, are included in the gross estate for tax 
purposes and reported on Form 706.  Also reported are 
most life insurance proceeds, property over which the 
decedent possessed a general power of appointment, and 
certain transfers made during life.  Assets are valued on 
the day of the decedent’s death, although an estate is also 
allowed to value assets on a date up to 6 months after a 
decedent’s death if market values decline.  Special valua-
tion rules and a tax deferral plan are available to an estate 
that is primarily composed of a small business or farm.  
Expenses and losses incurred in the administration of 
the estate, funeral costs, the decedent’s debts, bequests 
to a surviving spouse, and bequests to qualified charities 
are all allowed as deductions against the estate for the 
purpose of calculating the tax liability.  


The Tax Family Concept


The initial unit of observation for the SOI 1987 
family panel was defined as a tax family, which included 
a taxpayer, spouse, and all dependents (not limited to 
children) claimed by either.  Thus, a tax family could 
represent single filers (widowed, divorced or separated, 
or those who were never married), as well as married 
filers and their dependents.  Dependents did not need to 
live in the same household as the parent to be included 
in the tax family; however, information on dependents 
whose incomes fell below the filing threshold was gener-
ally not available unless reported on the parent’s return.  
Coresident family members who were not claimed as 
dependents were not included in the tax family.  An 
interesting complication of the tax family concept is the 
treatment of married couples who, for various reasons, 





*Johnson, Barry W. and Schreiber, Lisa M. (2006), “Creativity and Compromise: Constructing a Panel of Income and 
Estate Tax Data for Wealthy Individuals,” American Statistical Association, Proceedings, Section on Survey Research 
Methods, (forthcoming).
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elected to file separately.  For the purposes of the SOI 
panel, only the partner whose separately filed return was 
selected into the sample in 1988 was included in the 
panel; the only way for both spouses of a married couple 
filing separately in 1988 to have been permanently in-
cluded in the family panel was for returns filed by each 
spouse to have been independently selected.  Thus, the 
tax family differs significantly from the more common 
“household” measure used by many national surveys 
(Czajka and Schirm, 1993) [1].


The Data


Between 1987 and 2004, there were 6,614 Federal 
estate tax returns filed for 1987 Family Panel members 
or visitors [2].  Of these, 5,659 estate tax returns were 
identified as having been filed for permanent 1987 Indi-
vidual Family Panel members who died between 1994 
and 2004 [3].  These 5,659 decedents form the core of 
the SOI Family Panel Decedent Data Set (FPDD) [4].  


Individual income tax data were collected by SOI 
for the 1987 Family Panel from Tax Year 1987 through 
Tax Year 1996.  SOI data consist of both the set of data 
items that are collected for administrative processing of 
Form 1040 and all attachments, as well as many more 
detailed data items required for complex statistical and 
economic analysis of taxpayer behavior.  In addition, 
data collected by SOI are extensively tested and adjusted 
to minimize nonsampling error related to taxpayer mis-
takes and errors introduced during the data transcription 
process.  For tax years after 1996, SOI continued to 
collect administrative data related to the Family Panel 
members, but due to problems of panel drift decided to 
discontinue SOI processing of panel member returns, 
electing instead to develop new panels based on lessons 
learned from this initial exercise.  The most convenient 
source of the administrative data for 1997 to 2004 is 
the Compliance Data Warehouse (CDW) maintained by 
the IRS Office of Research.  The CDW houses, among 
other things, a complete archive of administrative data 
for Form 1040 and selected attachments in a normalized 
relational database.  Its primary purpose is generalized 
statistical research on taxpayer behavior, so that very 
little information which can be used to identify individual 
taxpayers is available.  In fact, only a four-digit name 
control and a masked Social Security number (SSN) for 





the primary filer of a return are available to most users 
of this dataset.  Special permission was required to gain 
access to tables that link the actual SSN with the masked 
version.  Combining data from SOI and the CDW, a total 
of 72,373 income tax returns filed for Tax Years 1987-
2003 were available for the FPDD.  


Ideally, an income tax return would be available 
for every tax period between 1987 and a decedent’s 
year of death.  For 98.2 percent of decedents, this was 
the case.  For 1.3 percent of all decedents, only 1 return 
was missing from the time series 1987 through the last 
full year prior to death, leaving only a handful of dece-
dents for whom more than 1 return was missing from 
the panel [5]. 


A panel sample of income tax filers, the elements 
of which have at their core two common factors, that of 
being sampled based on 1987 reported income and that 
of having an estate tax return filed sometime after that, 
poses interesting analytical challenges.  Two of these 
relate to selecting appropriate reference periods and de-
termining how to treat changes in tax family composition 
over time.  In addition, the selection criteria for inclusion 
in the FPDD changed during the sample period due to 
changes in the estate tax filing threshold, which ranged 
from $600,000 in gross assets in 1994 to $1.5 million 
in 2004.  Another important consideration is that only a 
decedent’s share of a married couple’s assets is reported 
on an estate tax return, while income tax returns for mar-
ried couples who file jointly report income attributable to 
both partners.  Because income tax data were obtained 
from two different sources, there are also variations in 
the available data items from different tax years, subtle 
differences in data definitions, and differences in data 
quality.  Finally, with a few exceptions, only income 
subject to taxation is reported on a tax return, and that 
reported income may be subject to both accidental and 
intentional misreporting by the taxpayer.  


The FPDD includes individual income tax data for 
Tax Period 1987 for all sampled tax families by defini-
tion.  It also includes an estate tax return for at least one 
member of each tax family.  This suggests two relevant 
reference periods for research purposes, either 1987 or 
the year of death reported on the estate tax return.  Se-
lecting 1987 as the reference period is advantageous for 
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some research because the probability of being selected 
into the file is known, making it theoretically possible to 
produce population estimates from the file.  However, 
since wealth valuation data in the file are for deaths 
between 1994 and 2004, the time series of income data 
vary from about 7 years to 17 years, which might be 
limiting for certain types of analysis.  


Because one of the prime features of the FPDD is the 
connection of income to wealth, the date of death—that 
is, the date for which wealth data are available—is also 
an attractive reference period.  The income stream that 
would be most relevant in this case would be income 
reported in the years immediately prior to death.  Fo-
cusing on income in this way would be appropriate for 
studying changes in income sources and savings hab-
its as individuals approach the end of their lives, and 
analyzing the relationship between wealth and realized 
income.  Given that years of death in the FPDD range 
from 1994-2004, a disadvantage of this approach is the 
difficulty of controlling for intertemporal differences 
in economic conditions that affect rates of return and 
therefore influence portfolio allocation decisions.  This 
dynamic nature of portfolio allocation decisions, often 
indicated by the realization of capital gains, also makes 
it difficult to align income earned in one period with 
assets observed in another, even when the two periods 
are relatively close.  


Longitudinality introduces problems with the tax 
family concept because, over time, a filing unit may 
change composition, which is usually accompanied 
by changes in filing status (Czajka and Radbill, 1995).  
For example, married persons divorce, single persons 
marry, couples who customarily file jointly may elect to 
file separately and vice versa, dependent filers may file 
independently, or one spouse of a married couple may 
die.  Tax families for married persons can be particularly 
complex.  As a result, an individual might appear in the 
panel as: a primary filer on a joint return married to an 
original panel member or visitor (spouse who entered the 
panel after 1988); a married primary filer on a separate 
return whose spouse may or may not be in the panel; a 
secondary filer on a joint return (married to an original 
panel member or to a visitor); and as a single filer.  The 
longer the time series is carried forward, the greater the 
possibility for combinations of these events to occur.  


There are a number of strategies for handling these 
changes in tax family composition.  The most straight-
forward is to limit analysis to only those filing units that 
do not change over time.  However, this approach tends 
to introduce a bias since the more stable filing units will 
tend to have more stable incomes.  A second approach is 
to focus analysis on person level data, imputing income 
for each individual in the tax family.  


Figures 1 and 2 show panel members grouped into 
two broad categories, single filers and joint filers, in 
order to examine changes in filing status over time [6].  
Looking first at each panel member’s filing status in 
1987, Figure 1 shows that, overall, filing status changed 
for 24.6 percent of all filers between 1987 and the year 
prior to death [7].  There was slightly more stability for 
single filers, only 15.2 percent of whom filed a joint 
return at some point during the period; 26.4 percent 
of joint filers became single filers sometime between 
1987 and death.  Figure 2 shows each panel member’s 
filing status in the year prior to death and compares it 
to income tax returns filed for earlier tax periods.  Only 
filers for whom a Form 1040 was available for at least 
7 years prior to death were included in the figure [8].  
Using this criterion, filing status was constant for 85.1 
percent of all panel members over the 7 years preceding 
death.  Individuals who were single filers at death were 
much more likely to have changed filing status in the 


Figure 1—Filing Status Stability, Using 1987 
as Reference Year


Number Percentage
Single 881 747 84.8
Joint 4,778 3,518 73.6
Total 5,659 4,265 75.4


Filing status unchanged 1987 
to 1 year prior to death


Return
present
1987


Filing status


Figure 2—Filing Status Stability Using Year of Death
as Reference Year


3 5 7
Single 1,865 1,586 1,370 1,186 63.6
Joint 3,744 3,681 3,630 3,588 95.8
Total 5,609 5,267 5,000 4,774 85.1


Number of years prior to death 
filing status unchanged


Return filed 
year prior to 


death


Filing
status


Percentage
unchanged
for 7 years
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years preceding death than those who were joint filers.  
Only 63.6 percent of all individuals who were single 
filers in the year prior to death had been single over the 
7 years examined, reflecting both couples for whom one 
spouse died and those who divorced or separated dur-
ing the period.  Almost 95.8 percent of individuals who 
were joint filers at death had been married for at least 
the previous 7 years.


Descriptive Statistics


Despite the limitations and challenges discussed in 
the previous section, the FPDD gives a unique oppor-
tunity to learn more about the way that incomes change 
as people age and contemplate the end of their lives 
and also provides a snapshot of the wealth that was the 
source of a portion of that income.  This section briefly 
describes individuals in the FPDD.  For this analysis, 
filing units are again examined in two broad groups, 
single filers and joint filers, all estimates are unweighted, 
and all money amounts have been converted to constant 
2001 dollars [9].  


There are 5,659 decedents in the FPDD.  In 1987, 
the base year of the panel, 881 were single filers, 48.2 
percent of whom were female.  The majority, 64.3 





percent, of the 4,778 panel decedents who were joint 
filers in 1987 were male.  The mean and median ages 
of females in the FPDD were 65 and 66, respectively, in 
1987 and 76 and 78 at death.  The mean and median age 
for males in 1987 were 63 and 64, respectively, and 75 
and 76 at death.  These statistics indicate that many of 
the decedents in the FPDD were at or nearing retirement 
in 1987, the inception of the panel.      


For all filing units whose filing status did not change 
between 1987 and the year prior to death, reported ad-
justed gross income (AGI) declined over this period, 
which is not surprising given that most individuals in 
the panel were transitioning from work into retirement 
over the period covered by the panel.  For single filers, 
mean AGI declined from almost $2.0 million in 1987 
to $980,000 at death.  Figure 3 shows that this decline 
was an overall flattening and downward shift of the AGI 
distribution for these filers, with relatively little change 
for those in the lower percentiles and with the largest 
differences in the middle of the distribution.  Median 
AGI, for example, declined from about $580,000 in 1987 
to almost $200,000 in the year prior to death, a decrease 
of 65.6 percent.  A similar pattern is shown in Figure 4 
for joint filers, for whom mean AGI declined from $2.2 
million to $1.7 million between 1987 and the death of 


* Dollar amounts are unweighted and in constant dollars.


Figure 3—Income Distribution in 1987 and Year Prior to Death, Single Filers*
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one partner.  Median AGI for joint filers declined nearly 
60.0 percent, from almost $930,000 to about $370,000, 
while AGI for those in the 90th percentile declined less 
over the period, about 35.0 percent.  


Figures 5 and 6 decompose AGI into major compo-
nents for selected years over the 7-year period preceding 
a panel decedent’s year of death [10].  For single filers, 
overall, median values for wages, taxable interest and 
dividends, and income from noncorporate businesses 
decreased as individuals aged.  Median values for tax-ex-
empt interest, derived from investments in bonds issued 
by State or local governments, also declined, overall, 
for the 7-year period shown in Figure 5.  However, for 
wealthier decedents, those with $5 million or more in 
gross assets at death, income from tax-exempt bonds 
increased over this period.  For all single decedents, tax-
able Social Security, combined with pension and annuity 
income, increased over time, while gains from sales of 
capital assets were relatively stable.


Figure 6 shows that, while the income distributions 
for single and joint filers exhibit similar downward shifts 
over time, the sources of these declines differ between 
the two groups.  For joint filers, income from wages, as 
well as interest and dividends from taxable investment 
assets, declined over the 7 years preceding the death of 


one spouse, but income from most other sources was 
either stable or increased over this period.  Most notable 
was the relative stability in tax-exempt income for joint 
filers, overall.  For the wealthiest joint filers, however, 
those where one spouse owned $10 million or more in 
gross assets at death, tax-exempt income increased by 
40 percent over the period examined.  For these wealthy 
filers, income from noncorporate businesses increased 
by almost 27.0 percent over time.  


Figures 5-6 showed that, as panel members aged, the 
share that wage income contributed to AGI decreased, 
while the patterns of change in income from other 
sources varied somewhat, depending on filing status and 
wealth class.  It has been noted that the realization of 
income derived from assets is a more or less voluntary 
event.  Wealthy individuals, those for whom return on in-
vestments makes up a relatively large source of income, 
have the ability to allocate their portfolios in order to 
take maximum advantage of preferences built into the 
tax code, to reduce risk, and to vary income significantly 
according to their own consumption needs.  According to 
Steuerle (1985), the voluntary nature of capital income 
recognition implies that “taxes paid and benefits received 
will vary tremendously among persons in fairly identical 
circumstances.”  He goes on to state that, because of the 
voluntary nature of income recognition, using income 


* Dollar amounts are unweighted and in constant dollars.


Figure 4—Income Distribution in 1987 and Year Prior to Death, Joint Filers*
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  Figure 6—Changes in Income Composition, Selected Years Prior to Death, Joint Filers*


* Dollar amounts are unweighted and in constant dollars.
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Figure 5—Changes in Income Composition, Selected Years Prior to Death, Single Filers*


* Dollar amounts are unweighted and in constant dollars.
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creativity and compromise: constructing a panel of income and estate tax data 


as a classifier in statistical analyses will be inaccurate 
or misleading for many purposes.  


For many decedents, income reported on a tax return 
in the year prior to death will be closely correlated with 
the assets reported on an estate tax return filed at death 
[11].  It is, therefore, possible to estimate rates of return 
on various asset classes.  Rates of return are estimated 
as income attributable to each class of assets as reported 
on Form 1040 and its attachments in the last year prior 
to death, divided by the value of those assets reported on 
Form 706.  Figure 7 shows median values for estimated 
rates of return for all capital assets, for investment assets 
that produce taxable income, and for tax-exempt bonds.  
For single filers with gross assets under $1 million, the 
rate of return on capital was 4.27 percent.  This rate 
declined for individuals in higher wealth classes, and 
was just 2.13 percent for single filers with $10 million 
in gross assets at death.  Likewise, rates of return on 
investments that produced taxable interest or dividends 
declined with gross asset size.  It is interesting to note, 
however, that the rate of return on tax-exempt invest-
ments was fairly stable for single filers, regardless of 
their wealth.  These trends, when combined with those 
seen previously in Figures 5 and 6, suggest a systematic 
reordering of the portfolio, over time, favoring tax-ex-
empt income sources over those that produce taxable 


income.  For joint filers, rates of return show a similar 
pattern across wealth classes, although there was more 
variation across wealth categories for rates of return on 
tax-exempt bonds than was seen for single filers [12].  


Conclusion


Panel data consisting of income reported by wealthy 
taxpayers provide important opportunities to study 
the ways in which income changes over time.  When 
paired with wealth data from Federal estate tax returns, 
the resulting data set provides a rare opportunity to 
learn more about the relationship of wealth to realized 
income, which is an important consideration in many 
public policy debates, and about changes in income 
that occur as people near the ends of their lives.  These 
data, however, present many challenges to researchers, 
a number of which have been explored in this paper.  
Techniques for dealing with problems that arise due 
to the longitudinality of the data set, differences in re-
porting units on income and estate tax returns for joint 
filers, the dynamic nature of investment portfolios, and 
many other challenges must be explored before the full 
potential of the FPDD can be realized.  However, the 
preliminary statistics presented in this paper suggest that 
there is much that can be learned by addressing these 
issues using even the most basic assumptions.  


Endnotes


  [1] Dependents are not included in the analysis pre-
sented in this paper.


  [2]  Estate tax returns filed prior to 1994 were identified 
by matching panel member SSNs to the IRS Master 
File.  Due to the limited amount of estate tax data 
available from the Master File for these pre-1994 
decedents, they are not included in the FPDD.


  [3]  Estate tax returns were filed for an additional 
57 panel members, but they were missing key 
documentation or schedules at the time of SOI 
processing and had to be rejected.


  [4]  Visitors to the panel were not included in the final 
dataset since income data were only available for 





Figure 7—Selected Rates of Return One Year Prior 
to Death, by Size of Gross Assets


Asset Size of gross assets Single Joint


All 2.74 2.84


Under $1 million 4.27 4.31


$1 million, under $5 million 3.27 3.52


$5 million, under 10 million 2.40 2.48


$10 million or more 2.13 1.85


All 2.92 2.15


Under $1 million 3.83 3.01


$1 million, under $5 million 3.08 2.37


$5 million, under 10 million 2.58 2.20


$10 million or more 2.65 1.77


All 5.72 5.12


Under $1 million 5.77 5.72


$1 million, under $5 million 5.84 5.49


$5 million, under 10 million 5.72 5.17


$10 million or more 5.65 4.40


Return on 
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Return on tax-
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the period of time that they were associated with 
an original panel member.   


  [5]  Missing returns can occur either because a taxpayer 
was not required to file in a given year, or because 
of an error in reporting a taxpayer’s SSN.  The latter 
occurred mainly in the case of secondary SSNs in 
the 1987 panel.  After the period covered by this 
study, the IRS implemented processing improve-
ments that have reduced these types of errors.  


  [6]  The category “single” includes filers who were 
unmarried, widowed, and married individuals who 
elected to file separately since the data on these 
returns should reflect income attributable to one 
individual.   


  [7]  The year prior to death is used because a return 
filed for the year of death would usually reflect 
income earned during only that portion of the year 
during which a decedent was alive.


  [8]  “Seven years” is used since that is the maximum 
number of full-year income tax returns that would 
be available for 1987 panel members who died 
in 1994.  


  [9]  Values were converted to constant dollars using 
the GDP chain-type price index.  Source: Bureau 
of Economic Analysis.


[10]  Only those panel members whose filing statuses 
did not change over the 7 years preceding their 
years of death are included in Figures 5 and 6.


[11]  In some cases, assets that generated income re-
ported in the year prior to death may have been 
sold and the proceeds either consumed or invested 
differently prior to reporting on Form 706; how-
ever, no attempt to adjust the data was made for 
this analysis.


[12]  For joint filers, asset values reported for the 
decedent spouse were doubled in an attempt to 
approximate the full value of a married couple’s 
asset holdings.  This approach will likely overstate 
the combined asset holdings, in aggregate, causing 
rates of return to be understated somewhat.
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The accumulation of wealth in America and
the ways in which that wealth is transferred at death are
sources of research and debate.  In both 1988 and 1989,
more than one-third of the 400 wealthiest Americans
listed their primary source of wealth as inheritance,
according to the widely reported annual studies of the
wealthy by Forbes magazine. However, attention is
often focused on who the wealthy are and how their
wealth is taxed at death, with little regard to
intergenerational transfers and their effects on
beneficiaries.


The purpose of this paper is to shed light on
transfers of wealth from affluent parents to their
children at death and the ways by which those children
are affected.  To accomplish this research, estate tax
data have been linked with income tax data to
determine the effect that bequests have on child
beneficiaries and their labor force participation, both
before and after the bequest. In addition, the final
section of this paper will include a comparison of the
results in this paper to similar work presented in 1993.


Background
Since the wealthy are in a position to


determine who will receive vast sums of money,
attention is frequently, and rightly, paid to their
philosophies or giving and its effects.  Andrew
Carnegie, one of the most well known American
industrialists and philanthropists, addressed this topic in
an essay published in 1891.  He felt that “the parent
who leaves his son enormous wealth generally deadens
the talents and energies of the son, and tempts him to
lead a less useful and less worthy life than he otherwise
would… ” (Carnegie, 1891/1962).  In his book The
Gospel of Wealth, Carnegie also stated that giving more
to charity than to children was important for two
reasons.  First, it insured that children of the wealthy
would use and develop their talents in the labor force.
Second, in giving large amounts to entities other than
their own children, Carnegie felt that the wealthy could
produce “an ideal state in which the surplus wealth of
the few will become, in the best sense, the property of
many” (Carnegie, 1891/1962).


Carnegie was not alone in his convictions.  A
1986 Fortune magazine article profiled many wealthy
Americans and their thoughts on giving to children


(Kirkland, 1986).  Of the 30 multimillionaires surveyed
by Fortune, six said that their children would be better
off with minimal inheritances, and almost half planned
to split their wealth equally between charitable
organizations and heirs.  Many wealthy individuals,
including Warren Buffet, Gordon Moore, and Ross
Perot, were in favor of both restricted inheritances to
children and more wealth passed to charities.


Subsequent work has validated Carnegie's
early hypothesis about the effects of parental bequests
on children.  One such paper by Holtz-Eakin, Joulfaian,
and Rosen (1993) stated that there seemed to be an
inverse relationship between the size of bequest and the
labor force participation of the person receiving the
bequest.  If proven, this hypothesis could have great
implications for tax policy regarding intergenerational
transfers of wealth.


As research in this paper probes the issue of
bequests and their effects, it is important to keep in
mind possible intangible transfers from parent to child
that are frequently hard to measure and could, in many
cases, influence various factors.  One type of possible
transfer is “human wealth” (Brittain, 1973).  Human
wealth is derived from favorable educational and
environmental opportunities, as well as “connections”
due to family background and marriage.  For example,
wealthy parents who are successful at creating and
maintaining businesses, managing financial assets, and
fostering professional contacts are often in better
positions to model ways of accumulating and managing
wealth for their children.     


Return Information
The research in this paper draws on


information collected from two Federal tax returns.
The Federal estate tax return, Form 706, is filed for
estates of decedents whose total asset values meet or
exceed the filing requirement in effect for the year of
death.  The executors of qualifying estates are required
to file the Form 706 nine months after the decedents'
date of death; however, a six-month extension approved
by the IRS is common.  These returns contain data
about the decedent's wealth, as well as their
beneficiaries and bequests.  Next, the Federal individual
income tax return, Form 1040, is filed annually for
personal income received during a calendar year.
These returns furnish filer information such as marital
status, number of children, and source of income.







Data Description
The data in this paper are estimates based on a


stratified random sample of Federal estate tax returns
filed for the estates of decedents who died in 1988 and
1989 with gross estates of at least $600,000. Returns
were chosen before audit examination and on a flow
basis using a stratified random probability sampling
method (Bernoulli sampling).  Sample rates were preset
based on a desired sample size and an estimate of the
population.  In the design there were three stratification
variables: year of death, age at death, and size of gross
estate.  Design-based weights were computed for this
sample by using the sample rates.


The next step in the formation of the data set
was making the 1989 Collation Study1.  The Collation
Study is a sub-sample of the 1988 and 1989 estate tax
data.  The stratifiers for this collation study included
size of gross estate and age.  Also included in the study
were estate tax decedents for whom the last four digits
of their Social Security Number (SSN) corresponded to
the one percent Social Security Administration
Continuous Work History Sample.  A total of 4,071
decedents were included in the Collation Study sample.
As reported by these decedents, 21,699 beneficiaries
received bequests of at least $5,0002.


Once the beneficiaries of these sub-sampled
estates were identified, they were linked, by SSN, to
individual income tax data, for returns filed in two
periods.  The first period was the decedent's year of
death, either 1988 or 1989, and the second period was
three years after the decedent’s year of death, either
1991 or 1992.  Beneficiary income data for 1988 and
1989 came from the Internal Revenue Service (IRS)
Returns Transaction File (RTF).  These data were
collected during the course of normal IRS processing
for revenue purposes, and thus, only data necessary for
tax administration purposes were collected.   Income
data for 1991 and 1992 were provided by the Statistics
of Income Division (SOI) of the IRS; these data were
collected for statistical purposes, such as estimating
revenue and evaluating proposed tax law changes,
making them more detailed than their RTF
counterparts.


Form 1040 data for both periods were
available for only 34.8 percent of all beneficiaries in the
Collation Study sample.  There are a number of
possible reasons for this low linkage rate.  First, some
beneficiaries may have been children, too young to file
a tax return.  Second, to link the 1040 tax returns the
beneficiary's Social Security Number was used, but not
all estate tax returns listed SSN's for each beneficiary,
especially for those beneficiaries who were not close
relatives.  Third, if a beneficiary did not receive a
bequest outright, but rather through a trust, the executor
may have listed the Entity Identification Number (EIN)
assigned to the trust instead of the SSN. Careful


examination of the linked and unlinked files revealed
that linkage failure rates differed by relationship of the
beneficiary to the decedent, size of the bequest, and age
of the decedent.


In constructing the weights for the linked 1040
files, a base weight was first calculated from the
original estimates of the estate tax decedent populations
in 1988 and 1989.  The second step was to use post-
stratification to adjust the base weights for non-
response or linkage failure.  Since some of the
beneficiaries may have been young and would not have
filed an income tax return, it would not have been
appropriate to include them in the population for
calculating this adjustment.  However, beneficiary age
was not available for non-linked returns. Therefore,
hotdeck imputation was used to assign ages to these
beneficiaries (Hinkins and Scheuren, 1986).  The non-
response adjustments were then made to the base
weights for the linked beneficiaries using data for
beneficiaries age 15 and older, within cells based on the
following characteristics: relationship to the decedent,
bequest size, and age of decedent.


After final selection, decedent information was
combined with beneficiary information to form a single
record.  The unweighted total of such records equaled
1,477.  Estimates presented in this work reflect all
bequests to children of this target population.


Beneficiaries
In order to isolate the children of wealthy


decedents and to see their labor force participation, only
beneficiaries from the 1989 Estate Collation Study that
met the following criteria were used in this paper: (1)
beneficiaries must have been children of the decedent,
either by birth or adoption; (2) beneficiaries must have
filed an individual income tax return in the year of their
parent’s death and three years after the year of death
with at least one exemption in both years; (3)
beneficiaries must have been 19-58 years old in the
year of their parent’s death; (4) the filing status of
beneficiaries for income reporting purposes must not
have changed between the year of their parent’s death
and three years after the year of death; (5) beneficiaries
must not have been a beneficiary of multiple estates.


Using these five criteria and the two
aforementioned time periods, the year of the decedent's
death (period one: 1988 or 1989) and three years after
the decedent's date of death (period two: 1991 or 1992),
characteristics of the 62,205 beneficiaries who met the
selection criteria were examined.  First, there were
more males in this selection of child beneficiaries than
females, 58.8 percent to 41.2 percent.  Moreover, more
of the selected beneficiaries were single, 52.1 percent,
while 47.9 percent were married. Since the majority of
beneficiaries were single in both periods, it was not
unexpected that 53 percent of returns included a single







income while 48 percent included dual incomes.  The
marital status of the beneficiaries was inferred by using
the filing status recorded from each beneficiary's
income tax return3.  For instance, if a beneficiary on his
or her return, marked married, filing jointly, or married
but filing separately, they were listed as married for this
study.  If the beneficiary marked single, head of
household, or widower, they were considered single for
this study.


Working with period one (1988 or 1989),
Figure 1 shows the total adjusted gross income or AGI
for the beneficiaries who met the stated selection
criteria.  Adjusted gross income is the annual income of
a person including income losses and or gains, as well
as adjustments for retirement plan payments, alimony
payments, and certain payments associated with being
self-employed.  Overall, as the AGI category increased,
the number of beneficiaries decreased.  The lowest AGI
category, under $50,000, included 56.8 percent of the
beneficiaries compared to the highest AGI category,
$400,000 and above included only 2.2 percent of
beneficiaries.


Figure 1:  Adjusted Gross Income for Period One
AGI category Number Total AGI
Under $50,000 35,334 346,972,256
$50,000 to under $100,000 12,687 881,484,824
$100,000 to under $200,000 8,661 1,152,889,162
$200,000 to under $400,000 4,133 1,121,116,857
$400,000 and above 1,390 2,347,981,770
Total 62,205 5,850,444,869


It is also interesting to compare the
beneficiaries' AGI with the size of the bequest received.
The total AGI for these beneficiaries was almost $5.9
billion in period one (1988 or 1989) while the total
amount bequeathed was almost $17.4 billion.
Therefore, the total amount bequeathed was about three
times the AGI of the beneficiaries.  In addition, the
average bequest amount increases as the AGI category
increases (see Figure 2).  For instance, the average
bequest amount rises from the lowest value of just more
than $200,000 for the under $50,000 AGI category, to
the highest value of almost three times this amount,
$550,000, for the $400,000 and over AGI category.


Effects of Bequests
To see how beneficiaries were affected by


their bequests, analyzing changes in their AGI is
necessary.   Here, AGI in period one is compared to
AGI three years after the decedent's death (period two).
Comparing period one AGI and period two AGI,
beneficiaries in the highest AGI category experienced
an increase of about $2.1 billion between the periods


(see Figure 3).  The second highest change between the
two periods was for beneficiaries who had an AGI
between $50,000 to under $100,000. This group of
beneficiaries experienced approximately $300 million
change in AGI.


The next characteristic examined in
determining the effects of receiving a bequest was the
beneficiaries’ labor force participation.  Building on the


strengths of these data and using a simple test design,
entries on individual income tax returns for
beneficiaries that directly reflected active participation
in the labor force were identified.  For this study, five
separate entries on the individual income tax return
were selected to infer labor force participation.  To be
classified as in the labor force, beneficiaries must have
had an amount reported for at least one of these five
income categories:  (1) wages, salaries, and tips; (2)
self-employment tax from Schedule SE; (3) non-passive
partnership income from Schedule E; (4) gross receipts
and other income from a sole proprietorship from


Figure 3:  Adjusted Gross Income for Period One and 
Period Two
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Figure 2:  Average Bequest Amount by Beneficiary 
Adjusted Gross Income


 (Period One:  1988-1989) 


0


100,000


200,000


300,000


400,000


500,000


600,000


Under
$50,000


$50,000 to
under


$100,000


$100,000 to
under


$200,000


$200,000 to
under


$300,000


$300,000 to
under


$400,000


$400,000
and over


AGI  Category 


A
ve


ra
ge


 B
eq


ue
st


 A
m


ou
nt







Schedule C; or (5) gross farming income from Schedule
F.  Labor force participation was determined for each
beneficiary for both periods regardless of filing status,
as long as the number of incomes reported did not
change between periods.  It is important to note that
since these data were limited to information that was
required on an individual income tax return, several
items of interest could not be addressed.  For instance,
wage rate, number of hours worked, position held, and
identity of workers (for joint returns) were not
discernible4.


Overall, a majority of all beneficiaries who
were selected from the 1989 Collation Study were in
the labor force during both periods.  For period one,
almost 92 percent of all beneficiaries were in the labor
force.  For period two, this percent decreased slightly to
just under 86 percent.  Again, beneficiary age was
confined to 19-58 years, the primary working age for
most adults.


When classified by beneficiary characteristics,
the majority of beneficiaries who were selected from
the 1989 Collation Study were in the labor force during
both periods (see Figure 4).  By sex, 91.9 percent of
male beneficiaries were in the labor force during both
periods, one and two, compared to 74.4 percent of
female beneficiaries who were in the labor force during
both periods.  However, the percentage of female
beneficiaries who exited the labor force by period two,
11.9 percent, was more than three times the percentage
of male beneficiaries who left the labor force by period
two, 3.8 percent.  Similar in some aspects to the
comparison of male and female beneficiaries, 96.1
percent of beneficiaries who filed dual income returns
were in the labor force during both periods, while only
74.4 percent of those beneficiaries who filed a single
income return were in the labor force during both
periods.  In addition, of those who exited the labor force
by period two within this group of single or dual
income filers, the percentage of beneficiaries who filed
a single income return was over seven times the
percentage of beneficiaries who filed dual income
returns.


Figure 4:  Labor Force Participation, by Period
Beneficiary 
group Period one: No Period one: No Period one: Yes Period one: Yes


Period two: No Period two: Yes Period two: No Period two: Yes
Males 2.8 1.5 3.8 91.9
Females 13.2 0.5 11.9 74.4


Single Income 12.5 1 12.1 74.3
Dual Income 1 1.2 1.7 96.1


Period


In order to provide a context for evaluating the
data in this paper, the results from an earlier study of
labor force participation were examined.  The previous
paper used 1982 Collation Study data to examine 1982


decedents and beneficiary labor force participation over
two periods5.  Period one was 1982 and period two was
1985.  The main difference between the 1982 collation
data and the 1989 collation data was the filing threshold
amounts, $300,000 in 1982 and $600,000 in 1989.
Both research identified beneficiaries from data
reported on estate tax returns, restricted the research to
beneficiaries who were between 19-58 years at the time
of the decedent’s death, and inferred labor force
participation using individual income tax return data.
In all, 4,332 observations were used in the paper that
examined the 1982 Collation Study, and beneficiaries
were not limited to children.  However, these
observations were not weighted, nor were they adjusted
for non-response.


In order to compare trends between the 1982
and 1989 Collation Study data, the following two
common criteria were established:  (1) only single
income returns were included, and (2) to be considered
in the labor force, a reported amount for wages and
salaries or sole proprietorship income was required6.  In
addition, beneficiaries of both studies were arranged
into two groups according to the size of their bequests,
$200,000 or less or more than $200,000, in constant
1989 dollars7.


The two sets of boxes in Figures 5 and 6
represent the 1982 and 1989 Study beneficiaries and
their labor force participation for period one and period
two.  The percent shown in each cell represents a
beneficiary’s period two work status given their period
one work status.  The percentages are read horizontally.


As a whole, beneficiaries whose bequest was
$200,000 or less tended to stay in the labor force in
period two if they were in the labor force in period one,
and vice versa (see Figure 5).  For instance, 57.1
percent of 1982 Study beneficiaries and 98.2 percent of
1989 Study beneficiaries started out and remained out
of the work force during both periods.  In contrast, for
beneficiaries at this bequest level who were in the labor
force in period one, 93.6 percent of 1982 Study
beneficiaries and 82.5 percent of 1989 Study
beneficiaries stayed in the labor force in period two.  Of
the remaining beneficiaries who were in the labor force
during period one, 6.4 percent of 1982 Study
beneficiaries and 17.5 percent of 1989 Study
beneficiaries exited the labor force by period two.
Figure 5: Labor Force Participation Comparison, $200,000 or Less Bequest Level 


1982 Study Beneficiaries 1989 Study Beneficiaries 


No Yes No Yes


No 57.1 42.9 =100% No 98.2 1.8 =100%
Period One


(1982) (1988-89)
Yes 6.4 93.6 =100% Yes 17.5 82.5 =100%


No Yes No Yes


Period One


Period Two Period Two
(1985) (1991-92)







Next, for beneficiaries whose bequest level
was $200,000 or more, there were three notable items
(see Figure 6).  First, like the beneficiaries who
received smaller bequests, labor force participation did
not change after receiving a bequest for the majority of
these beneficiaries.  Second, the difference between the
percentage of 1982 and 1989 Study beneficiaries in
each labor force cell at the more than $200,000 bequest
level was not as large compared to the difference
between these groups at the lower bequest level.  And
third, for 1982 Study beneficiaries, the percentage who
exited the labor force by period two after being in the
labor force in period one was higher at this bequest
level than at the $200,000 or less bequest level.
However, for 1989 Study beneficiaries, the percentage
who exited the labor force by period two after being in
the labor force in period one was lower at this bequest
level than at the $200,000 or less bequest level.


Figure 6 Labor Force Participation Comparison, More than $200,000 Bequest Level 


1982 Study Beneficiaries 1989 Study Beneficiaries


No Yes No Yes


No 84.1 15.9 =100% No 88.3 11.7 =100%
Period One Period One


(1982) (1988-89)
Yes 18.1 81.9 =100% Yes 13.7 86.3 =100%


No Yes No Yes


Period Two Period Two
(1985) (1991-92)


Although additional study of beneficiaries at
all bequest levels is needed, to gain a complete picture
of behavior, particular interest is often expressed
concerning beneficiaries who receive large bequests.
With this in mind, beneficiaries who were selected from
the 1989 Collation Study  and who were bequeathed in
excess of $1 million were examined.  Unlike most of
the beneficiaries discussed above, a majority, 66.7
percent, of those beneficiaries who were not in the labor
force in period one entered the labor force in period two
(see Figure 7).  Only 33.3 percent of those beneficiaries
who were not in the labor force in period one remained
out of the labor force in period two.  In contrast, of
those beneficiaries who were in the labor force in
period one, a majority, 88.8 percent, stayed in the labor
force during both periods.  Therefore, only 11.2 percent
of beneficiaries who were in the labor force in period
one exited before period two.


Conclusion
The unique data set used in this work has


allowed some insight into the effects of bequests on
labor force participation for a select group of
beneficiaries.  The results presented in this paper point
to three conclusions.  First, a majority of the
beneficiaries examined were in the labor force during
both periods.  Second, beneficiaries who started in the
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G r e a t e r  T h a n  $ 1  m i l l i o n  B e q u e s t  L e v e l


P e r i o d  T w o
( 1 9 9 1 - 9 2 )


labor force tended to stay in the labor force, and
beneficiaries who started out of the labor force tended
to stay out of the labor force, regardless of bequest size.
Finally, the results presented in this paper do not seem
to support earlier findings, which concluded that labor
force participation decreased as the bequest level
increased.


While these findings may run contrary to
expectations, it is important to remember that this
research focused on a narrow group of beneficiaries
whose parents’ estates were required to file an estate
tax return.  In addition, it is important to consider that
many factors may play a role in beneficiary labor force
participation.  For example, some beneficiaries may be
aware of an inheritance and its relative size well in
advance of its receipt and, therefore, adjust labor habits
accordingly before the death of the donor.  Moreover,
some beneficiaries may have received gifts during the
life of their donor that far exceeded the magnitude of
testamentary bequests, thus reducing the effect of such
bequests on labor habits.  In addition, the size of a
bequest may not provide enough wealth for a
beneficiary to exit the labor force, given other factors,
such as desired standards of living or responsibilities,
including dependents.  Finally, basic parental and
societal norms and values may promote labor force
participation in some capacity regardless of wealth.
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1 The Estate Collation Study, as well as the sampling
and weighting of Federal estate tax returns, is
conducted by the Statistics of Income division (SOI) of
the Internal Revenue Service (IRS).
2 Existing tax law, as well as law in effect in 1988 and
1989, does not require the estate to report information
for beneficiaries receiving bequests of less than $5,000.
3 It was possible for a beneficiary to change his or her
marital status between period one and period two.
Since the number of incomes included on a return was
the more important variable, marital status was allowed
to vary for each period, if the number of incomes
reported remained the same.
4 While single income returns provide a clear picture of
beneficiary labor participation, this was not true for
dual income returns.  Since identifying the number of
workers or the transition of workers for dual income
returns was not possible, beneficiaries may have left the
labor force but still would have been coded as in the
labor force if their spouse continued working.
5 The 1982 and 1989 Estate Collation Studies share
common data goals and data collection procedures.
Both studies were conducted by SOI.
6 Not all beneficiaries from the 1982 and 1989 Estate
Collation Studies were used in this comparison.  As
stated before, each body of work selected beneficiaries
from collation studies based on already-stated criteria.
7 Constant dollar factors were calculated using the
Gross Domestic Product Chain-Type Prince Index.  The
source for this index was the Economic Report of the
President 1998, Table B-3.
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Variance Estimation for Estimators of 
Between-Year Change in Totals from 


Two Stratified Bernoulli Samples
Kimberly Henry and Valerie Testa, Internal Revenue Service 


and Richard Valliant, University of Michigan


	Introduction and Universe of Tax 
Returns for Two Years


This paper contains the theoretical background nec-
essary to produce variance estimates of year-to-year 
changes between totals estimated from the Statistics 
of Income (SOI) Division’s Individual Tax Return 
sample, a stratified Bernoulli sample.  The underlying 
theory here is modified from the theory in Valliant and 
Casady (1998).  Related work for similar sample de-
signs can be found in Berger (2004), Nordberg (2000), 
and Wood (2008).


We consider two estimators of the finite popula-
tion total: the Horvitz-Thompson (HT) and post-strat-
ification (PS) estimators.  SOI uses the PS estimator 
to estimate yearly totals, but both are considered here 
for comparison purposes.  Suppose that the strata are 
ordered by increasing size of the sampling rate, i.e., the 
sampling rate for stratum 2 is greater than or equal to 
the rate for stratum 1, and so on.  Both estimators are 
affected by the location of sample units within strata in 
both years, so we define the following:


• Uh10 =  returns in stratum h1 that file only at time 
t1 (deaths after time t1 and before time t2)


• U0h2
 =  returns in stratum h2 that file only at time t2 


(births after time t1 and before time t2)


• Uh1h2
 =  returns in stratum h1 at time t1 and stratum 


h2 at time t2 that file returns at both times, 
for h1 < h2  (units that move to strata with a 
higher sampling rate in year 2), h1 = h2 (units 
that stay in the same strata), or h1 > h2 (units 
moving to strata with lower sampling rates in 
year 2).


Using this notation, the two universes can be parti-
tioned into a 2-way grid based on stratum membership 
at times t1 and t2, shown in Table 1 on the following 
page.  If the set of strata is the same in the two years, 
then H1 = H2 and returns on the diagonal of Table 1 re-
main in the same stratum between the two years, while 
the “stratum jumpers” (returns that shift to different 
strata between the years) lie on the off-diagonal.  For 
sample selection purposes, the stratum h1and h2 uni-
verses at times t1 and t2 are the union of all units (here 
tax returns) down column h2 and across row h1 of Table 
1, respectively:


This paper was originally presented at the 2008 Joint Statistical Meetings held in Denver, Colorado, on August 3–7, 2008.


 Sample Design


The stratified Bernoulli design is used by most of SOI’s 
cross-sectional studies.  In each study’s frame popu-
lation, every unit has a unique identifier—the Social 
Security Number (SSN) of the primary tax filer in the 
Individual study and the Employer Identification Num-
ber for Corporate and Tax Exempt organizations’ tax 
returns.  Each return’s unique identifier is used to pro-
duce a permanent random number (PRN) between 0 
and 1, denoted ri .  For a given year, unit i is selected 
for a sample if


ri < πh , (2.1)


where πh is the pre-assigned sampling rate for stratum  
h that tax return i belongs to.  Stratification for SOI’s 
Form 1040 sample used various criteria, including 
size of total gross positive/negative income indexed 
for inflation and an indicator of the return’s “useful-
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ness” for tax policy modeling purposes, to create 208 
strata (see Testa and Scali 2005 for details).  Every 
week of the IRS processing year, all 1040, 1040A, and 
1040EZ returns in the frame population were assigned 
to a stratum as the data were transcribed by IRS.  Due 
to this weekly schedule of available frame data, SOI 
uses stratified Bernoulli sampling to select its samples. 
Similar procedures are used by other tax agencies (e.g., 
Revenue Canada, Cooney 2008).


SOI’s Individual sample consisted of two parts 
within each stratum.  First, a 0.05 percent stratified 
Bernoulli sample of approximately 65,000 returns was 
selected, called the Continuous Work History Sample 
(CWHS, Weber 2004).  A Bernoulli sample was also 
selected independently from each stratum, with rates 
ranging from 0.01 to 100 percent.  The full sample thus 
consists of the CWHS plus all additional returns se-
lected via the Bernoulli sample.  For Tax Year 2005, 
the sampling rates were increased and ranged from 
0.05 to 100 percent.  Table 2 contains the sample and 
estimated population sizes (using the sample weights, 
both after the sample was selected and those numbers 
realized after SOI’s data capture and cleaning.


Every year, using condition (2.1) for every tax return 
automatically accounts for births, deaths, and the stra-
tum jumpers in the population as follows:


•  Births: each birth is independently assigned a 
PRN; if (2.1) holds, then the unit is selected for 
the sample.


1


Time 2t  Stratum Membership 


Time 1t  Stratum Membership 0 (deaths in 1t ) 1 L 2H  Stratum universe at time 1t


0 (births in 2t ) -- 01U L 20HU --


1 10U 11U L 21HU
2


2
2


1 1
0


H


h
h


U U•
=


= U


M M M O M M


1H 10HU
11HU L 1 2H HU


2


1 1 2
2 0


H


H H h
h


U U•
=


= U


Stratum universe at time 2t --
1


1
1


1 1
0


H


h
h


U U•
=


= U L
1


2 1 2
1 0


H


H h H
h


U U•
=


= U


Table 1.  Partition of Universe at Two Times


•  Deaths: units are not present in the population 
file, so they are not in the sample.


•  Stratum jumpers: if, from year t1 to t2, a re-
turn switches from stratum h1 to stratum h2, 
then the return is in the sample in both years if  
ri < min(πh1


,πh2
) (i.e., if the PRN is less than the 


rates for both strata).


There are four conditions related to whether or not a 
stratum jumper is selected for the t2 sample, which are 
shown in Table 3.  They depend on the size of the two 
years’ sampling fractions (relative to each other) and if 
the unit was in the year t1 sample.


The Table 3 conditions are further explained, where h1 
denotes the year t1 stratum and h2 for year t2.  These 
probabilities are needed for subsequent variance 
 calculations.


Table 2.  Realized Sample Sizes and Estimated 
Population Sizes, Tax Years 2004 and 2005


Tax Year 
2004


Tax Year 
2004


Sample Sizes     


   Originally selected 200,778 292,966 


   After data cleaning 200,295 292,837 


Estimated Population Sizes      


   Originally selected 133,189,982 134,494,440 


   After data cleaning 132,226,042 134,372,678 
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Returns selected in year t1:


•  If πh1 ≤  πh2
, then unit i will automatically be in-


cluded in the year t2 sample with conditional 
probability of selection 1 and unconditional 
probability of selection πh2


, since ri < πh1 ≤  πh2
.


•  If unit i switches to a stratum with a smaller sam-
pling rate, then it will be in the year t2 sample if 
ri < πh2


 with conditional probability πh2
/πh1


 (and 
not in the sample with probability 1-(πh2


/πh1
).


Returns not selected in year t1:


•  If πh1 
≤  πh2


, then a unit will only be in the year t2 
sample if πh1


<
 
ri ≤ πh2 


with conditional probabil-
ity (πh2


-πh1) / (1-πh1) (and not in with probability 
1-(πh2


-πh1) / (1-πh1
)).


•  If unit i switches to a stratum with a smaller sam-
pling rate, then it will not be sampled at time t2 
since πh2


< πh1 
≤ ri does not meet condition (2.1).


This sample selection method also ensures a large 
overlap between two years, since a sampled unit is se-
lected in both years if ri ≤ πh1


≤ πh2
.  There are a small 


number of 1040 tax returns where ri changes, even 
though the composition of the return itself remains the 
same (which can occur, for example, on a married joint 
tax return that switches the primary and secondary 
SSN’s, since ri is calculated using the primary SSN).  
The overlapping of units across different year’s sam-
ples also creates a large covariance term that must be 
accounted for in variance estimation of the difference 
between two years’ estimates.


There are additional sample selection issues due to 
changes in population units that affect the covariance 


term.  For example, in the 1040 sample, “marriages” 
occur when two tax returns that previously filed sepa-
rately file as a joint-married return the next year and 
“divorces” when a joint married tax return becomes 
two separate entities (which includes both legally di-
vorced taxpayers and married taxpayers who choose 
to file their returns separately).  We use the following 
rules in the covariance estimation, which generally lead 
to underestimating it:


•  Marriages: two “single” returns (filing either as 
single or married separate) in year t1 that file as a 
joint married return are considered two deaths in 
year t1 and a birth in year t2.


•  Divorces: a married joint return that becomes 
two single entities is considered a death in year  
t1 and two births in year t2.


•  SSN swapping: joint married tax returns that 
are in both years are tracked and considered the 
same unit in both years.


Sample design changes also result in sampling rate 
changes between years.  For example, the 1040 sam-
ples included returns selected for the CWHS part of 
the sample using certain endings of the SSN.  For Tax 
Year 2004, only half of the possible SSN endings were 
edited and used to produce the 2004 cross-sectional 
 estimates and a defacto 100 percent increase in sam-
pling rates.  However, all selected CWHS returns were 
edited for the 2005 sample, resulting in approximately 
60,000  additional returns used to produce the 1040 
cross-sectional sample estimates.  Also, the Congres-
sionally-mandated five-year Foreign Income study was 
selected in the 2006 sample, resulting in sampling rate 
increases to include approximately 15,000 more returns 
in the associated strata.  Our estimators can account for 
such changes.


	Estimators for Totals and Their 
Change


Notation and Probabilities of Selection


A Bernoulli sample is selected within each stratum as 
described in Section 3, where πh, the stratum sampling 


Table 3.  Sample Inclusion of Stratum Jumpers in Year


1


Was unit i in the sample in 
year 1t ?


Sampling rate 
relationship Yes No 


1 2h hπ π≤ Yes Maybe 


1 2h hπ π> Maybe No 
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rate in a given year, is also the probability of selection 
for all units in stratum h.  The following random vari-
ables denote sample inclusion of unit i at times t1 and t2:


From these expressions, the conditional and uncondi-
tional probabilities of selection by population domain 
can be derived.  For Bernoulli sampling, the expected 
values and variances of the inclusion indicator for each 
year are


To compute E [δi(t2)δi(t1)] - E [δi(t2)]E [δi(t1)] for the co-
variance, note that δi(t2)δi(t1) = 1 only when a unit is in 
the sample for both time periods.  Thus, the covariance 
for the indicator variable for unit i in stratum h1 at time 
t1 and in stratum h2 at time t2 is given by:


The Poststratified (Conditional HT) 
Estimator


Even though the HT estimator is unconditionally un-
biased for the population total, it can have a high vari-
ance since the sample size is a random variable under 
 Bernoulli sampling.  Instead, SOI uses a poststrati-
fied (PS) estimator that conditions on the number of 
achieved units in each stratum.  This estimator, which 
is conditionally unbiased for the population total 
(Brewer et al., 1972), reduces the variability caused by 
the random stratum sample sizes and leads to formulae 
simplifications


First, the observed number of sample returns in 
stratum h from year t1 is denoted by 


1 1
1( )


h
h ii Un tδ


•
• ∈= ∑


Assuming that  
1


0hn • > , it can be shown that condition-
al on 


11 2{ , , , }Hn n n• • •L , the sample design at time t1 is 
a stratified simple random sample with stratum sample 


Finite Population Totals of Interest


The finite population totals of a study variable of inter-
est y at times t1 and t2 are denoted by


where y1i and y2i are the y-values (for the same variable 
of interest) for unit i at times t1 and t2.


The Horvitz-Thompson Estimator


The Horvitz-Thompson (HT) estimators for T(t1), T(t2) 
are
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where 
1


1 hπ  and 
2


1 hπ  are the base weights for unit i  at 


times 1t  and 2t  and
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are HT estimators for each year’s stratum totals.  The 
estimators 1


ˆ ( )T tπ  and 2
ˆ ( )T tπ  are unconditionally (i.e., 


over all possible samples for each year) unbiased for 
1( )T t  and 2( )T t , respectively. 


.
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Similarly, if  
2 2


2( ) 0
h


h ii Un tδ
•


• ∈= >∑ , then con-
ditional on 21 2{ , , , }Hn n n• • •L , the sample design at 
time t2 is a stratified simple random sample with stra-
tum sample sizes  


21 2, , , Hn n n• • •L .  For 
2hN•  being the 


number of population elements in stratum h at time t2, 
the (conditional) HT estimator for T(t2) is


SOI uses  1
ˆ ( )cT tπ  and 2


ˆ ( )cT tπ  to estimate time-specific 
totals, which are conditionally unbiased for their corre-
sponding population totals.  They are special forms of 
the PS estimator, where the poststrata are the same as 
the design strata.  The PS estimators (which are not un-
conditionally unbiased for the population totals, since 
they involve a ratio) for times t1 and t2 are


1


     2 1ˆ ˆ ˆ( ) ( )D T t T tπ π π= − ,                (3.10)


sizes  
21 2, , , Hn n n• • •L .  Thus, for  


1hN •  denoting the 
number of population units in stratum h1 at time t1, the 
(conditional) HT estimator for T(t1) is
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where 
 


1 1
1


1
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h
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h
N tδ


π •
• ∈= ∑  is the estimated number 


of stratum h1 population units for year 1.  For year 2, 


2
ˆ hN•  is similarly defined.  It can be shown, by defini-


tion of  
1ĥT •


and 
2


ˆ hT• , that 1
ˆ ( )PST t  reduces to  1


ˆ ( )cT tπ  and 
2


ˆ ( )PST t  reduces to 2
ˆ ( )cT tπ .


Estimators of Change


The change in level between two time points is denoted 
by


1


     2 1( ) ( )D T t T t= − .    (3.9)


The conditional and unconditional estimators of time-
specific totals lead to two estimators of this difference.  
Based on the unconditional HT estimators, we have


which is unconditionally unbiased for the change in 
level between time t1 and t2. By breaking  1


ˆ ( )T tπ  into 
the sum of births for time t2 and units in both year’s 
sample summed over the year 1 strata, and  2


ˆ ( )T tπ  into 
the sum of the deaths for time t1 and the units in both 
samples over the year 2 strata, expression (3.10) can be 
rewritten as:  
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Similarly, based on the conditional HT estimators,


(3.12)


which is conditionally unbiased for the change in level. 
Similarly, this estimator can be rewritten as:


(3.13)


	Theoretical Variances


Single Year Variances


Unconditional HT Estimators


Using standard Poisson sampling results (Result 3.2.1 
from Sarndal et al., (1992)), the variances of the uncon-
ditional HT estimators for times t1and t2 are
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Unconditional Variance of PS Estimators


Using 
 21 1 1h h
h


h h h


N nN
n Nπ


   
− ≈ −   


    , Sarndal et al. (expression 
3.2.7, p. 65) approximated the unconditional variance 
of the PS estimators.  Their ap-proximation, adjusted 
for our notation, is
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The variances in (4.5) and (4.6) are preferable since 
they reflect the precision for the sample sizes actual-
ly obtained.  In comparing expressions (4.1) to (4.5) 
and (4.2) to (4.6), in almost all practical situations, the 
conditional variances of the PS estimators are substan-
tially smaller than the unconditional variances of the 
HT estimators.  To see this, in general, we can write 
(expanding Expression 3.2.5 in Sarndal et al. (1992) to 
stratified sampling):


(4.7)


Thus, the theoretical variance of a total under strati-
fied Bernoulli sampling is equal to the stratified simple 
random sampling variance plus an additional factor (of 
the same magnitude) that depends on the stratum popu-
lation mean of the study variable and the population 
coefficient of variation:


This means that we should expect differences in the 
variance of each HT total, whose size depends on the 
strata means of the underlying variable of interest.


Variance of the Difference


Unconditional Variance of the HT Estimators


For the unconditional HT estimators, it can be shown 
that the unconditional variance of the difference is the 
variance from the year 1, births plus the variance from 
the year 2 deaths, plus the variance from returns in the 
same or different strata in both years.  In formula form, 
this is:
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Conditional Variances of PS Estimators


Holt and Smith (1979) observed that conditioning on 
an achieved post stratum sample size is inferentially 
more appropriate than averaging over all possible sam-
ple sizes, as in (4.1) and (4.2).  The theoretical condi-
tional variances of the PS estimators for both years are 
simply the variances of a total under stratified simple 
random sampling:
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known and unknown.  Assuming that the  
1 2h hN  are un-


known, these are conditionally unbiased estimators of 
the strata population means:
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the within-year variance estimators are the standard 
variance estimators under stratified simple random 
sampling:


These are conditionally unbiased for (4.5) and (4.6).


Variance Estimators of the Differences


The Unconditional Difference


 Using sample-based estimates for each (4.8) compo-
nent, we get the following estimate of  ˆVar Dπ   :


(5.3)


(4.8)


Unconditional Variance of the PS Estimators 
(Linear Approximation)


Using linear approximations to the PS estimators, the 
unconditional variance of the difference is


(4.9)
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Unconditional Variance of PS Estimators 
(Substitution Form)


The variance in (4.8) can be expressed in a more stan-
dard form by converting some of the summations into 
stratum variances and covariances and approximating 
the sampling rates using the actual sample and popula-
tion sizes achieved in each stratum.  One approach is 
substituting marginal actual sampling rates for terms 
like  and replace  by a stratum population size divided 
by the actual stratum sample size.  Using these, we get


(4.10)
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The Conditional Difference


Using sample-based estimates for each (4.10) compo-
nent, we have the approximate estimator of ˆPSVar D   :


(5.4)


where ( )
1 2


1 2
1 2


ˆ
min ,


h h
h h


h h


n
N


π π
=


, 


 2
2


2


h
h


h


n
N


π •


•
=


, 


 1
1


1


h
h


h


n
N


π •


•
=


 
and the unweighted covariance between the y-
values for units in both years’ samples is 
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the (5.4) covariance term is an estimator of the uncon-
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	Data Elements Required For 
Variance Estimators


The following information is needed to evaluate (5.3) 
and (5.4):


•  The strata occupied by each sample unit at times  
t1 and t2 and the data values for every unit in the 
sample each time, y1i and y2i.


•  Nh1•
, the population size of stratum h1 at time t1 


N•h2 and the population size of stratum h2 at time 
t2.


•  πh1
the probability of selection for a unit in stra-


tum h1 at time t1, and πh2
, the selection probabil-


ity for a unit in stratum h2 at time t2.


•  nh1h2
,Nh1h2 


and ch1h2
, the number of sample and 


population units and unweighted covariance in 


each of the (h1h2) cells.


To account for SOI’s sample including prior year re-
turns in each sample, we matched the most recent tax 
return within each year together in both the population 
and sample.  This led to ignoring a few cases where 
a taxpayer filed more than one return in a single year 
even though these returns were used in estimating to-
tals.  Doing so led to a slight underestimation of the 
covariances, but the impact of this was much less than 
ignoring the covariance term.


	Results


Table 4 shows the ratios of the unconditional to con-
ditional estimates for each year’s estimated total, the 
difference between them, and the associated variance 
estimates for eight variables estimated from SOI’s Tax 
Year 2004 and 2005 Individual samples.  While the 
point estimates in Table 4 are essentially identical, the 
unconditional variances are much larger (as much as 
six to ten times larger, in Adjusted Gross Income and 
Taxable Income) than the corresponding conditional 
variance estimates when the means are larger for each 
year, as expected from (4.7).


Table 5 contains the ratio of the variance estimates 
of the unconditional and conditional differences in the 
2004 and 2005 totals for our eight variables, when es-
timating and ignoring the covariance term in (5.3) and 
(5.4).  We also include results when estimating the 
Nh1h2 or using the known counts in (5.4).  Ignoring 
the covariance leads to excessively large variance es-
timates because the benefit of having a large sample 
overlap is ignored.  For example, ignoring the covari-
ance would result in an estimated variance of the differ-
ence in HT estimators that was 68% too large and 57% 
to 59% too large for the variance of the difference in 
the PS estimators.  While estimating the Nh1h2 did not 
lead to much different covariance estimates for these 
national-level variables, the HT estimates had higher 
decreases in the variance of the difference due to the 
estimated covariances for all variables except net capi-
tal gain (less loss), where the percentages were close.  
We also calculated the t-statistics to test whether the 
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1


Variable HT 
Difference


PS Difference 
(Using Estimated 


1 2
ˆh hN )


PS Difference 
(Using Known 


1 2h hN )


Adjusted Gross Income 1.682 1.574 1.595 
Taxable Income 1.660 1.636 1.662 


Total Income Tax 1.648 1.844 1.885 


Business or profession net income (less loss) 1.537 2.145 2.248 


Alternative minimum tax 1.242 1.456 1.466 


Net capital gain (less loss) 1.099 1.403 1.433 


Charitable contributions 1.546 2.352 2.512 


Charitable contributions other than cash  1.077 1.158 1.169 


1


Single-Year Estimates Between-Year Difference 
Estimates


Estimated Means  
(in $’s) 


HT Total / 
PS Total 


HT Variance / 
PS Variance 


HT Total / 
PS Total 


HT Variance / 
PS Variance*


Variable 2004 2005 2004 2005 2004 2005 (2005-2004) (5.4) v1 (5.4) v2


Adjusted Gross Income 51,342 55,238  0.994 1.001 10.638  9.739 1.074 9.609 9.737 


Taxable Income 35,320 38,231  0.994 1.001   6.642   6.157 1.066 6.347 6.448 


Total Income Tax 6,292 6,957  0.995 1.000   3.891  3.827 1.041 4.322 4.419 


Business or profession net income (less loss) 1,870 2,007  1.004 1.007   1.278  1.306 1.042 1.801 1.887 


Alternative minimum tax 99 130  1.002 1.001   1.194  1.218 0.999 1.416 1.426 


Net capital gain (less loss) 3,568 4,934  1.001 1.001   1.175  1.225 1.001 1.535 1.568 


Charitable contributions 1,252 1,365  0.996 1.001   1.272  1.270 1.051 1.934 2.066 


Charitable contributions other than cash  328 358  0.997 1.001   1.015  1.008 1.037 1.087 1.098 


* v1 is expression (5.4) using the estimated 
1 2


ˆh hN counts; v2 is (5.4) using the known 
1 2h hN counts. 


Table 4.  Single-Year and Between-Year Difference Estimates, by Tax Year and Variable of Interest


population differences were zero.  While the t-statistics 
had different values depending on which variance esti-
mator was used, all were highly significant, and were 
thus omitted.


 Conclusions


The large overlap of units between SOI’s 2004 and 2005 
Individual tax return samples resulted in a large cova-
riance term in both the conditional and unconditional 
variances.  In comparing the (5.3) and (5.4) estimates, 
using the unconditional (5.3) formulas produced larger 
estimates for the separate year variances.  This is due 
to the unconditional formulas incorporating the extra 
variability due to random sample sizes.  The most in-
teresting result was that these variances are much larger 


than the associated PS estimates of the single year to-
tals, despite the fact the HT and PS point estimates of 
totals are almost identical.  The SOI data support ex-
pression (4.7), that is, the mean of the variable of inter-
est affects the size of the variance estimate.  Since valid 
inferences are obtained using the conditional variance 
estimates, in summary, the best estimation strategy is 
using expression (5.4) to estimate the variance of the 
difference in PS estimators with the known N•h1


, N•h2
, 


and Nh1
Nh2 


counts.


Despite large computing resources needed to match 
the two year’s population files, it was not difficult to 
compute the estimates once the nh1h2


, Nh1h2
 and ch1h2 


quan-
tities were produced.  Notably, after the two population 
files were merged, only the Nh1h2


 counts were needed.  


Table 5.  Ratios of Variances of Differences when Ignoring the Covariance to Variances When Estimating It
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A more complicated estimator of between-year change, 
such as a relative change in the two years’ estimated to-
tals, would require a more sophisticated approach (such 
as the Taylor series approximation used in Berger 2004 
and Nordberg 2000).  Our estimators would also need 
to be slightly modified for domain estimation.  Such 
extensions are future consideration topics.
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Internal Revenue Service Area-To-Area Migration Data:  
Strengths, Limitations, and Current Trends


Emily Gross, Internal Revenue Service


The mobility of Americans has long been a sub-
ject of interest for demographers, scholars, and 
the media.  Just a few decades ago, the ultimate 


success story in this country was home ownership and 
staying in one neighborhood for all of adulthood.  Cur-
rently, people and families move many times during their 
adult lives, with the peak moving years being between 
20-24 years of age.1  To where are these people mov-
ing, and from where did they originate?  One of the 
few accurate sources of area-to-area migration data in 
the United States comes from the Statistics of Income 
Division (SOI) of the Internal Revenue Service (IRS), 
which maintains records of all individual income tax 
forms filed in each year.


This paper will highlight the data IRS has on taxpay-
er migration, particularly the county-to-county migration 
data created by U.S. Bureau of the Census analysts using 
IRS data.  First, the paper will discuss the IRS Individual 
Master File from which these datasets are derived.  Then, 
it will cover how the Census Bureau reviews the file and 
runs it through a geocoding program.  Next, the paper 
will cover how the dataset returns to the IRS for disclo-
sure proofing and how the data are marketed.  The data 
themselves will be discussed, highlighting strengths and 
limitations.  Finally, some current trends in migration 
will be examined.


 Statistics of Income (SOI) Division and  
 the Data Source


The Statistics of Income program began in 1916, 
when Congress passed a revenue act that included a 
provision requiring the annual compilation of statistics 
with respect to the operation of the tax law.  This require-
ment has reappeared in each major rewrite of the tax law 
since then and is currently included as section 6108 of 
the Internal Revenue Code of 1986.


Besides annual SOI publications, based on indi-
vidual and corporate income tax returns, other data 
are also published in the quarterly Statistics of Income 


Bulletin.  The Bulletin includes studies on sole propri-
etorships, partnerships, tax-exempt organizations, estate 
tax returns, and estimates of personal wealth, as well as 
studies on “international” tax returns.  Most of the SOI 
publications are available on the “tax stats” portion of the 
IRS Web site (www.irs.gov), which contains over 3,900 
files related to tax statistics.


From time to time, SOI undertakes special reimburs-
able studies for Government and private users.  One 
customer, the Census Bureau (which is allowed access 
to tax return data under the Internal Revenue Code but 
must be able to justify the data items it receives as needed 
for its own statistical programs) pays IRS for annual 
data on every entity on the IRS Individual Master File 
(IMF).  (The IRS Master File includes administrative 
records for every Form 1040, 1040A, and 1040EZ.)  
The tax and income items that Census receives from 
the IMF include:  


•	 Tax Filing Units (the filer and spouse of filer, plus 
all exemptions represented on the forms)


•	 Mailing address


•	 Age classification (the filer is classified as “un-
der age 65” if he or she did not mark the age 65+ 
checkoff box)


•	 Income data:  wages and salaries, interest income, 
dividend income, gross rents, and royalties


•	 Adjusted gross income (includes all taxable in-
come, less adjustments to income)


•	 Total income (a special definition which most 
closely approximates the Census Bureau’s defini-
tion of total income).


The Master File data that Census receives were 
based on all returns filed by late September of the filing 
year.  This extract is believed to include 95 percent to 98 
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gross


percent of the individual filing population.  The individu-
als covered by the returns include the filer and the spouse 
of the filer, as well as any exemptions claimed on the 
tax return.  The Tax Year 2002 file, the most recent data 
available, contained about 130.5 million returns.2   


In addition to using these data for their population 
estimates, Census also uses them to produce area-to-
area migration data for SOI.  The tax and income data 
included in the migration data are Number of Returns, 
Number of Exemptions, Aggregate Adjusted Gross In-
come (AGI), and Median AGI.


 Census Bureau Processing


In accordance with the agreement mentioned above 
between the IRS and Census Bureau, the 1040 Individual 
Master File dataset is provided annually to the Planning, 
Research, and Evaluation Department at Census.  Both 
the Social Security Number (SSN) and the taxpayer name 
are stripped from each return.  In their place, a special 
identification number called a Protective Identification 
Key (PIK) is assigned to each return.  


To further prepare the data for its own purposes, 
as well as to prepare the migration files, the Census 
Bureau geocodes the IMF data.   Geocoding involves 
assigning a set of codes to each return that represent the 
residence of the filer.  These codes are assigned from the 
United States Post Office (USPO) ZIP/Sector-to-County 
Cross Reference (CCRS), which is generally reflected 
in the “ZIP plus 4” codes.  The “plus 4” codes have 
two characters each--a sector code and a segment code.  
According to USPO guidelines, each sector code must 
identify one county only.  This is the key to how Cen-
sus is able to geocode each return by county of origin.  
From the combination of ZIP sector codes and mailing 
State code for each individual return, Census is able to 
assign each record with a State/county code from the 
CCRS.  To prepare the migration data, Census must use 
2 consecutive filing years of IMF data.  For each set of 
filing years, a code was given to the current-year return 
and the prior-year return, using the current-year CCRS.  
County equivalent codes are assigned to the District of 
Columbia, the Virgin Islands, Puerto Rico, APO/FPO 
(military), and “other foreign.”


 Identifying Migrants


Once the geographic codes are in place, Census 
determines who in the file has or has not migrated.  The 
coded returns for 2 consecutive years are then compared 
to one another for two criteria:  (1) the street address and 
(2) the mailing address State plus ZIP code.  If the two are 
identical, the return is labeled a “nonmigrant.”  If any of 
the above information changed from the first prior year of 
study to the current year, the return is considered a mover.  
However, the return is only a “migrant” if the taxpayer’s 
geographic code changed.  If a taxpayer’s address codes 
change from one year to the next, that taxpayer is an 
“in-migrant” for the address on the return filed in the 
second year, and an “out-migrant” for the address on the 
return filed the first year.  If a taxpayer changed streets 
but stayed in the same county, that taxpayer would not 
be a migrant for purposes of this dataset.


As previously mentioned, the filer’s return address 
determines the migration status of the record.  There are 
instances, however, where the taxpayer may not have 
changed residences but the return address suggests a 
move.  This may happen if:  (1) the filing address is 
that of a financial institution or tax preparer, and not the 
actual taxpayer; (2) the taxpayer is a college student liv-
ing away from home who filed with a home address one 
year and the college address another; (3) the taxpayer 
puts his or her place of business as the return address; 
(4) the taxpayer maintains dual residences, primarily 
residing in one county but having the tax return sent to 
the other; and (5) the taxpayer uses a post office box for 
mailing purposes.


 Tax Year versus Migration Year


This section distinguishes among what is meant 
by tax year, filing or calendar year, and migration year.  
When dealing with income taxes, the year in which a 
return is filed is the “filing” or calendar year and almost 
always follows the actual “tax year.”  For this reason, 
clarification of what exactly is meant by the year of 
migration is necessary.  The residence of a taxpayer, 
for purposes of the Migration data files, is noted at the 
time the individual income tax return is filed.  Because 
most tax returns are filed the spring after the tax year 
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has ended, the migration (filing) year coincides with the 
previous year’s tax data.  For example, the 2003 migra-
tion data cover the place of residence for individuals 
who were filing their 2002 Forms 1040 in Calendar 
Year 2003.  Furthermore, since the migration data show 
movement from year to year, the files are expressed in 
2-year increments, such as the 2002-2003 migration data.  
Thus, the file would show actual changes in residence 
from Calendar Year 2002 to Calendar Year 2003.


 IRS Preparation and Marketing of 
 Migration Products


After Census geocoding and error checking, the 
Census Bureau maintains a file to supplement its internal 
population studies.3   A copy is then delivered to the Sta-
tistics of Income  (SOI) Division of the Internal Revenue 


Service.  A statistician at the SOI Division checks the 
data for outliers, adds column headings and labels, and 
parses the data into Excel spreadsheets.  Once SOI is 
satisfied with the dataset, it authorizes Census to release 
the file to State demographers.  For each State, there is an 
inflow and an outflow spreadsheet, which shows the fol-
lowing information about the returns in each county:  the 
number of migrant returns (used to estimate households); 
the number of exemptions attached to these returns 
(used to estimate individuals); the aggregate adjusted 
gross income of the migrating returns; and the median 
adjusted gross income of these returns.  There is also a 
line item for nonmigrants with their relative incomes.  
An example of a page of the Minnesota inflow file for 
2002-2003 follows (Figure A).  This example shows the 
summary information for returns moving into Minnesota 
between 2002 and 2003, as well as detailed information 


Figure A -- Inflow File for Minnesota (MN), 2002-2003


From From County Name Number Number Aggregate Median
St Of Of Adjusted Adjusted
Abbr Returns Exemptions Gross Gross


Income Income
(thousand dollars) (whole dollars)


MN Total Mig - US & For 146,999    257,176    5,894,696    25,079    
MN Total Mig - US 144,355    253,910    5,858,968    25,484    
MN Total Mig - US Same St 103,195    179,330    4,075,991    26,690    
MN Total Mig - US Diff St 41,160    74,580    1,782,977    22,294    
MN Total Mig - Foreign 2,644    3,266    35,728    4,877    
MN Aitkin County Tot Mig-US & For 454    875    18,991    28,102    
MN Aitkin County Tot Mig-US 454    875    18,991    28,102    
MN Aitkin County Tot Mig-Same St 393    767    16,643    28,599    
MN Aitkin County Tot Mig-Diff St 61    108    2,348    24,999    
MN Aitkin County Non-Migrants 5,175    11,257    200,253    25,733    
MN Hennepin County 58    105    2,833    38,332    
MN Anoka County 54    116    2,309    36,666    
MN Crow Wing County 47    91    1,627    18,999    
MN Ramsey County 29    52    1,640    45,832    
MN Itasca County 21    30    559    18,124    
MN Mille Lacs County 19    38    932    26,249    
MN Dakota County 18    32    964    37,499    
MN St Louis County 16    35    795    39,999    
MN Washington County 13    21    760    54,999    
MN Cass County 12    23    290    19,999    
MN Scott County 10    16    410    32,499    
MN Wright County 10    23    550    39,999    
SS Other Flows - Same State 86    185    2,974    24,999    
DS Other Flows - Diff State 61    108    2,348    24,999    
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for the first county of destination, Aitkin County, MN.  
For more information on interpreting this file, see IRS 
documentation. 4


Once the files are prepared, they are announced 
for sale via the SOI Web site (www.irs.gov/taxstats/in-
dex.html), as well as in various SOI publications.  The 
migration data are free to Federal, State, and local 
government agencies and are among the most popular 
products distributed through the SOI Division’s Statisti-
cal Information Services (SIS) Office.  In 2004, well over 
200 migration data sets were distributed to customers 
in government, business, and academia.  Information on 
pricing can be found on the Web site (www.irs.gov/taxstats/
indtaxstats/article/0,,id=96816,00.html); in the Products 
and Services Section of each Statistics of Income Bul‑
letin, Publication 1136; or by contacting the SIS office 
at (202) 874-0410.


 Strengths and Limitations of the 
 Dataset


The county-to-county migration data may be the 
largest dataset that tracks movement of both households 
and people from county to county, including family 
incomes.  Because these data are obtained from income 
tax records, they are inclusive and reliable.  However, 
the source and design of this dataset have some limi-
tations.  As mentioned previously, those who are not 
required to file United States Federal income tax returns 
are not included in this file.  Because of this, the dataset 
underrepresents the poor.  Also not included is the small 
percentage of tax returns filed after late September of 
the filing year.  Because the IRS granted most taxpay-
ers who file this late an extension, and because most 
taxpayers who request an extension are more likely to 
file high-income tax returns, the migration data set can 
underrepresent the very wealthy.


The matching process also causes some returns to be 
missed.  When the current-year tax return is compared to 
the prior-year tax return, only the Social Security number 
of the primary taxpayer is considered.  If a secondary filer 
exists (as in the case of a married couple filing jointly), 
that Social Security number is not recorded or compared.  
If, for example, a husband and wife file a joint return in 
the prior year but file separately in the current year, only 


the husband’s current year will have a match with the 
prior year.  The spouse’s current-year return becomes 
a nonmatch and will not be included in the data.  This 
problem not only occurs when couples decide to switch 
filing status from year to year, but also when marriage 
or divorce changes an individual from being a primary 
taxpayer (included in the file) to a secondary taxpayer 
(not included in the file).


In addition to the dataset not including the entire 
individual filing population, it also underrepresents the 
elderly, another large segment of the population which 
may not be required to file individual tax returns.


 Uses of the County-to-County Migration 
 Data


Statistics of Income tax data are mainly used within 
the Government by the Treasury Department’s Office 
of Tax Analysis (OTA) and by the Congressional Joint 
Committee on Taxation.  Both use the data in tax policy 
research and in revenue estimating.5  The county-to-
county migration data, however, are created for users 
outside the IRS or Treasury Department.


The Census Bureau uses these files to back up its 
demographic data between Decennial Censuses.  Most 
of the individuals ordering these data are from academia, 
the media, and the private sector.  Academic papers 
using the data show trends and shifts in demographics.  
Newspapers often highlight trends showing the fastest 
growing counties, where the wealthy are moving, and 
what parts of the country are losing population.  Private 
firms include researchers hired by corporations, develop-
ers following movement of housing consumption, and 
technology companies estimating future demand, to 
name just a few.  The county-to-county migration data 
are one of the most frequently requested products dis-
seminated by the SOI Division.  In Calendar Year 2004, 
the Statistical Information Services Office of the Divi-
sion answered 367 requests about its migration data.


 Current Migration Trends


The wealth of useful data present in the county-to-
county migration files can be illustrated by examining 
some current demographic trends shown in the data.  
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This section looks at three regional trends, as well as 
how customers used SOI data in their work.  


 Loudoun County, Virginia


A look at inflow and outflow files for the State of 
Virginia shows that the fastest growing county in the 
Washington, DC metropolitan area is Loudoun County, 
Virginia.  Loudoun County is situated just to the west 
of what used to be considered the outer limits of the 
Washington, DC suburbs as recently as 15 years ago. 
As the greater DC area continues to grow as  a result of 
a long period of economic growth and small unemploy-
ment rate, more and more households have been moving 
into the area.  


Two enormous residential communities, Ashburn 
and South Riding, evolved in the 1990’s and are con-
tinuing to grow and attract affluent professionals by the 
thousands each year.  


both years), suggesting that perhaps the inmigrants are 
younger and less-established families than those who 
have resided there longer.


 Clark County, Nevada


Another notable county in the United States in terms 
of migration is Clark County, Nevada.  Clark County is 
the home of the cities of Las Vegas, North Las Vegas, 
and Henderson, as well as the unincorporated towns of 
Paradise (including the Las Vegas strip, the University of 
Las Vegas, and McCarran International Airport), Sunrise 
Manor, Spring Valley, and Enterprise.   An examination 
of Figure C shows that, while 28,962 returns left the 
county from 2002 to 2003, some 44,311 returns came 
in.  Thus, the returns moving into the county outpaced 
the returns leaving the county by 53 percent in that year.  
While Clark County is considered an excellent place to 
retire, data from the Nevada State Demographer’s office 
show that the percentage of Clark County residents age 
65 and older has held steady at approximately 11 percent 
for the past several years.6


The IRS county-to-county migration files also show 
that, of the top ten counties of origin for those moving 
into Clark County, none of them originates from the 
State of Nevada.  The top five counties of origin are:  
Los Angeles, San Diego, Orange, and San Bernadino (all 
southern California counties), and Maricopa County, Ari-
zona.  Further study of the Nevada State Demographer’s 
published data show that Clark County is projected to 
double in size between the years 2003 and 2024, ac-
counting for 85 percent of the total expected growth in 
the State of Nevada for that time period.


A look at the 2002-2003 data in Figure B compares 
the individual income tax return data of those who 
came into the county and those who exited the county 
between these 2 years.  The Number of Returns column 
shows that the number of households increased by 7.5 
percent between 2002 and 2003.  The rise in number of 
exemptions nearly mirrors this change.  A comparison of 
Adjusted Gross Income (AGI) between in the inmigrants 
and outmigrants is equally striking.  The median AGI 
column shows that the median adjusted gross income 
of the returns moving into Loudoun County is consider-
ably higher than the median income of those who are 
leaving.  Both are lower than the median income of the 
nonmigrants (those who resided in Loudoun County for 


Figure B. -- Loudoun County, Virginia


Number of Number of Aggregate Median 
Returns Exemptions AGI AGI


(thousand
dollars)


(whole
dollars)


Inflows 13,073 27,035 939,231 50,864


Outflows 7,391 14,632 492,439 44,932


Nonmigrants 68,231 166,364 5,987,797 65,184


Figure C. -- Clark County, Nevada


Number of Number of Aggregate Median 
Returns Exemptions AGI AGI


(thousand
dollars)


(whole
dollars)


Inflows 44,311 83,219 1,916,647 22,547


Outflows 28,962 54,254 1,028,971 21,010


Nonmigrants 511,010 1,084,081 25,334,202 32,015
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The second largest source of in-migrants to River-
side County was Los Angeles County, which lost 9,167 
residents to this neighbor to the East.  This loss may be 
a drop in the bucket for hugely populated Los Angeles, 
which has over 3 million residents, but illustrates a 
national trend: households are leaving the cities and 
close-in suburbs for more land and more affordable 
housing.  In fact, Los Angeles had a significant net loss 
of households in the year examined, with 18,432 of its 
Year 2002 returns calling a different county home in 
2003.  The top five recipients of Los Angeles outflows 
were all neighboring Southern California counties.


 Summary


As this paper shows, the migration data contain a 
wealth of information that can be used to analyze and il-
lustrate major demographic trends.  The Census Bureau, 


 Riverside County, California


The U. S. county with the highest net gain of returns 
between Calendar Years 2002 and 2003 was Riverside 
County, California.  Riverside County is situated just 
to the east of Los Angeles and Orange Counties, two of 
the most populated counties in Southern California.  As 
shown below in Figure D, Riverside had a net gain of 
20,404 returns during this time period.  Where did these 
residents come from?  According to the IRS data, 10,425 
of the 50,843 returns coming in to Riverside County were 
former residents of Orange County. While having twice 
the population of Riverside County, Orange County is 
geographically small:  only 789 square miles, compared 
to Riverside’s 7,207 square mileage.


Figure D. -- Riverside County, California


Number of Number of Aggregate Median 
Returns Exemptions AGI AGI


(thousand
dollars)


(whole
dollars)


Inflows 50,843 114,863 2,282,503 30,189


Outflows 30,439 62,084 1,151,864 23,437


Nonmigrants 488,511 1,204,255 23,218,621 31,618


in partnership with the IRS, creates a unique product 
rich in information yet simple enough to understand for 
all customers: from demographers, newspapers, and 
Government agencies to the public at large.  
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Standing Out in a Crowd:  Improving Customer Utility 
on a Centrally Administered, Shared Web Site*


Barry W. Johnson, Internal Revenue Service


T he Internet has become the primary public inter-
face for many statistical organizations, offering 
opportunities to reach larger audiences with more 


products than ever before.  Often, however, a statistical 
organization’s virtual existence must be shared with 
other, dissimilar organizations, due either to resource 
constraints or policy decisions.  In countries without a 
centralized statistical agency, such as the United States, 
statistical organizations are often housed within much 
larger agencies whose missions are primarily adminis-
trative.  In such cases, the needs of the statistical func-
tion are often at odds with those of the administrative 
function.  Similar tensions can exist in countries where 
the statistical functions are centralized.  In these cases, 
subject matter with a relatively small customer base 
may compete for visibility and resources with topics 
that have broader appeal.  Shared use of a single Web 
site may reduce flexibility in design and limit the types 
of products that can be offered.  Often, design decisions 
are driven by the component with the largest customer 
base and may not optimally serve smaller statistical 
functions and their customers.


Statistics of Income (SOI), a division of the U.S. 
Internal Revenue Service (IRS) and the primary source 
of data on the U.S. tax system, provides an excellent 
case study for this sort of coexistence.  The irs.gov Web 
site is designed primarily to assist taxpayers in filing 
their taxes.  It contains tax forms, filing instructions, 
regulatory rulings, and other resources for answering 
questions about the myriad tax and information report-
ing requirements that compose the U.S. tax system.  It 
is also home to SOI’s Web pages, “TaxStats,” which 
provide public access to more than 4,000 statistical 
data products and average almost 500,000 downloads 
per month.  This paper will focus on SOI’s efforts to 
improve the TaxStats pages on irs.gov.  It will discuss 
recent redesign efforts and share future plans, all in the 
context of working within the design limits imposed by 


a multiuse Web site.  The goal is to provide guidance 
and encouragement for other statistical organizations in 
similar situations.


u Background


The official public IRS Web site, irs.gov, is main-
tained by a contractor, under the supervision of two or-
ganizations within the Service.  The Communications 
and Liaison division (C&L) oversees the general look 
and feel of the Web site and maintains a set of detailed 
guidelines for page design, including approved fonts, 
colors, page formats, writing style, etc.  All Web pages 
and content posted to irs.gov must be created and mod-
ified through the Content Management Application 
(CMA).  This tool, through validation checks and the 
use of dropdown menus, helps ensure that all Web pag-
es comply with the parameters specified in these guide-
lines.  The IRS Electronic Tax Administration division 
(ETA) oversees the hardware and software aspects of 
irs.gov.  Jointly, these two divisions set standards, plan 
upgrades, conduct user-testing, and facilitate monthly 
meetings with irs.gov’s major content providers.


Statistics of Income began disseminating data 
electronically in 1992 via an electronic bulletin board, 
which was maintained on a personal computer by SOI 
staff.  In 1996, SOI replaced the bulletin board with 
the TaxStats pages on irs.gov.  These pages were or-
ganized by subject matter, primarily reflecting SOI’s 
internal structure.  Downloads and Web content grew 
annually, but, by 2003, it became clear that customers, 
particularly those new to TaxStats, were having diffi-
cultly locating products and services.  To learn more 
about customer experiences on TaxStats and to address 
problems, SOI formed a small, cross-functional “Web 
team” made up of economists, statisticians, and com-
puter specialists from a diverse array of subject matter 
areas.
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u Gathering Feedback


Any organization with a Web presence needs to pe-
riodically measure how well it is serving its customer 
base.  For SOI, informal feedback provided a catalyst 
for evaluating the effectiveness of SOI’s Web pages.  
Initially, some of the most useful comments came from 
customers who contacted its Statistical Information 
Services (SIS) office after failing to find the informa-
tion they wanted on TaxStats.  Many times, SIS staff 
were able to help these customers navigate the TaxStats 
pages to find the information they sought, a clear indi-
cation that the Web pages needed improvements.  In 
addition, SOI has a panel of expert tax policy research-
ers who meet biannually to offer feedback and provide 
direction to SOI.  These users not only provided ad-
ditional, informal feedback about their experiences us-
ing TaxStats, but also became an integral part of the 
redesign process.


To gather formal information from customers, SOI 
developed a survey that was given to all callers who 
contacted SOI’s SIS staff [1].  This survey included 
11 structured questions and an opportunity for general 
comments.  Questions included general respondent in-
formation (occupation, frequency of visits to TaxStats, 
subject matter interests), general satisfaction with Tax-
Stats (ease of use, quality of products, overall satisfac-
tion), and suggestions for improvements (expanded 
content, preferred file formats, specific changes to im-
prove navigation).  In addition, the survey was adminis-
tered to the membership of the U.S. National Tax Asso-
ciation, whose participants are considered key users of 
SOI data, and to SOI’s consultants.  The results showed 
that SOI customers had a wide range of occupations 
but were mainly researchers from universities; Federal, 
State, or local government employees; or individuals 
providing consulting or issue advocacy services.  In 
general, customers found SOI products useful and of 
high quality but often had difficulty locating items on 
TaxStats.  They specifically cited problems with Web 
page organization.  Other comments included requests 
for more data, especially historic data, and easier-to-
use product formats for data tables and articles [2].


In addition to formal and informal customer feed-
back, irs.gov provided SOI with monthly Web metrics 


that identified popular products.  These metrics were 
also useful as benchmarks against which redesigned 
pages could be evaluated.  After analyzing data from 
all sources, it was clear that  both page and overall Web 
site design issues were contributing to user dissatisfac-
tion.  Page design problems were generally things that 
SOI could address directly.  Site design problems posed 
a greater challenge, since these necessitated work-
ing with irs.gov personnel to change the structure of          
irs.gov or modify style guidelines.


u Attacking the Problem


Having confirmed that customers were having dif-
ficulty finding information on the TaxStats pages of 
irs.gov, the next step was to identify products that SOI 
wanted to make available to the public via the Web.  
This was done through conducting a careful inventory 
of existing TaxStats content, brainstorming new product 
offerings, and researching the types of products avail-
able from other statistical functions in the U.S. and in 
other countries.  Customer feedback from the surveys 
was also very important to this process.  A few prime 
customers provided additional input by participating in 
a card sort exercise.


Card sorting, as applied to information management, 
is a technique for developing an information structure, 
as well as suggesting navigation, menus, and possible 
taxonomies [3].  SOI used its panel of 15 consultants 
as subjects for this exercise, which was conducted via 
mail [4].  Each test subject received a package consist-
ing of: 1) slips of paper, each with a single content item 
printed on it, 2) instructions, and 3) some blank slips of 
paper for subjects to write in additional content items.  
Participants were asked to create subgroups from items 
they perceived as related, by grouping individual cards 
using rubber bands and paper clips, and then to orga-
nize these subgroups into larger categories.  Partici-
pants then mailed the cards back to SOI, along with any 
comments or suggestions they wished to add.  While 
response rates were somewhat disappointing, the six 
subjects who chose to participate represented a range 
of research interests.  Despite their varied interests, the 
subjects provided results that were surprisingly simi-
lar.  Each also provided a number of suggestions for 
new content items.  The results of this exercise were 
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instrumental in developing the structure and content of 
a prototype for the new TaxStats Web pages.


Another important component of the redesign ef-
fort involved examining Web sites of major U.S. and 
international statistical agencies, as well as a number 
of commercial Web sites.  The team also reviewed ar-
ticles and research papers that presented guidelines for 
effective Web pages [5].  At the time, the recently rede-
signed U.S.  Bureau of Labor Statistics (BLS) Web site 
was particularly helpful, because it is an organization 
whose mission and scope are similar to those of SOI.  
Since BLS is renowned for its cognitive research, all 
its new Web pages were subject to extensive usability 
tests, the results of which are well documented in a se-
ries of papers on Web design and testing [6].  In ad-
dition, the BLS Web designers were very generous in 
sharing their expertise with SOI’s Web team.


u Developing a Plan


The official irs.gov design guidelines provided 
three basic page layouts at the time SOI undertook its 
redesign.  All Web pages contained static content, pri-
marily text in HyperText Markup Language (HTML) 
or documents in Portable Document Format (PDF).  As 
SOI Web team members developed new page layouts, 
a guiding factor was to keep, as much as possible, the 
specifics of the designs within the written guidelines 
established for irs.gov, but, within those guidelines, to 
be as innovative as possible.  Several new layouts were 
developed, and these were presented to SOI’s panel of 
consultants for feedback.  Based on their feedback, SOI 
developed a working prototype of the new site using 
Microsoft FrontPage.


While developing the prototype Web pages, SOI 
met with some of the individuals who oversee irs.gov.  
At this meeting, SOI presented research results and a 
detailed short- and long-term vision for TaxStats and 
unveiled a few prototype pages.  An important feature 
of this presentation was the use as examples of other 
successful Web pages from organizations with missions 
similar to that of SOI.  A few key factors made this 
meeting successful.  First, SOI had empirical research 
to show that the current irs.gov TaxStats pages were 
not serving customers well.  Second, SOI was careful 


to draw a distinction between customers who access tax 
statistics and those who came to irs.gov in search of tax 
filing or compliance information.


Third, SOI acknowledged the value of design con-
straints that had been developed to enhance the expe-
riences of the latter group and provided evidence that 
these very features were making it difficult for SOI’s 
customers to find the products they needed.  Finally, 
recognizing resource limitations, SOI chose to focus on 
a limited number of requests for changes in irs.gov poli-
cies or practices.  The results of this meeting included a 
clearer understanding of SOI’s needs, an agreement to 
make a significant change to the existing irs.gov page 
structure, and a promise for continued dialogue.


u User Testing


After developing a working prototype Web site, 
SOI conducted user-testing prior to implementing any 
actual changes to the TaxStats pages.  While the proto-
type did not have working links for all 4,000 SOI data 
products, it included examples of all the page styles 
that SOI was proposing, including several pages with 
similar functions, but different design features, in the 
hope that testing would indicate a clear “best” choice.  
After consulting with professional Web developers and 
SOI’s own staff of statisticians, a series of test tasks 
were developed.  Testing was conducted at the BLS 
cognitive research laboratory, and a trained facilitator 
administered these tasks individually to a diverse group 
of seven test subjects while members of the Web team 
observed from a separate room [7].  Observers were 
able to hear each of the test subject’s comments, as 
well as view their facial expressions and all computer 
key strokes via a computer monitor.  Each session was 
also captured on videotape for further analysis.  At the 
end of each test session, subjects were debriefed using 
a questionnaire.  The test results were used to finalize 
Web design plans.


u Implementation


Once the plan was finalized, Web team members 
set about the task of programming new Web pages.  
Hierarchies of pages were developed, and design attri-
butes, such as font sizes, spacing, text justification, grid 
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styles, and usage, etc., were determined and document-
ed in written guidelines that included instructions and 
examples to ensure uniformity across pages.  Actual 
programming was performed by individuals with some 
expertise in the subject matter whenever possible.  This 
ensured that specific content items were correctly cat-
egorized and described.  To assist in final page design, 
classroom training in writing for the Web was offered 
to team members.  Once all of the pages were complet-
ed, subject matter experts were enlisted to thoroughly 
test each page for accuracy.  In total, nearly 150 pages 
were developed with more than 4,000 links to content 
items.  The new pages included a new main (home) 
page and a redesigned left navigation bar.  Based on 
customer feedback, all tabulated data on the site were 
made available as Microsoft Excel spreadsheets, and 
all research reports were posted in PDF format, with 
free readers provided for each.  Web pages were nearly 
all programmed in HTML and were certified as compli-
ant with U.S. standards for accessibility by individuals 
with disabilities [8].


u Future Directions


SOI is currently working to improve several as-
pects of the TaxStats Web pages.  First, while all of the 
actual TaxStats Web pages are certified as accessible to 
individuals with disabilities using screenreading soft-
ware, many of the PDF documents available through 
those pages are not.  SOI is committed to correcting 
this problem by improving both the techniques used 
to create the documents and their overall design.  The 
software used to produce SOI documents has recently 
been upgraded, and SOI is seeking training and advice 
from desktop publishing experts.  


Second, many of the tables on TaxStats contain 
extra formatting features that are necessary for creat-
ing printed publications but that make certain types of 
analysis difficult.  Customers who use these tables for 
analysis must first remove some formatting features 
before applying even simple math functions to the 
data.  SOI has just issued draft guidelines for produc-
ing researcher-friendly data tables.  These guidelines 
were developed by incorporating extensive feedback 
from customers.


Third, a prototype application that allows custom-
ers to create customized tables from SOI data is being 
tested on TaxStats.  This application uses off-the-shelf 
software with custom-designed display screens that 
allow users to access a database containing tabulated 
SOI data (microdata are not made available due to pri-
vacy protection concerns).  Users can combine data 
across different tax years, select variables of interest, 
and choose categories of data to include in a table, 
as well as calculate simple descriptive statistics using 
this application.


Fourth, metadata designed to help users better inter-
pret the data available on TaxStats are being developed.  
Possible metadata items include tax forms marked to 
indicate the origin of specific data items, written de-
scriptions of individual data items, and sample selec-
tion information, including variance estimates where 
applicable.  Samples of metadata are currently being 
tested.  In addition, SOI is working closely with irs.
gov officials to develop a fully articulated taxonomy of 
TaxStats that, in time, will be used to improve search 
capabilities and navigation, as well as provide common 
definitions of concepts and terms across all irs.gov con-
tent areas.


u Lessons Learned


Statistics of Income’s experience in redesigning the 
TaxStats pages on irs.gov serves as a model for other 
organizations faced with a Web site that is not specifi-
cally designed to serve its customers’ needs.  The re-
sulting redesigned Web pages, while not cutting-edge, 
nevertheless have garnered favorable feedback from 
both regular and new customers.  More products are 
now offered on clearer, better organized pages.  Prod-
uct formats have been standardized and, in some cases, 
redesigned.  The effort was not expensive.  In fact, the 
only direct expense was the cost of sponsoring a Web-
writing training class.  There were opportunity costs in 
the time spent on the redesign efforts by employees, 
but SOI’s Web team was careful not to let Web design 
activities interfere with their day-to-day responsibili-
ties.  And as is often the case, the team project brought 
energy to SOI that provided benefits beyond the suc-
cessful completion of this specific task.  The key to 
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SOI’s success was involving subject matter specialists 
and customers in all phases of transforming the Tax-
Stats pages.  This fostered a sense of commitment to 
the project, a deeper understanding of customer needs 
and SOI products, and the creativity needed to work 
within the constraints of a design framework that ini-
tially appeared to be fundamentally unsuitable.  Some 
specific lessons learned include:


 a.  Gather specific feedback from users in order to 
thoroughly understand opportunities for im-
provement.  If possible, involve a group of core 
customers in redesign efforts.


 b.  Research best practices used by organizations 
with similar products or customers.  Also  
examine commercial Web sites since these  
may reflect the most current design practices  
and technology.


 c.  Focus initially on those things that are under  
the control of the content provider.  Consider 
questions such as:


 •  Are products being provided in formats 
that meet customer needs?


 •  Are products and pages accessible to all 
users?


 •  Is content organized and adequately de-
scribed so that users outside the provider’s 
culture can clearly understand what is 
being provided?


 d.  Take as much control over content management 
as possible.  Involve employees who are familiar 
with the mission and products of the organiza-
tion in redesign efforts.  Keep management 
informed of team progress and ideas to ensure 
executive-level support.  This is especially 
important if redesign plans require any site-level 
policy changes.


 e.  Develop a thorough understanding of design 
guidelines and restrictions, and, if possible,  


meet with Web site managers to better under-
stand them.


 f.  Present research results to Web site managers 
along with a clear plan for improvement that 
respects current Web site guidelines.  When nec-
essary, propose modifications that will meet the 
needs of specific customer groups, focusing on a 
few essential changes.


 g.  Become involved in the Web site’s user group, or 
urge the formation of such a group if none exists.
These are excellent forums for educating Web 
site managers about customer needs.


 h. Prototype and test pages prior to implementing 
any changes.


 i.  Continuously monitor user experiences on the 
Web site.  Web pages are not static, but must  
continue to change as technology and Web  
practices evolve.


u Endnotes


 [1] While an online survey of TaxStats users would 
have been preferred, at the time of the redesign, 
irs.gov did not have the technical capacity to 
implement Web surveys.


 [2] Prior to the redesign, documents were available 
in PDF, Lotus, and Microsoft EXCEL.  In addi-
tion, larger files were compressed and provided 
as executable files.


 [3]  Maurer, Donna and Warfel, Todd, “Card Sorting:  
a definitive guide,” http://www.boxesandarrows.
com/view/card_sorting_a_definitive_guide, 2004.  


 [4]  The minimum recommended number of card 
sort participants is 15.  While conducting this 
exercise face-to-face allows observers to record 
respondent reactions, it is acceptable to mail 
packages to participants when cost is an im-
portant consideration or when conducting the 
exercise via mail improves participation rates.  
Nielsen, Jakob, “Card Sorting:  How Many 
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Users To Test,” http://www.useit.com/alert-
box/20040719.html, 2004.


 [5]  See, for example, “Best Practices in Design-
ing Web Sites for Dissemination of Statistics,” 
United Nations Statistical Commission and 
Economic Commission for Europe, 2001. 


 [6]  See, for example, Levi, Michael D., “Usabil-
ity Testing Web Sites at the Bureau of Labor 
Statistics,” National Institute of Standards and 
Technology Symposium, Transcript, 1997.


 [7]  While five is considered the minimum number 
of test subjects required to discover the major-


ity of usability problems, SOI determined that 
its users fell into two broad groups, experienced 
statistical data users and individuals with a 
general interest in the U.S. tax system, so that 
it was necessary to try to get representatives of 
both groups.  Nielsen, Jakob, “Why You Only 
Need To Test with 5 Users,” http://www.useit.
com/alertbox/20000319.html, 2000. 


 [8]  See Section 508 of the Rehabilitation Act (29 
U.S.C. 794d), as amended by the Workforce 
Investment Act of 1998 (P.L. 105-220), August 
7, 1998 (herein referred to as Section 508).
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A Comparison of Income Concepts:  IRS Statistics of 
Income, Census Current Population Survey, and BLS 


Consumer Expenditure Survey
Eric L. Henry and Charles D. Day, Internal Revenue Service


Several Federal Government agencies produce 
statistics on individual and household income. 
Because of the differing purposes to which their 


data will be put, agencies use different definitions for 
income (income concepts), as well as different reporting 
units, sample designs, collection modes, and process-
ing rules. Data users are faced with an array of choices, 
often without much help to sort out which data series 
best meets their needs or much guidance to reconcile 
results based on different sources of data. 


In order to help users, a number of papers have 
been written comparing the Census Bureau’s Current 
Population Survey (CPS) Money Income and Survey of 
Income and Program Participation concepts, the Bureau 
of Labor Statistics (BLS) Consumer Expenditure Survey 
(CE) concept, and the Bureau of Economic Analysis 
Personal Income concept [1-3]. This paper extends that 
body of work by first describing the Adjusted Gross 
Income (AGI) concept, which is used most frequently 
to define individual income by the Internal Revenue 
Service (IRS) Statistics of Income (SOI) Division. 
That description is followed by an explanation of the 
most important differences between the AGI concept 
and the definitions of income used in BLS’s Consumer 
Expenditure Survey and the Census Bureau’s Current 
Population Survey. Note that this is a discussion of 
income concepts only; no attempt is made in this paper 
to discuss other causes of differences between estimates 
of income.


The Census Bureau conducts the CPS for BLS. It 
states that the data are “the primary source of information 
on the labor force characteristics of the U.S. popula-
tion. CPS data are [intended for use] by Government 
policymakers and legislators as important indicators of 
our nation’s economic situation, and for planning and 
evaluating many Government programs. They are also 
used by the press, students, academics, and the general 
public. … Supplemental questions on … income … 
are often added to the questionnaire.” The CPS ques-


tionnaire is administered at the household level, with 
information being collected for each person living in the 
household over age 15 [4].


BLS conducts the CE. It is the “basic source of data 
for revising the items and weights in the market basket 
of consumer purchases to be priced for the Consumer 
Price Index.” It consists of two components, a quarterly 
interview survey and a weekly diary survey. The CE 
targets the entire noninstitutionalized population of the 
United States [5]. 


SOI Individual taxpayer data are an administrative 
data set. The data are collected from a sample of Forms 
1040  filed by individual taxpayers [6]. The target popula-
tion is all individuals required to file a tax return. 


The AGI concept is appropriate to administration of 
the tax laws and thus varies quite a bit from the CPS and 
CE concepts. In order to make a discussion of those dif-
ferences tractable and useful to readers, the authors have 
chosen to discuss those differences of greatest practical 
significance in comparing the data series, knowing that 
this will leave out many minor differences.


 The Adjusted Gross Income Concept


This section describes the AGI concept used by 
IRS’s SOI Division. This description includes highlights 
of changes to the concept over the last 16 years.  AGI is 
the difference between Total Income and Adjustments to 
Income. A deficit (negative AGI) occurs if Adjustments 
to Income exceed Total Income.


Total Income includes the following:


Wages, salaries, and tips include compensation for 
services, including wages, salaries, fees, commissions, 
tips, taxable fringe benefits, and similar items. AGI does 
not include money designated for a health flexible spend-
ing or health reimbursement arrangement. Similarly, 
elective contributions and employer matching amounts 
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for retirement plans, such as 401(k)’s, tax-sheltered 
annuities, and the Federal Thrift Savings Plan, are not 
included in salaries and wages for tax purposes. Also 
excluded from AGI are most forms of armed forces pay 
earned while in a combat zone or in a hospital recovering 
from illness or injury suffered in a combat zone. Note 
that there is a limited exclusion of qualified foreign-
earned income.


Taxable interest consists of interest from bonds, 
savings accounts and certificates of deposit, interest ac-
crued on unpaid amounts due to the taxpayer, and interest 
on privately held mortgages. Tax-exempt interest, from 
sources such as tax-free municipal bonds, IRA’s, and 
401(k) accounts, is excluded from AGI.


Dividends and capital gain distributions do not 
include the one-time exclusion of part or all of the gain 
from the sale of principal residence by an individual 55 
years of age or older. The words “one-time exclusion of” 
were deleted in Tax Years 1990 and 1991, brought back 
in 1992 to 1996, and then incorporated into the current 
wording, “Exclusion of part or all of the gain from the 
sale of principal residence up to $250,000 ($500,000 on 
joint returns),” in Tax Year 1997 to the present time.


Refunds of State and local income taxes claimed as 
itemized deductions in previous years were first included 
in Tax Year 1990.


Alimony and separate maintenance payments are 
part of AGI, but child support payments (as IRS defines 
them) are not.


Net income derived from a business, profession, 
or farm helps make up AGI. Note that the business must 
be a “for profit” enterprise. Generation of revenue from 
a hobby does not qualify an individual to claim all of his 
or her expenses associated with that hobby.


Net gain from the sale of capital assets or of busi-
ness property is included in AGI. 


Annuities, pensions, individual retirement arrange-
ment (IRA) distributions, and Tier II railroad retire-
ment, reduced by their cost basis, are part of AGI [7]. 


 Rents and royalties, along with net income from 
estates and trusts, help make up AGI.


Partnerships and subchapter S corporations are 
not taxable entities; therefore, income from these sources 
is distributed to the partners or owners and is included 
in individual AGI.


Unemployment compensation is part of AGI, al-
though compensation paid by a union is reduced by the 
amount of any dues paid.


Taxable amounts of Social Security contribute to 
AGI. Since the inception of Social Security, railroad em-
ployees have had a separate, similar retirement system. 
Taxable Tier 1 railroad retirement payments were 
added in Tax Year 1990.


Taxable distributions from a Coverdell education 
savings account were added to AGI in Tax Year 2000.


Among the items of income included in AGI under 
“Other Income” are prizes, awards, and gambling 
winnings, jury duty fees (started in Tax Year 2000), 
amounts received that were claimed as a deduction 
or credit in a prior year, bartering income, Alaska 
permanent fund dividends (started in Tax Year 2000), 
and qualified State tuition program earnings (started 
in Tax Year 2000).


Statutory adjustments (lines 23 through 32, Form 
1040 for Tax Year 2003) are amounts that are subtracted 
from Total Income to arrive at AGI (line 34, Form 1040 
for Tax Year 2003). These include the following: 


Reimbursed employee business expenses that 
were included in reported income (deleted for Tax 
Year 1990) are used to reduce Total Income.


With some limitations, elementary and secondary 
educators could deduct up to $250 in Educator expenses 
(starting in Tax Year 2002) from Total Income for items 
purchased out-of-pocket for classroom use.


Contributions to self-employed retirement plans 
(Keogh or simplified employee pension) and certain 
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contributions to IRA’s can be deducted when comput-
ing AGI.


Up to $2,500 in Student loan interest (started in Tax 
Year 1998), paid on loans used for tuition, transporta-
tion, room and board, books, supplies, and equipment, 
can be used to reduce AGI by taxpayers with modified 
AGI under limits based on filing status.


Up to $4,000 in Tuition and fees (started in Tax Year 
2002) may be deducted in calculating AGI. 


Archer medical savings accounts (started in Tax Year 
1997, “Archer” added in TY 2002) are used by employees 
of small businesses and self-employed persons covered by 
a high-deductible health plan to save money for paying 
medical expenses. Contributions to such a plan can be 
used to reduce AGI.


Moving expenses (started in Tax Year 1994) as-
sociated with a move that is closely related to work 
and covers enough distance may be deducted in cal-
culating AGI.


One-half of self-employment tax (started in Tax 
Year 1990) can be used to reduce AGI.


Self-employed health insurance expenses may be 
deducted in computing AGI.


Forfeited interest and penalties incurred by per-
sons who made premature withdrawals of funds from 
time savings accounts can be used to reduce income in 
computing AGI.


Alimony payments are deductible for AGI compu-
tation purposes. Note that alimony received is considered 
income.


Forestation or reforestation expenses of up to 
$10,000 can be used by owners of qualified timber 
property to reduce AGI.


The foreign housing exclusion is available to reduce 
AGI for those living abroad whose housing expenses are 
paid out of amounts provided by their employers.


Repayments of supplemental unemployment 
compensation from an employer-paid-for fund may be 
deducted when calculating AGI.


Certain expenses of qualified performing artists, in 
particular those working for more than one employer and 
with AGI less than $16,000 before expenses are deducted, 
may reduce their AGI by the amount of those expenses, 
provided they are more than 10 percent of AGI.


Amount of jury duty pay reported on line 21, 
Form 1040, that was repaid to employers (started in 
Tax Year 1991).


The Deduction for clean-fuel vehicles (started 
in Tax Year 1999) allows the taxpayer to deduct up to 
$2,000 of the cost of a designated clean-fuel vehicle 
from AGI.


Employee business expenses of fee-basis State or 
local government officials (started in Tax Year 1999).


SOI uses AGI as its most common measure of 
income as can be seen in its publications. Many of the 
components broken out by SOI are then further analyzed 
by also breaking them out by various sizes of AGI. This 
is done to compare tax returns to different AGI classes 
so that economists can easily see counts and money 
amounts and break out components of the tax return.


 Comparison of Adjusted Gross Income 
 and the Consumer Expenditure Survey 
 Income Concept


A description of the Consumer Expenditure Survey 
reads, “Income is the combined income of all consumer 
unit members (14 years of age or over) during the 12 
months preceding the interview.”  The income concept 
includes the following: 


Wages and salaries include total money earnings 
for all consumer unit members (14 years of age and 
over) from all jobs, including civilian wages and sala-
ries; armed forces pay and allowances; piece-rate pay-
ments; commissions; tips; National Guard or Reserve 
pay (received for training periods); and cash bonuses 
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before deductions for taxes, pensions, and union dues. 
This corresponds to Wages, Salaries, and Tips on  Form 
1040. Portions of income that are nontaxable are the 
main source of differences between the CE and AGI 
concepts. AGI does not include money designated for 
a health flexible spending or health reimbursement ar-
rangement. Also excluded from AGI are most forms of 
armed forces pay earned while in a combat zone or in a 
hospital recovering from illness or injury suffered in a 
combat zone. Note that identifiable amounts as classified 
under the definition of Salaries and Wages, which may 
have been reported by taxpayers as “other income,” are 
treated as salaries and wages for the statistics where 
possible. 


Self-employment income includes net business and 
farm income, which consists of net income (gross re-
ceipts minus operating expenses) from a profession or 
unincorporated business or from the operation of a farm 
by an owner, tenant, or sharecropper. If the business 
or farm is a partnership, only an appropriate share of 
net income is recorded. Losses are also recorded. This 
corresponds with net income derived from a business, 
profession, or farm on the 1040. Rental income taken as 
crop shares is counted as rental income (line17) in AGI, 
not farm income (line 18). 


Social Security, private, and Government re-
tirement includes the following: (1) payments by the 
Federal Government made under retirement, survivors’, 
and disability insurance programs to retired persons, 
dependents of deceased insured workers, or disabled 
workers and (2) private pensions or retirement benefits 
received by retired persons (or their survivors), either 
directly or through an insurance company. AGI includes 
only the taxable portion of Social Security benefits in 
its AGI computation. At least 15 percent of benefits are 
not taxable; if income is under $34,000 ($44,000 for a 
married couple filing jointly) and the taxpayer is not 
married filing separately and living with a spouse, at 
least 50 percent is not taxable. The CE concept includes 
income from “companies or unions, Federal Government 
(Civil Service), military, State or local governments, 
railroad retirement, annuities or paid-up insurance poli-
cies, individual retirement accounts (IRA’s), Keogh, or 
401(k) payments.” Note that Tier I railroad retirement 


is treated like Social Security for tax purposes. Also, 
if an employee paid part of the cost of a pension, then 
payments that represent the return of his or her cost are 
not included in income.


Interest, dividends, rental income, and other 
property income include interest income on savings 
or bonds; payments made by a corporation to its stock-
holders; periodic receipts from estates or trust funds; net 
income or loss from the rental of property, real estate, or 
farms; and net income or loss from roomers or board-
ers. AGI does not include interest on certain State and 
municipal bonds, as well as any tax-exempt interest 
dividends from a mutual fund or other regulated invest-
ment company. Dividends do not include nontaxable 
distributions of stock or stock rights, returns of capital, 
capital gains, or liquidation distributions. Taxpayers who 
paid penalties for the premature withdrawal of funds 
from time savings accounts or deposits could deduct 
those penalties as an adjustment to total income. Rental 
income taken as crop shares is counted as rental income 
in AGI, not farm income.


Unemployment and workers’ compensation and 
veterans’ benefits include income from unemployment 
compensation and workers’ compensation and veterans’ 
payments, including educational benefits but exclud-
ing military retirement, which is already included in 
Government retirement. A minor difference may arise 
from IRS’s reducing unemployment paid based on 
regular union dues by the amount of dues paid. Because 
workers’ compensation benefits paid “under a workers’ 
compensation act or a statute in the nature of a workers’ 
compensation act” are not taxable, they are not included 
in the AGI concept. Veterans’ benefit payments are not 
included in AGI, since they are not taxable. AGI excludes 
payments from workers’ compensation or from military 
or other uniformed services if the payee became entitled 
to the benefits or was a member before September 25, 
1975, or if the payment is due to a combat-related injury. 
Also, if the payment is from a private disability insurance 
policy for which the taxpayer paid him- or herself, then 
the payment is exempt from taxation. Further, railroad 
retirement disability is treated like Social Security dis-
ability for tax purposes.
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Public assistance, supplemental security income, 
and food stamps include public assistance or welfare, 
including money received from job training grants; 
supplemental security income paid by Federal, State, 
and local welfare agencies to low-income persons who 
are age 65 or over, blind, or disabled; and the value of 
food stamps obtained. Public assistance, supplemental 
security income, and food stamps are not included in the 
AGI concept because they are not taxable. 


Regular contributions for support include alimony 
and child support, as well as any regular contributions 
from persons outside the consumer unit. Child support, 
as defined by IRS, is not included in AGI. Regular 
payments that individuals receive from nonhousehold 
members are usually not taxable, and thus not included 
in AGI, although they may be treated as gifts and be 
taxable to the giver. 


Other income includes money income from care 
of foster children, cash scholarships, fellowships, or 
stipends not based on working and meals and rent as pay. 
AGI does not include assistance from friends or relatives. 
Scholarships and grants that do not represent payment 
for services, like teaching or research, and which are 
used for qualified educational expenses, like tuition and 
books (but not room and board), are not included as they 
are not taxable. Assistance received from employers can 
be excluded up to $5,250.


 Additional Notes


Capital gains are not included as income in the CE 
but are included in AGI. State Tax Refunds are not in-
cluded in the CE but are included in AGI if the taxes were 
deducted in the immediate prior year. Also, all lump sum 
payments like prizes, awards, and gambling winnings are 
not included in the CE but are included in AGI.


BLS uses income from the CE survey obtained 
from the interview process as its main component too. 
These data are then further analyzed by showing income 
and expenditures by quintiles of income before taxes. 
This is done to compare both income and expenditure 
components by varying income classes to more easily 
see trends in the data. 


 Comparison of Adjusted Gross Income  
 and the Current Population Survey 
 Income Concept


“Earnings” is a three-part concept in the CPS. 
The first part includes “wages, salary, armed forces 
pay, commissions, tips, piece-rate payments, and cash 
bonuses earned, before deductions are made for items 
such as taxes, bonds, pensions, and union dues.” This 
corresponds most closely to Wages, Salaries, and Tips 
on Form 1040. Portions of income that are nontaxable 
are the main source of differences between the CPS con-
cept and AGI. AGI does not include money designated 
for a health flexible spending or health reimbursement 
arrangement. Similarly, elective contributions and em-
ployer-matching amounts for retirement plans, such as 
401(k)’s, tax-sheltered annuities, and the Federal Thrift 
Savings Plan, are not included in salaries and wages for 
tax purposes. Also excluded from income for purposes 
of computing AGI are most forms of armed forces pay 
earned while in a combat zone or in a hospital recovering 
from illness or injury suffered in a combat zone.


Net income from farm or nonfarm self-employ-
ment makes up the other two categories of earnings on 
the CPS. The CPS concepts are quite close to the AGI 
concepts; in fact, the CPS accepts replies for these two 
categories based on the respondent’s tax return. In cases 
where the respondent does not consult his or her tax 
return or other official records, differences may arise 
from change in inventories not being accounted for 
by the CPS. Also, rental income taken as crop shares 
is counted as rental income for AGI computation, not 
farm income.


Unemployment compensation from private or 
Government sources, as well as strike benefits, are in-
cluded in both concepts. A small difference may arise 
from IRS’s reducing unemployment paid based on regu-
lar union dues by the amount of dues paid.


Workers’ compensation, defined as “payments 
people receive periodically from public or private in-
surance companies for injuries received at work,” is 
included in the CPS money income concept. Because 
workers’ compensation benefits paid “under a workers’ 
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compensation act or a statute in the nature of a workers’ 
compensation act” are not taxable, they are not included 
in the AGI concept.


Social Security pensions are a part of the CPS con-
cept, as well as Social Security survivors’ and disability 
insurance payments. IRS includes only the taxable portion 
of Social Security benefits in its AGI computation. At least 
15 percent of benefits are not taxable; if income is under 
$34,000 ($44,000 for a married couple filing jointly) and 
the taxpayer is not married filing separately and living 
with a spouse, at least 50 percent is not taxable.


Supplemental Security Income is included in the 
CPS concept but not in AGI because it is not taxable.


Public assistance or welfare payments are in-
cluded in the CPS concept but, again, not in AGI because 
they are not taxable.


Veterans’ payments, under the CPS concept, consist 
of payments “disabled members of the armed forces 
or survivors of deceased veterans receive periodically 
from the Department of Veterans Affairs for education 
and on-the-job training, and means-tested assistance to 
veterans.” These payments are not part of AGI since 
they are not taxable.


Survivor benefits include benefits from “private 
companies or unions, the Federal Government (Civil 
Service), the military, State or local governments, rail-
road retirement, workers’ compensation, Black Lung 
payments, estates and trusts, annuities or paid-up insur-
ance policies, and survivor payments.” Except for work-
ers’ compensation, most survivor benefits are included in 
AGI. There is an exclusion amount, similar to the Social 
Security exclusion amount, for railroad retirement sur-
vivor benefits. There is also an exclusion amount based 
on the cost of a private annuity. Also, survivor payments 
made to families of military personnel who died after 
September 10, 2001, and payments made to survivors 
of victims of the 9/11 attacks are nontaxable.


Non-Social Security disability benefits such as 
disability income from “workers’ compensation, com-
panies or unions, Federal Government (Civil Service), 
military, State or local governments, railroad retirement, 


accident or disability insurance, Black Lung payments, 
State temporary sickness, or other disability payments,” 
are included the CPS income concept. AGI excludes 
payments from workers’ compensation or from military 
or other uniformed services if the payee became entitled 
to the benefits or was a member before September 25, 
1975, or if the payment is due to a combat-related injury. 
Also, if the payment is from a private disability insurance 
policy for which the taxpayer paid him- or herself, then 
the payment is exempt from taxation. Further, railroad 
retirement disability is treated like Social Security dis-
ability for tax purposes.


Pension or retirement income is generally included 
in both concepts. The CPS concept includes income 
from “companies or unions, Federal Government (Civil 
Service), military, State or local governments, railroad 
retirement, annuities or paid-up insurance policies, in-
dividual retirement accounts (IRA’s), Keogh, or 401(k) 
payments.” Note that part of railroad retirement is 
treated like Social Security for tax purposes. Also, if an 
employee paid part of the cost of a pension, then pay-
ments that represent the return of his or her cost are not 
included in income.


Interest income under the CPS concept is made up 
of all interest income, including interest from “bonds, 
Treasury notes, IRA’s, certificates of deposit, and inter-
est-bearing savings and checking accounts.” Some of this 
income is included in AGI. Other nontaxable interest, 
from sources such as tax-free municipal bonds, IRA’s, 
and 401(k) accounts, is excluded from AGI.


Dividends received from stock and mutual fund 
shares are part of the CPS concept. AGI includes these 
amounts as well, although distributions of stock or op-
tions to buy stock (stock dividends or stock options) are 
usually not taxable, so long as the distribution is made 
in common stock and in the same way to all common 
stockholders.


Rents and royalties, net of expenses, and periodic 
payments from estates or trusts are included in both 
income concepts.


Educational assistance includes Pell grants, other 
Government assistance, and financial assistance received 
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from employers, friends, or relatives not residing in the 
student’s household are included in the CPS concept. 
AGI does not include assistance from friends or relatives. 
Scholarships and grants that do not represent payment 
for services, like teaching or research, and which are 
used for qualified educational expenses, like tuition and 
books (but not room and board), are not included as they 
are not taxable. Assistance received from employers can 
be excluded up to $5,250.


Alimony is included in both income concepts.  Alimony 
paid is used to reduce the income of the payer in AGI.


Child support makes up part of CPS income but, 
as defined by IRS, is not included in AGI.


Financial assistance from outside the household 
that consists of regular payments that individuals receive 
from nonhousehold members is usually not taxable, and 
thus not included in AGI, although it may be treated as 
a gift and be taxable to the giver. This category in the 
CPS does not include sporadic help or irregular gifts, 
such as a birthday or holiday present, or educational 
assistance listed above.


Other income includes all other payments people 
receive regularly, including foster care payments, mili-
tary family allotments, and income received from foreign 
pensions in the CPS concept. AGI includes many types of 
other income. For example, income from an activity the 
taxpayer might consider a “business” and might report 
a net loss for the CPS is included in AGI if the taxpayer 
did not expect to make a profit. For example, if someone 
owns two horses and gives a few riding lessons, he or she 
cannot then treat the upkeep of the horses as a business 
expense. Rather, the horses would be considered to be 
kept for personal use, and the income from the lessons 
would be reported as other income. Alaska permanent 
fund dividends are reported as other income. This item 
in AGI also includes some, although not all, foster care 
payments. Interestingly, the value of found property of 
which the taxpayer comes into undisputed possession 
is considered other income. Prizes, gambling winnings, 


illegal income, the value of property the taxpayer stole, 
and rewards all count as other income in AGI.


Capital gains are not included as part of income 
in the CPS money income concept (although there are 
several “alternative” concepts for income in CPS that 
attempt to capture capital gains and other forms of in-
come). AGI includes capital gains except for exclusions 
enumerated in the AGI definition section of this paper.


State tax refunds that were part of an itemized 
deduction for State income taxes in the prior year are 
included in AGI. CPS does not include these amounts.


 Comparison of Income Data


Figures A and B present income as measured by the 
three concepts, along with the capital gains component 
of AGI.  Figure A shows the trend in average income 
across the agencies. For AGI, this is average income per 
tax return, and capital gains have been averaged across 
all tax returns and not just those with capital gains. BLS 
average income is measured by consumer unit, while 
Census average income is per household.


Figure B shows the trend in total income across the 
agencies. Note that, while the definitions on income 
according to BLS have not changed, the method of col-
lecting income data changed in 2001 with the introduc-
tion of brackets. If a respondent reported the receipt of 
an income component, but refused to answer or did not 
know the amount, he or she was presented with brackets 
to select the range that the amount fell into. Prior to the 
introduction of brackets, these responses were left as 
invalid blanks.  This accounts for the increase in slope 
for CE average and total income in 2001 [5].


Also worth noting is the acceleration in the rate of 
increase in AGI starting in the middle 1990’s, and the 
downturn in AGI in 2001.  The shape of the trend line 
for capital gains included in these figures suggests that 
this behavior may be largely explained by the rapid rise 
in the value of equities over the last half of the 1990’s 
and the subsequent correction in those values in the early 
part of the current decade.
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Figure A.--Average Income Across Agencies
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Figure B.--Total Income Across Agencies
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[4]  Material describing the Current Population Survey 
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tion of terms, can be found at www.bls.census.
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[5]  Material describing the Consumer Expenditure 
Survey income concept, along with the data and 
explanation of terms, can be found at www.bls.
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The tax return information system is designed 
to facilitate administration of the Federal tax laws.  
Under this system, taxpayers report their financial 
activities, calculate their tax liabilities, and 
forward a remittance or apply for a refund from 
the IRS.  Although this means of compiling 
information differs from that of survey-based 
statistical organizations, the Statistics of Income 
(SOI) function has a similar mission -- to collect 
and process data so that they become meaningful 
information and to disseminate this information to 
its customers and users [1].  
 


Tax returns are filed and administratively 
processed at IRS regional sites, and selected 
information from all returns is compiled in a 
computerized master file system. Statistics 
comprising the SOI studies are generally based on 
stratified probability samples of tax or information 
returns.  As returns are processed into the Master 
File System, they are sampled based on such 
criteria as gross income, assets, profits, industry, 
or presence of supplemental forms and schedules.  
The sampled returns are then earmarked for 
additional data abstraction and editing. 


 
While SOI projects are loosely referred to as 


"administrative records studies," they are clearly 
more than that -- they are, in fact, hybrids of 
information from administrative and statistical 
processing. This paper reports on some 
experiences of using administrative data for 
analytical and statistical purposes.  


 
In the first section of the paper, a history and 


operational overview of the SOI function are 
outlined.  The second section highlights 
differences between IRS Master File compliance 
data and the statistical information in SOI studies.  
The third section examines several case studies in 
which true administrative data, without benefit of 


supplemental statistical processing, were the 
primary source of information for research 
purposes. In the last section, some conclusions 
about the usefulness of administrative data are 
presented.  


 
Overview of IRS Tax Statistics Operations  


This section briefly describes the history, 
customers, and operations of the SOI statistical 
system. 


 
Origins of the SOI Function -- The modern U.S. 
income tax was enacted in 1913 with the passage 
of the sixteenth amendment to the U.S. 
Constitution. Subsequently, the Revenue Act of 
1916 required the annual publication of statistics, 
establishing a role for the SOI function. Despite 
many revisions to the tax law, the original 
requirement of that Act continues today. 
Specifically, the current Internal Revenue Code 
states that "The Secretary (of the Treasury) shall 
prepare and publish not less than annually 
statistics reasonably available with respect to the 
operations of the internal revenue laws."  
 


The SOI Division conducts statistical studies 
on the operations of the tax laws with respect to 
individuals, corporations, partnerships, sole 
proprietorships, estates, nonprofit organizations, 
and trusts, as well as specialized studies covering 
both inbound and outbound international activities.  
 


The annual budget of the SOI program is 
currently about $40 million. While this amount 
represents a very small portion of the total IRS 
resources, SOI is a leading Federal statistical 
organization. SOI's budget covers designing the 
various projects; overseeing and participating in 
the statistical processing necessary to accomplish 
them; and tabulating, documenting, publishing, or 
otherwise disseminating results.  


 
Customers of SOI Data -- The mandate for the 
SOI program is a responsibility required of the 
Secretary of the Treasury, and SOI's primary 







customer is the Treasury Department's Office of 
Tax Analysis (OTA). Another primary customer is 
OTA's legislative counterpart, the Congressional 
Joint Committee on Taxation (JCT). OTA and JCT 
use the microdata files produced by SOI as their 
primary source of information for analysis. In both 
agencies, microsimulation modeling is employed 
using SOI data as the primary database for tax 
policy analysis and revenue projections. The SOI 
data are also sometimes matched with other data to 
build comprehensive data bases that can be used in 
estimating the overall impact of tax law changes 
and their effects on tax collections.  
 


Although the bulk of SOI's resources are 
focused on the statistical needs of OTA and JCT, 
SOI has many more customers. The Department of 
Commerce's Bureau of Economic Analysis (BEA) 
is a significant user of SOI data for estimating 
components in the National Income and Product 
Accounts related to individuals, corporations, 
partnerships, and sole proprietorships. The Census 
Bureau, also in the Department of Commerce, is 
another significant data user; however, its needs 
(unlike those of OTA, JCT, and BEA) are 
primarily met using IRS Master File "population" 
data, rather than data from the lower-volume, but 
content-rich, SOI samples.  Other parts of the IRS 
are customers for SOI data and use it in a wide 
variety of analyses.  Finally, the general public 
(including academics, "think tanks," accounting 
firms, and interested citizens) is another important 
customer of SOI. 
 
SOI Products and Services -- Statistics of 
Income information is made publicly available 
through both printed publications and electronic 
media. The Statistics of Income (SOI) Bulletin is 
published quarterly, with each issue containing 
four to eight articles and data releases of recently 
completed studies, as well as historical tables 
covering a variety of subject matter, from Treasury 
Department tax collections to taxpayer assistance 
and tax return projections [2]. SOI also produces 
separate annual "complete reports" on individual 
and corporation income tax returns, which contain 
more comprehensive data than those published in 
the Bulletin [3,4].  The Corporation Source Book  
is also published annually, presenting detailed 
income statement, balance sheet, and tax data by 
industry and asset size [5]. 


 
Periodically, special compendiums of research 


and analysis, covering topics such as nonprofit 
organizations, estate taxation and personal wealth, 
international business activities, and partnerships, 
are produced.  Research articles documenting 
technological and methodological changes in SOI 
programs and other related statistical uses of 
administrative records are also published in a 
series of reports [6]. 


 
The IRS World Wide Web site provides users 


an easy option for accessing SOI data [7]. At 
present, 65,000 files are downloaded monthly 
from the Tax_Stats portion of this site. While SOI 
manages Tax_Stats in order to make tax-related 
data on individuals, corporations, and other 
entities available to the public, we are also the 
conduit for releasing other IRS information, 
including the Internal Revenue Service Data Book  
(containing tax collections and other tax 
administration data), tax return projections, and 
microdata records of exempt organizations [8].  
 
Statistical Operations -- This section highlights 
statistical operations and procedures utilized in the 
development and implementation of many of the 
SOI statistical studies. 
 
§ Sample Design and Selection -- U.S. tax 


returns are filed and administratively 
processed at one of ten IRS regional sites, 
called "submission processing centers." Once 
processed, IRS compiles selected information 
from most return forms into a computerized 
Master File System, which is the informational 
backbone of the agency. Most SOI operations 
begin by sampling returns from the Master 
File System; the Master File offers a sampling 
frame that enables use of sophisticated and 
efficient sample designs.  


 
Statistics compiled for the SOI studies are 
generally based on stratified probability 
samples of tax or information returns. As 
returns are processed into the Master File 
System, they are assigned to sampling classes 
(strata), based on criteria such as size of 
income or assets (or other measures of 
economic importance), industrial activity, 







accounting period, or the presence of certain 
supplemental forms or schedules.  


 
Each taxpayer, whether an individual or a 
business, has a unique number, the Social 
Security Number (SSN) for individuals or the 
Employer Identification Number (EIN) for 
businesses. These unique Taxpayer 
Identification Numbers (TIN's) are used as the 
seed for a pseudo-random number (using an 
algorithm, this is a transform of the TIN), 
which, along with the sampling strata, 
determines whether a given return is to be 
selected for the SOI sample [9]. The 
probability of a return being designated for the 
SOI sample depends on the sampling rate 
prescribed for its sample class or stratum and 
may range from a fraction of 1 percent to 100 
percent.  


 
§ Data Capture Techniques -- After sampling, 


the relatively few data items pulled 
electronically from the Master File System are 
substantially augmented with additional items 
key-entered from hardcopies of taxpayers' 
returns. Statistical abstracting can take as little 
as a few minutes for a simple return, to as long 
as several days for a large corporate return.  


 
SOI has built a network of midrange enterprise 
servers in selected IRS submission processing 
centers that are dedicated to SOI statistical 
processing. The processing system uses online 
transaction processing, so that all data capture 
operations are completed in a single pass. One 
editor is responsible for ensuring the validity 
of all data processing for a given return.  
 
Due to substantial penalties for misreporting, 
the income and expenditure data reported on 
tax returns have proven to be more reliable 
than comparable survey data. Even so, SOI 
employees go to great lengths to protect 
against nonsampling errors, such as those due 
to taxpayer reporting variations or 
inconsistencies, or data processing errors. In 
order that final statistics are consistent and 
reliable, SOI economists develop extensive 
online tests, and error resolution procedures 
that are applied to each sampled return. The 
tests and correction procedures are based on 


the structure of the tax laws and forms, 
generally accepted accounting principles, and 
the improbability of various data 
combinations. 
  
Editors in submission processing centers and 
SOI economists "statistically edit" data items 
in order to make each sampled return 
internally consistent. Missing data problems 
arise, albeit infrequently (under 1 percent of 
the time). Missing items can be obtained 
through direct contact with taxpayers, or be 
estimated through imputations based on other 
return data, prior-year data for the same 
taxpayer, or same-year data from a 
"statistically similar" return.  


 
§ Weighting and Estimation -- As noted 


above, the probability with which a return is 
selected for inclusion in an SOI sample 
depends on the sampling rate prescribed for 
the stratum in which it is classified. Weights 
are computed by dividing the population count 
of returns filed for a given stratum by the 
count of sample returns for that same stratum. 
"Weights" are used to adjust for the various 
sampling rates used--the lower the rate, the 
larger the weight.  


 
The data on each return in a stratum are 
multiplied by the weight assigned for the 
given stratum. To produce the tabulated 
estimates, as shown in the SOI Bulletin and 
other publications, weighted data are summed 
to produce statistical totals.  
 
Of over 200 million tax returns processed each 
year for administrative purposes, only about 
half a million are sampled for the various SOI 
programs. However, since sampling rates 
generally increase with increases in the size of 
financial amounts (such as income or assets), 
the returns in the samples are, on average, 
disproportionately larger and more complex 
than those in the master files, which include 
the population of returns. Thus, in comparison 
to IRS administrative processing, which 
captures 100 percent of the tax returns but 
with limited item content, SOI programs 
collectively represent a smaller volume, but 







with a proportionately higher fraction of 
complex returns and with greater item content.  
 


Administrative Data for Statistical Purposes 
Most of what is familiar to users of SOI data 


are the data products from traditional SOI sample 
studies. However, there is another side to SOI, that 
of a user and developer of data from the IRS 
Master File System. 


 
As noted above, SOI has, for many years, 


selected samples from the Master File System, but 
use of these data as program content is less 
frequent. In this section, important examples of the 
use of administrative tax data from the U.S. and 
other systems are described, and commentary is 
offered on its current value and potential for 
additional analytical purposes.  In IRS terms, such 
data files are referred to as the Individual or 
Business Returns Transactions Files (i.e., IRTF 
and BRTF), key inputs to the Master File System. 


 
SOI’s traditional data editing processes are 


labor-intensive.  Few SOI studies have been 
accomplished without substantial manual data 
editing and abstraction.  However, there is a  
reluctance to change this, since the final weighted 
estimates and overall quality of data are so heavily 
dependent on the accuracy of the data editing 
process.   
 


In general, the need for manual abstraction 
and editing is dependent upon two issues: 
 
• Is the statistical item content (e.g., the 


financial data) included in the population files 
adequate for analytical and revenue estimation 
purposes? 
 


• Does the level of data complexity adversely 
impact an acceptable level of data quality for 
the return type or population being studied? 


 
Concerning item content, the issue is fairly 


straightforward.  If program-critical data were 
available on the return form or attached schedules 
or worksheets, but not abstracted into the Master 
File System, the only alternative would be to 
obtain copies of these schedules and abstract these 
data.  
 


On the issue of complexity, the situation is 
less clear.  In the U.S., many relatively low-
income individual income returns are quite simple, 
with only a limited number of income types and 
other taxpayer-reported characteristics.  For such 
cases, an automated or high-level system of 
reviewing outliers and imposing error corrections 
to the sampled file cases would in all likelihood 
yield reasonable results. 
 


But as complexity increases, this may not be 
an acceptable means of data editing.  For example, 
large U.S. corporation returns, often with 
multinational operations, are extremely complex, 
and SOI staff spend hundreds of hours reviewing 
and correcting these data, even after the initial 
abstraction and editing have taken place.  These 
often come about as “referrals” to professional 
staff for closer scrutiny.  In extreme cases, where 
the return complexity is so high or the data 
reported are incomplete, SOI staff correspond with 
the taxpayer, which is time-consuming and often a 
source of delay in project completion.  But our 
view has been that, in such cases, it is essential. 
 


Many statistical agencies in the U.S. and 
elsewhere have begun to develop automated data 
edit systems, building an “artificial intelligence” 
knowledge base for data editing. Most applications 
have started with fairly simple item content where 
the editing relationships could be specified to 
handle the majority of cases.  However, before 
such routines can become the norm for studies 
with more complex data content, such as most 
business tax returns, extensive additional study of 
data relationships and taxpayer reporting 
tendencies is needed. 


 
Administrative Data in Statistical Studies 


This section provides brief descriptions of 
experiences of using true “administrative data” for 
statistical or analytical purposes. 


  
Administrative Data in SOI Programs  -- For 
many years, SOI has, in addition to sampling, 
brought in program content data from the 
Individual and Business Returns Transactions 
Files.  Currently, such data are essential parts of 
record content for SOI sampled returns in the 
Individual, Corporation, and Partnership 
programs. 







 
This process was initiated many years ago from 


the perspective that it would save resources from 
re-keying these data, but it has not been without its 
problems. Data editing for the Master File System 
not only differs from SOI statistical processing, 
but SOI has had very little control in these 
processes. 


 
Still, with many years of experience in using 


these data as part of SOI program content, subject-
matter analysts have devised ways of making these 
data useful and of high quality so that the 
processing efficiencies envisioned years ago have 
generally been realized. 
 
Sub-national Economic Estimates -- The SOI 
samples are not reliable below the national level, 
which is a conscious decision based on priorities 
and budgets, since sample sizes would have to be 
substantially inflated.  Thus, sub-national 
estimates require data from the master file system 
since they account for the entire population of 
returns.  Presently, State-level estimates are 
produced for Individuals, Proprietorships, and 
Partnerships, and ZIP Code data are also produced 
for Individuals.  In general, these programs have 
been largely successful. 
 


The data on individual income and taxes by 
State, which are derived from the IRTF data, are 
published annually in the Spring SOI Bulletin and 
also made available on the SOI Internet site. 
 
Migration Data -- In a joint venture with the 
Census Bureau, IRS Individual Master File data 
have been appended with geographic codes for use 
in Census State and county statistics programs.  
These data have been tabulated by State and 
county, and net migration has been calculated.  
These data are made available to the public from 
SOI’s Statistical Information Services (SIS) office. 
 
SOI Fiduciary Study -- Recently, a study of 
Fiduciaries was completed solely from the 
population data on the filing of Forms 1041, 
Fiduciary Returns, in the IRS Business Returns 
Transactions File.  This study included the 
population of returns and developed edit rules to 
ensure reasonableness and consistency of data at 


the "micro" level. This study has since been 
published in the SOI Bulletin [10]. 
 


Two other case studies in which IRS Master 
File System data were the primary data source 
include the following:  
 
IRS Compliance Data Warehouse -- Over the 
past six years, the IRS has been developing a 
centralized compliance data warehouse (CDW) 
from the Master File System for use in tax 
compliance studies.  The CDW is a large relational 
database consisting of population files from the 
IRTF and BRTF.  The system has been a mixed 
success, but current plans are under way to 
improve it by adding more data sets and increasing 
availability.  
 
Census Bureau Demographic and Economic 
Programs  -- By law, the Census Bureau has been 
provided with annual extracts of individual 
population data from the Master File Systems.  
Although item content and uses are restricted, 
these data have been used effectively in periodic 
censuses and other statistical programs. 
 


Finally, two other case studies, both in the 
early developmental stages, are mentioned because 
of their far-reaching goals of attempting to build a 
comprehensive statistical database exclusively 
from Master File System data.  
 
Statistical Data Bank -- From the perspective that 
"To get what you want, you may have to do it 
yourself," SOI has taken the initial steps to acquire 
both the data sets and operational systems to build 
a data repository exclusively for analytical and 
statistical purposes.  Like the CDW, the primary 
inputs would include data from the IRS Master 
File System.  However, since it is being designed 
exclusively for statistical purposes, improved user 
accessibility and compatibility with statistical 
software, including the longitudinal data required 
for panel studies, are essential ingredients. 
 
South African Tax Statistics – Current and 
former SOI staff have had an advisory role with 
officials in the South African Department of 
Finance and the South African Revenue Service to 
develop the capability to do microsimulation 
modeling of their individual and business tax 







systems.  Since resources are extremely limited, 
work is under way to ascertain if the population 
files of all individual and business tax returns 
could be developed as the exclusive source for 
statistical analysis and forecasting [11].  
 
Summary and Conclusions  


In conclusion, one might ask what do these 
administrative data studies have in common and 
what are the factors attributing to their success?  
Here are some such factors common to many of 
these studies: 


 
§ Data were needed without adequate resources 


for transcription and editing. 
 
§ Data were needed with a very short time 


horizon. 
 
§ Data were needed for the entire population (or 


something close) because sub-national 
estimates were a primary focus. 


 
§ Longitudinal analysis of individual case 


behavior was a primary focus, and sample data 
often did not have a high degree of year to 
year overlap of the same cases. 


 
§ The administrative data were perceived as a 


rich and largely untapped resource that could 
yield substantial benefits if properly developed 
and used. 
 
Despite SOI’s long and successful history of 


sampling and editing data from the tax compliance 
“pipeline,” there have thus been many instances, 
both within the IRS and elsewhere, where 
administrative data have been successfully used 
for statistical purposes. This paper has cited a few 
such examples with the hope that lessons can be 
learned from these successes so that more and 
better uses can be developed in the future. 
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Monitoring Statistics of Income (SOI) Samples
Joseph Koshansky, Internal Revenue Service


F or most of its 90-year history, the main func-
tion of the Statistics of Income (SOI) Division 
has been the collection of information for the 


Department of Treasury and Congress [1]. One of the 
beneficial practices of a Federal statistical agency, ac-
cording to the Committee on National Statistics, is its 
continual development of more useful and timely data, 
including operational statistics, the latter objective even 
noted in Internal Revenue Code 6108(a) [2]. SOI has 
sought ways to improve the quality and timeliness of 
its tax return information while fulfilling the requests 
of its primary customers. Over time, it incrementally 
improved not only the statistical abstraction of infor-
mation from Federal tax returns, but also the statistical 
operations associated with producing such information. 
Moreover, among its various processing tasks, SOI 
identified the monitoring of its samples of returns from 
the point of selection to the point of delivery back to 
the warehouse storage facilities as an essential part of 
its strategy in achieving its mission.


Because SOI functions within a larger bureaucracy, 
one of its recurring challenges is coordination among 
the different staffs laboring at tasks at different phases 
of the SOI workflow process [3]. For example, in May 
2006, the Internal Revenue Service (IRS) awarded a 
contract to a private company to manage the files func-
tion at the IRS submission processing centers [4]. This 
company will store and maintain all the paper docu-
ments taxpayers file at each center for an established 
period after the completion of IRS “pipeline” process-
ing. It will ship the documents to one of the Federal 
Records Centers at the end of this period, and fulfill 
requests from IRS offices that need to examine tax and 
information returns for either administrative or statisti-
cal purposes [5]. SOI is one of the major “downstream” 
requesters of these stored documents since it produces 
its mandated annual income, financial, and tax infor-
mation from weekly samples of Federal tax and infor-
mation returns, which the IRS usually processes during 
the previous week [6].


A concern this particular competitive sourcing ini-
tiative raises is whether SOI will control within 2 weeks 


of selection all of the documents in its weekly samples, 
and not lose some of the returns to other IRS functions 
requesting by chance the same return [7]. On the other 
hand, the company may introduce new inventory meth-
ods or delivery techniques with benefits to SOI, such 
as interchanges of record information about the pulled 
returns with one of the SOI databases. Of course, this is 
not the first time SOI has faced a challenge associated 
with changes in the way the IRS accepts, controls, and 
processes tax and information returns. Differences in 
objectives frequently occur between “pipeline process-
ing” and “postpipeline processing” functions, such as 
SOI. Ironically, the company will return to an earlier 
mode of operation SOI replaced through its Total Qual-
ity Organization (TQO) initiatives in the early 1990s, 
shipping “cycles” (or large groups) of returns to the 
SOI edit sites, instead of program-specific workgroups 
that SOI units in files supplied to the SOI edit unit  
editors [8].


This paper is a case study of the infrastructure SOI 
developed to monitor its samples and deal with unex-
pected events in a bureaucratic setting. It focuses on 
what happens after the SOI sampling programs select 
returns for a project (or study). In addition, it provides an 
account of the SOI efforts to improve the monitoring of 
its samples of Federal tax and information returns, part 
of a “Golden Age” in SOI history. Can regular monitor-
ing of the returns in the various samples decrease the 
length of time SOI controls returns, or reduce the length 
of time it finds missing returns in the samples, or reduce 
the length of time it delivers data to its primary custom-
ers? Based on interviews, participant observations, doc-
uments, and physical information, the paper shows how 
SOI operating procedures and information databases, 
and coordination among different staffs, monitor and 
verify the control and timely processing of specific sets 
of returns. In the first section of the paper, we provide 
a brief historical perspective about SOI consolidation 
efforts and technological advances. Then, we describe 
the SOI workflow process in the second section. In the 
third section, we spell out some of the SOI statistical 
operations and procedures that systematically monitor 
the SOI workflow process. The fourth section looks at 
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the application of management and statistical concepts 
to the development of the SOI workflow process; and, 
then, we conclude with several findings and remarks on 
how SOI is shaping its future.


 Consolidation of Work and 
Technological Advances


SOI performed most of its preliminary statistical 
abstraction, data transcription, and error correction in 
National Office, district offices (after World War II for 
a period of time before the expansion in the number of 
service centers across the country), and the few service 
centers in operation, but moved operations to the cen-
ters as their number increased. Service centers not only 
processed but also began storing the paper returns in 
support of other IRS programs, such as Examination, 
before final consignment to one of the Federal Records 
Centers. IRS personnel at the different SOI sites, who 
were available to edit SOI samples once regular pipe-
line processing work subsided or ended, used paper edit 
and error register sheets to abstract information from 
the returns, while National Office analysts produced 
aggregate statistics and tables from the perfected data 
for customers [9].


In the 1980s, under the direction of Fritz Scheuren, 
SOI adopted the Total Quality Organization (TQO) 
methodology to improve its operations at the service 
centers and in National Office, primarily in response 
to a request from analysts in the Office of Tax Analysis 
(OTA) and Joint Committee on Taxation (JCT) for ear-
lier deliveries of SOI data. SOI analysts identified vital 
activities and formed cross-functional teams to work on 
these issues. The staffs in the different branches in SOI 
National Office looked for ways to develop work pro-
cesses and data systems that could improve the quality 
and timeliness of the tax return information they pro-
duced for each of the SOI programs within the bound-
aries of regular IRS pipeline processing. The research 
included traveling to the service centers to meet with 
employees for the purpose of identifying, prioritizing, 
and recommending improvements in SOI control and 
processing of returns in its various samples [10].  Ac-
cording to Scheuren, “[t]he focus on process quality 
that Deming and Juran urge, while not really new, is 
having a revolutionary impact on us, especially in its 


emphasis on continuous improvement or “Kaizen,” as 
the Japanese call it…. Examples [include] more flex-
ible and dynamic approaches to data capture, cleaning, 
and completion” [11].


From this analysis, Scheuren and others on his 
staff hypothesized that consolidating SOI editing op-
erations at particular IRS service centers would free up 
resources (staffing, travel, and training), improve edit-
ing (abstraction) productivity and quality, and enhance 
its presence as a data producer within the community of 
Federal statistical agencies. In May 1990, SOI notified 
the now ten IRS service centers that it planned to con-
solidate edit processing for the SOI Corporation and 
Individual Tax Return programs in six service centers 
[12]. Four centers would only pull, control, and ship re-
turns to one or more of the six processing centers (down 
to five in 1992) [13]. In general, the number of returns 
service centers processed for all of the SOI studies was 
much smaller than the volume of returns the centers 
processed for tax liability, administrative, and infor-
mational purposes. Competing with other functions 
for skilled tax examiners to work the SOI programs at 
the centers, as well as arguing about what IRS or SOI 
programs merited attention first, were frequent occur-
rences before the consolidation initiative.


Concentrating the editing function at six service 
centers led to the formation of additional units of SOI 
editors (former tax examiners and data transcribers) at 
some of these sites and the growth in the volume of 
available work at all the sites [14]. Most of these edit 
units were now dedicated to processing only the returns 
in SOI samples year round. SOI ensured the volume in 
each of the six processing centers was sufficient to sup-
port an SOI edit unit working full-time on SOI work. 
Besides the formation of SOI edit units, SOI created 
“SOI control units,” at least in name, in each of the ten 
centers’ files warehouses to support its edit units. After 
regular pipeline processing, each of the centers stored 
for about 2 years its portion of the total population of 
returns that filers mailed each year. An SOI control 
unit consisted of a small group of service center em-
ployees, usually working in a miscellaneous unit in the 
files, whose major tasks were the control, processing, 
and shipping of returns in SOI samples to the SOI edit 
units and refiling returns after edit units completed pro-
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cessing these returns. SOI discovered a truly dedicated 
group of employees, who shared their files expertise and 
experience in searching for and finding missing returns, 
as well as assisting National Office analysts in finding 
additional information about certain returns [15].


While one National Office cross-functional team 
was working on the consolidation initiative, other teams 
were developing new online computer applications and 
installing new hardware at the centers, solely dedicated 
to SOI processing. Beginning in 1991, SOI procured 
and installed hardware upgrades and telecommuni-
cation equipment for support of online editing, at the 
Cincinnati and Ogden service centers, and in National 
Office. Telecommunication lines connected online ter-
minals for the editors in each of the processing centers 
to the SOI minicomputers in Cincinnati and Ogden, 
designated SOI minicomputer hub sites. The integra-
tion of editing, data transcription, and error correction 
into a single operation with these online terminals began 
with several smaller SOI studies (Partnerships, Exempt 
Organizations, Controlled Foreign Corporations, For-
eign Tax Credit, and Individual Sales of Capital Assets) 
and expanded to the major Corporation and Individual 
Returns programs. Online editing brought significant 
improvements in productivity, timeliness, and quality 
because editors spent much less time waiting for night-
ly batch-mode feedback on errors and corrections and 
much more time processing completely sets of the same 
type of return [16]. Groups of tax examiners became 
experienced subject-matter experts on how filers com-
pleted forms, as well as knowledgeable about the con-
tent of the forms in question. Having honed their skills 
from frequent and consistent editing of a large number 
of the same type of return, they accelerated processing 
and improved the quality of the final product—perfect-
ed and more meaningful return information [17].


The availability of returns to edit on a continuous 
flow basis was an important concern now that service 
centers increased the size of their SOI edit staffs, and in 
some cases improved the grade structure, to deal with 
the increase in the volume of work. Would the edit units 
have enough work? Would the editors’ work habits out-
pace the delivery of new returns to process? Would 
waiting for work adversely affect the earlier training 
and skill levels of the editors? Managers in the SOI edit 


units identified one of the requirements for successful 
execution of the new plan as timely delivery of a suf-
ficient amount of returns. Timely delivery of work sup-
ported the efforts of centers to commit employees to 
SOI projects the entire year, so long as SOI work was 
available. Consequently, another National Office team 
developed an online database application, called the SOI 
Automated Control System (SOIACS), to monitor, first 
the shipment of 1040 returns, then all returns [18]. A 
next-generation version of the application, now named 
STARTS, would facilitate the “systematic control” of 
1040 returns some service centers would ship to other 
centers for edit processing, as well as the movement of 
returns between an edit unit and control unit within the 
same center [19]. Subsequently, when operational, the 
application had a computer terminal and printer located 
in the files of each of the ten service centers and the edit 
units [20]. It connected the control units with the edit 
units and both with National Office.


Soon after implementation of the application, an edit 
unit manager’s need to know what returns to edit first 
(i.e., the editing priority) surpassed the need for timely 
delivery of returns because SOI began committing to 
deliver data to its customers by specific dates during the 
year. The centers needed meaningful information to an-
swer this and other questions. For example, a question 
an SOI edit unit manager might raise is, “Which returns 
in the cycle (weekly pull) should we process first?” But 
a new SOI files clerk might ask, “If another IRS func-
tion has the return, can I pick another one on the same 
shelf (for SOI)?” SOI editors might ask, “What returns 
do I edit?” or “Where do I move this money amount?” 
An SOI National Office statistician might ask, “Can we 
ask the centers to locate the missing returns?” An SOI 
economist might ask, “Can the centers edit more of the 
Type XYZ returns (for example, Sample Code 20 or 
Cross-Sectional returns) before the deadline?” Finally, 
an SOI scanner might ask, “How do I replace the illeg-
ible page?” These questions demanded better monitor-
ing not only of the physical location of the returns while 
en route to the edit units, but also better visualization of 
the metainformation of the returns—i.e., information 
that describes the information about a sampled return 
[21]. Now that SOI created an IT backbone to support 
its workflow process, managers asked for more details 
about what actually was in a cycle of returns [22].
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 SOI Workflow Process


Compared to IRS administrative processing, which 
captures some information from all of the filed tax re-
turns, SOI studies collect much more information from 
samples of returns through its transcription and editing. 
SOI editors add value to the administrative record in-
formation the IRS collects. This additional value makes 
it imperative to control and monitor the samples and 
continuously improve the entire SOI workflow process 
to guarantee consistency over time. Similarly, infor-
mation about the processing tasks adds value to the 
corresponding returns that flow through the workflow 
process. The results of the efforts of the TQO teams in 
collecting information at each phase of the process about 
the processing tasks; the performers of these tasks; the 
relative order of the tasks; the possible synchronization 
of some of the tasks; the flow of information in support 
of the tasks; and the tracking of the tasks, was not only 
a better understanding of the process, but also a cache 
of aggregated information.


The SOI workflow process is the general term for 
the movement of samples of “documents” or “con-
tainers of information” (e.g., paper returns, electronic 
records, and digitized images), through the SOI sam-
pling, controlling, and editing processes [23]. Each 
of these three major subprocesses, or phases, relate 
to specific tasks that personnel at the service centers 
and in National Office execute to produce statistics for 
publication and delivery to customers. Both operating 
procedures and computer systems support the efforts 
of the people involved at each of the phases of the pro-
cess. This convergence of procedures, databases, and 
people forms an underlying base, or infrastructure, for 
the functioning of the workflow process.


The process begins when a project analyst adds a 
new tax or information form to an existing study or ini-
tiates a new study with an SOI customer. After the SOI 
sampling programs at the IRS computing center, or the 
Ogden Submission Processing Center, selects returns 
for a particular study, the programs then create sets of 
output files for loading into both IRS and SOI databas-
es [24]. Phases of the process include selecting docu-
ments, pulling documents, monitoring the success rate 
of pulling documents, finding missing returns, storing 


documents, scanning documents, photocopying docu-
ments, ordering documents, shipping documents, edit-
ing documents, managing documents in the edit unit, 
and releasing documents back to files. The process in-
volves constant change and update. For example, under 
the new competitive sourcing initiative, the SOI edit 
units at the centers will assume tasks the SOI control 
units once performed after the contractor begins man-
aging the Files function at the centers. The infrastruc-
ture alleviates some of the problems associated with 
such a change.


 SOI Monitoring Operations


The Statistics of Income Automated Return Track-
ing System (STARTS) is the framework for management 
of returns and digitized records as they move through 
the various phases of the SOI workflow process at the 
centers. This process control system is a structured set 
of related components (people, procedures, processes, 
subsystems, databases, reports, etc.) SOI established 
to accomplish the major task of monitoring its samples 
from the point of selection to the point of delivery back 
to files. STARTS (the system) consists of online database 
applications, as well as standardized business processes, 
work instructions, forms, and reports, all of which give 
the different staffs at the centers and in National Office 
increased visibility into the operations at the centers.


The SOI sampling program, sample selection 
sheets, document chargeout forms, pulled returns, 
shelved returns, and shipped workgroups of returns, 
comprise part of a “signal” system for securing and 
delivering the correct returns in an SOI sample to the 
right service center for processing at the right time. The 
other part is the database, developed for predictable 
and manageable record keeping.


Database Management System


Borrowing from manufacturing operations, which 
schedule and track the flow of materials through a pro-
cess, STARTS (the database application) gives online 
access to real-time data about one return, or a group of 
returns (cycles, workgroups, scanned sets, photocopied 
sets, etc.). Combining aspects of transaction process-
ing, management information, decision support, and 
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expert systems, the database is a collection of infor-
mation about SOI samples, which users manage and 
utilize when making decisions about planning, orga-
nizing, and controlling the processing of the samples 
[25]. Top-level managers are concerned with planning: 
Will the center meet the corporation program 75-per-
cent cutoff on the scheduled date? Middle-level man-
agers are concerned with organizing: Can the editors in 
Unit 5 handle the consolidated 1120 returns? Front-line 
managers are concerned with controlling: Are the edi-
tors; documents, scanned images, or electronic records; 
and inventory and edit applications available to begin 
editing the corporation returns?


Convergence of Aggregated Information


Because STARTS (the database application) stores 
sample information and provides a traceable record of 
user transactions or interchanges with that informa-
tion, one example of its functioning is worth noting 
here. A section of the Internal Revenue Manual (IRM) 
notes the date the centers must supply transcribed and 
edited 1040 return information to National Office for 
“Advance Data” delivery to OTA and JCT. One year 
earlier, mathematical statisticians produced the sam-
pling specifications for the computer specialists who 
wrote the programs that selected returns for the sample. 
Among the possible inputs, the application reads and 
stores return information that the sampling program at 
the IRS computing center loaded into the SOI sample 
control files, or the “One-Week Followup” date a clerk 
entered in the STARTS cycle control screen. The appli-
cation applies a set of logic statements (or SOI business 
rules) to the loaded records, such as, if the Level Code 
is equal to “1,” or the Continuous Work History Study 
(CWHS) Code is equal to “1,” assign the return to the 
“Cross-Sectional” category, or if the sample code of 
that return is a specific value within a certain range, as-
sign it, as well, to an additional category, called “Com-
plex” edit. Possible outputs include the application 
generating and displaying inventory totals, such as the 
number of “Complex Cross-Sectional” returns, which 
are available for the SOI edit unit manager to order, or 
permitting the placement of a user-defined set of these 
“Complex Cross-Sectional” returns into a STARTS 
editor workgroup.


 Application of Management and 
Statistical Concepts


A “Golden Age of SOI Development” occurred at 
the end of the 1980s and the beginning of the 1990s 
in SOI National Office and the centers, which re-
sulted in an infrastructure that is still in place today. 
Inhouse “quality” teams of economists, management 
and program analysts, statisticians, center managers, 
editors, clerks, and information technology specialists 
collaborated in the design, development, application, 
and maintenance of this infrastructure. Based on the 
research of American experts such as Frederick Win-
slow Taylor, Frank Bunker Gilbreth, Walter Shewhart, 
and of the War Department’s Training Within Industry, 
SOI learned that continuous incremental improvements 
benefit an organization [26].


Value


SOI increased the value of the tax returns in its 
samples not only for its customers, but also for its sup-
pliers at the service centers (see Table 1).


Table 1—Added Value At Each Phase of Workflow 
Pull and control documents Document information 


Location information 
Cycle information 
Pull information 


Store documents Warehouse information 
Center information  
Time information  
Processing information 


Order and ship documents Return information 
Project information 
Edit priority information 
Edit site information 
Workgroup information 
Center information 
Complexity information 
Deadline information 


Process documents Edit information 
Scan information 
Photocopy information 
Critical case information 
Split-screen information 


Release documents Quality review information 
Refiling information 
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SOI assigned information, based on descriptive 
statistics from different operational sources, to each 
return record to expedite processing. Identifying and 
storing information about a return, its edit status, and 
its extra-processing requirements in a database made 
the fulfillment of requests for any of this information 
much easier. For example, the set of all possible out-
comes of an operation at a particular phase of the pro-
cess determined whether a return was released immedi-
ately after editing, instead of scanned. Consequently, a 
supply chain concept replaced the original “shipping” 
concept. The SOI infrastructure moved not only docu-
ments, electronic records, or digitized images, but also 
information from unit to unit, center to center, head-
quarters to field office.


Complexity


The purpose of the process control system shifted 
from one where the principal activity is moving docu-
ments from one center to another to one where the activ-
ity is helping the centers meet the program completion 
deadlines, which National Office analysts set to pro-
vide timely tax return data to its customers. SOI man-
aged complexity, sometimes even reducing it, when 
it assigned returns in the various project samples to a 
series of categories. Combinations of these categories 
made it possible for the managers to break down the 
amorphous cycles of returns into pieces that are easier 
to control and work with. Since it is necessary to edit 
some returns before others, the STARTS application 
provided the capability to order specific sets of returns, 
placing them in specific sets of editor workgroups. 
These combinations supplemented the strata the math 
statisticians created for sampling.


Standardization


The STARTS application allows SOI to standard-
ize certain processing tasks across the projects and the 
service centers. It acts as a decoder that helps personnel 
in National Office, the SOI edit units, and the SOI con-
trol units to understand each other’s variants of sample 
processing. The corresponding system makes these dif-
ferent actors work together through the interchange of 
information. They have to follow certain rules to avoid 
miscommunication and guarantee that both the SOI 


edit units and SOI control units know in advance from 
the information in the database application what each 
should provide as updates or requests and what each 
should expect back as responses. When an edit unit or-
ders 20 editor workgroups in which each workgroup 
contains ten “Priority 1” corporation returns, it expects 
the SOI control unit to assemble and send 200 such re-
turns for distribution to five editors. Because the SOI 
control unit marks a return as “missing” in STARTS if 
it does not control that return, only what is in its control 
is available for the SOI edit unit to order in STARTS.


Kaizen


The consolidation efforts changed SOI into an or-
ganization that continues to apply time-compressed, 
action-oriented improvement methods to its various 
projects. Many of the components and functions of the 
STARTS application were the result of the energy gen-
erated through users’ participation, creativity, and the 
pressure to produce rapidly tangible results.


 Conclusion


The formation of cross-functional teams at the 
centers, and between the centers and National Office, 
and the development of a monitoring system and cor-
responding just-in-time electronic database application 
(i.e., STARTS) brought a very strong focus on the en-
tire SOI workflow process. No function could make a 
change that affected another function unless they had 
buy-in from that function. Managers, editors, clerks, 
statisticians, economists, analysts, and computer spe-
cialists looked at samples from beginning to end, not 
just a particular phase. The teams monitored the sta-
tus of returns as they “flowed” through the workflow  
process.


When the private company begins managing the 
IRS files warehouses at the centers in late 2006 and 
sends the first batch of pulled returns to the SOI edit 
units, days before the arrival, SOI National Office and 
its SOI edit units across the country will know what 
returns the SOI sampling programs selected for the 
various studies. Unfortunately, the company will not 
exchange electronic records with STARTS per the con-
tract. In addition, SOI will no longer have a presence 
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in the files warehouses per the IRS performance work 
statement. SOI personnel both in National Office and at 
the edit units at the centers will not know the contents 
of the shipments until the SOI edit units can open the 
boxes or scan the carts. If the company transmitted an 
electronic version of the shipment manifest for loading 
into the STARTS database application, then the SOI 
edit units might consider shelving the returns in work-
groups for easy distribution to the editors, instead of 
storing in a traditional files manner (e.g., cycle or type 
of return).


In the future, if an SOI edit unit runs low on work, 
the STARTS database application could recognize this 
situation in the inventory and order more. Because this 
application stores record information for each return in 
the sample, whether processed as paper, an electronic 
record, or a digitized image, SOI can easily repurpose 
the record content, making it accessible from a variety 
of devices.


The database application increased the availabil-
ity and use of data, consequently helping to improve 
each center’s decisionmaking and visualize, synchro-
nize, and automate phases of the workflow process. 
The power in STARTS reports and screens is that they 
display accurate, consistent, and timely data. SOI built 
a reporting system so that managers know in real time 
how they are meeting the needs of SOI customers. The 
application replaced transactions done by phone, fax, 
or mail. It replaced collecting and storing data manu-
ally in their own way.


In the late 1980s, SOI developed online data entry 
and verification applications, which linked IRS pro-
cessing sites across the country through a network of 
computer terminals and databases. It applied this infor-
mation network concept to the control and monitoring 
of its samples. This connectivity and the value-added 
information embedded in each sample record allowed 
SOI personnel to monitor the status of each tax and in-
formation return as it moved through the different phases 
of the SOI workflow process from the files warehouses 
to its edit units and back. Incorporating a wide range of 
information about the sampling criteria, the study ob-
jectives and requirements, and the logistical demands 
associated with processing enhanced the meaning of 


the samples to the centers (suppliers) and National Of-
fice analysts (producers) and assured an acceleration of 
the collection of data and the delivery of the final prod-
ucts to SOI customers. Monitoring daily the number of 
missing and available returns can increase the likeli-
hood the quality of the data is high [27].
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 Endnotes


 [1] In addition to the Office of Tax Analysis and the 
Joint Committee on Taxation, another important 
customer is the Bureau of Economic Analysis.


 [2] National Research Council (2005), Principles 
and Practices for a Federal Statistical Agency, 
Third Edition, Committee on National Statistics, 
Margaret E. Martin, Miron L. Straf, and  
Constance F. Citro, editors, Division of  
Behavioral and Social Sciences and Education, 
The National Academies Press, Washington, DC,  
p. 25. In addition, see 26 USC Sec. 6108,  
Statistical publications and studies, which  
describes the SOI mandate.


 [3] The SOI workflow process is the interchange 
of documents, record information, and tasks 
through the SOI sampling, controlling, and edit-
ing processes.


 [4] As a stakeholder and customer, SOI hopes to 
meet with company representatives and the IRS 
Files Government Project Management Office 
to discuss pertinent issues about its samples. 
After announcing the awarding of the contract, 
the IRS announced two positions, one a senior 
manager position, the other a supervisory quality 
assurance specialist. While a company assumed 
responsibility for the work performed in files, it 
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is necessary to manage the relationship between 
this company and other IRS offices and check 
the quality of the company’s work, etc.


 [5] The company will operate at the IRS facilities in 
Methuen, MA, Fresno, CA, Norcross, GA, Aus-
tin, TX, Ogden, UT, Kansas City, MO, Florence, 
KY, and Philadelphia, PA. The records centers 
are part of the National Archives and Records 
Administration. They store the records of a Fed-
eral agency.


 [6] In addition, SOI is a major requester of elec-
tronic records, which include electronically-filed 
records.


 [7] Competitors for documents include four dif-
ferent business operating divisions: Large and 
Mid-Size Business (LMSB), Small Business/
Self-Employed (SB/SE), Wage and Investment 
(W&I), and Tax-Exempt and Government Enti-
ties (TEGE).


 [8] The acronym “TQO” refers to Total Quality 
Organization, a commitment on the part of an 
organization to advocate quality and continuous 
improvement in all its tasks.


 [9] The general term, “regular pipeline processing,” 
refers to the actions of IRS workers who handle 
tax and information returns from the time the 
documents first arrive at an IRS service center 
through the posting of information at the IRS 
Computing Center and finally the shelving of the 
documents in the files area.


[10] SOI wove supplier and customer data into the 
process improvements. It captured any available 
information relevant to the SOI projects at the 
centers.


[11] Scheuren, F. (1991), Comment on “The Federal 
Statistical System’s Response to Emerging Data 
Needs” by Jack E. Triplett, Journal of Economic 
and Social Measurement, IOS Press, Volume 17, 
Numbers 3, 4, p. 190.


[12] The 1990 plan for distributing work to the re-
maining six processing centers had Andover and 
Brookhaven centers shipping their individual 
and corporation returns to the center in Ogden. 
Memphis shipped its individual returns to the 
Austin center and corporation returns to the 
center in Cincinnati. Philadelphia shipped both 
individual and corporation returns to Cincinnati. 
The Atlanta, Fresno, and Kansas City centers 
continued to process their samples of individual 
and corporation returns. Doug Shearer and Dan 
Trevors coordinated the plans and issued regular 
status reports to keep management informed of 
the activities involved in this consolidation. For 
the Individual program, the consolidation was 
effective beginning with the Cycle 9053 End-of-
Year Tickler (EOYTICK) processing for the Tax 
Year (TY) l989 Study and continued with the 
TY 1990 Study, which began with the selection 
of returns in Martinsburg Computing Center 
(MCC) Cycle 9104 (January 1991). Consolida-
tion of the Corporation program began earlier 
with the TY 1989 study commencing only in 
Atlanta, Austin, Cincinnati, Fresno, Kansas City, 
and Ogden in August 1990. The nonprocessing 
centers began shipping their corporation returns 
to the edit sites later in the year per SOI notifi-
cation. Beginning in 1992, the edit processing 
of the returns in the Individual and Corporation 
programs resided in only five centers, when SOI 
discontinued editing at the Fresno center.


[13] The centers were located in Andover, MA, 
Brookhaven, NY, Memphis, TN, and Philadel-
phia, PA. A team of managers from National Of-
fice traveled to these centers to discuss issues and 
concerns of the managers, editors, and clerks.


[14] SOI editors abstracted information from returns, 
including moving some information to the cor-
rect fields on the returns. Tax examiners in non-
SOI units at the centers checked and prepared 
for data transcribing those fields on the returns 
the IRS deemed important in determining tax 
liability.
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[15] Clerks in the SOI control units did not edit 
returns. Instead, they pulled returns, looked for 
missing returns, photocopied returns, scanned 
returns, packaged returns, and shipped returns to 
list just some of their duties. One manager com-
mented: “I am a Unit Supervisor in a large unit. I 
have IMF SOI, AIMS, Cycle, Quality Review … 
as well as pulling and refiling. SOI is just a part 
of this unit. We have maintained a record of high 
accuracy and very few missing documents for a 
few years. This [is] … due to the integrity, de-
pendability, and dedication of the staff assigned 
to SOI. They have accomplished a lot with 
very few people. So, what STARTS means to 
me is reflected in what the staff commented on 
… If they are happy and satisfied and feel that 
STARTS helps them perform their duties more 
efficiently and accurately due to the increased 
speed and easier access, then I am happy. If they 
feel that STARTS helps them maintain a low 
missing record, and this record is reflected on 
the SOI reports for Andover, then I am happy 
with STARTS. I do not use STARTS myself, 
but I do review the reports that these employees 
generate.”


[16] Editors usually waited the next day to receive 
feedback because centers scheduled SOI batch 
programs around regular pipeline batch jobs.


[17] It is difficult for an editor to maintain his or her 
skill level if he or she moves frequently from 
one project to another, though the frequent 
changes may guarantee work for that employee.


[18] The developers considered SOIACS the first 
step in building a system to manage its samples 
in an online environment. SOI planned to build 
subsystems to manage quality, resources, and 
sample selection as part of the modernization ef-
fort because the service center statisticians were 
retiring or service center management consid-
ered them irrelevant. Dan Trevors of the Quality 
Support Team and Doug Shearer of the Coordi-
nation Team shared responsibility for developing 
the SOI controlling and shipping process. Linda 
Taylor of the Distributed Processing System 


Team provided hardware support. The SOI 
operating branches, as well as the service center 
files and edit operations, defined, collected, and 
presented the user requirements. A manager’s 
comment: “The STARTS system is a valuable 
tool used on a daily basis. It helps track the work 
… as well as when it is edited within the edit 
teams. When a return is marked missing and we 
find it attached to another return, we are able to 
go to the remarks [screen] at that time to docu-
ment the condition. The STARTS system is also 
used to look up prior-year information. If an EIN 
is the only information you have to track com-
ponent parts of a separated 1504C return, the 
STARTS system can provide much information 
on this. This helps us to locate additional return 
parts in order to edit a more complete document. 
STARTS provides many options in ordering the 
work. It is broken down by return type, three 
asset class categories, and the sample code only 
selection of returns. This gives management 
the necessary range to order specific types of 
work at all times but is especially helpful when 
nearing various project completion dates. As 
transition continues here in Ogden, we are very 
interested in the future STARTS process and the 
new and evolving ways in which we will utilize 
the system. We look forward to the changes and 
future training that is available to all leads as 
well as the clerks and managers.”


[19] National Office analysts held a planning session 
with service center personnel the week of June 
18, 1990, at the Austin Service Center to collect 
ideas, customer needs, and specific require-
ments for the SOI Automated Control System 
(SOIACS). Back in National Office, the team 
reviewed the requirements, analyzed the conse-
quences of implementing a control system, and 
wrote descriptive and detailed requirements and 
specifications, which bridged the requirements 
and the design of the application. Cincinnati 
Service Center assumed primary responsibil-
ity for the Oracle program development of this 
new application, with Don Flynn as the lead 
programmer. Tentative plans involved piloting 
the application in one processing center and one 
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nonprocessing center in the spring of 1991 for 
the Individual returns project. The SOI program-
ming staffs at the Cincinnati and Ogden Service 
Centers developed the next generation of the 
application, which National Office renamed the 
Statistics of Income Automated Return Tracking 
System (STARTS). The Cincinnati staff devel-
oped and maintained the Individual Master File 
(IMF) version of STARTS, while the Ogden staff 
programmed and supported the Business Master 
File (BMF) version. In 2000, both programming 
staffs converted the text-based applications to a 
graphical user interface (GUI) application.


[20] Connections between the center terminals and 
the host minicomputer in Cincinnati occurred 
through PACNET.


[21] In the case of tax returns in SOI samples, this 
is metainformation about relational database 
properties; data warehousing; business intelli-
gence; general IT; IT metadata management; file 
systems; and image, program, project, and study 
schedules.


[22] SOI assigned information to each return: project, 
sample, files location, edit site, editor, delivery 
dates, level of edit complexity, document source 
(paper, electronic, or image). One result was a 
sample redesign, which embedded a panel within 
the annual cross-sectional samples. The STARTS 


application still distinguishes these two sets of 
returns. See Czajka, J. and Walker, B. (1990), 
Combining Panel and Cross-Sectional Selection 
in an Annual Sample of Tax Returns, 1989 Pro-
ceedings of the American Statistical Association, 
Section on Survey Research Methods. 


[23] The use of digital images, instead of paper, as 
source documents for editing is a new phase in 
the SOI workflow process. Other SOI processes 
include data cleaning and completion, weighting 
and estimation, and publishing tables and user 
analyses.


[24] Systems acceptability testing (SAT) occurs 
before the computing centers execute the SOI 
sampling programs. Sample design and sample 
selection are topics for further discussion in 
other papers.


[25] Stair, R.M. (1992), Principles of Information 
Systems: A Managerial Approach, Boyd and 
Fraser Publishing Company, Boston.


[26] Maurer, R. (2004), One Small Step Can Change 
Your Life: The Kaizen Way, Workman Publish-
ing Company, New York.


[27] Improving data quality through editing, impu-
tation, and record linkage is impossible if the 
administrative records that contain the data are 
unavailable or incomprehensible. 
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The Effect of Late-Filed Returns on Population 
Estimates:  A Comparative Analysis


by Brian Raub, Cynthia Belmonte, Paul Arnsberger,  
and Melissa Ludlum, Internal Revenue Service


The Statistics of Income (SOI) division of the 
Internal Revenue Service (IRS) collects and 
disseminates detailed data based on samples 


of administrative records, including tax and informa-
tion returns. Estimates for populations of interest for 
SOI studies are produced by drawing stratified, random 
Bernoulli samples of tax and information returns as 
they are filed, over periods that span a predetermined 
timeframe. While this methodology results in the inclu-
sion of the majority of targeted returns, a small num-
ber of returns for each study are received beyond the 
data collection period. These “late-filed” returns may 
introduce non-response bias into the population esti-
mates, which might be mitigated by post-stratification 
or weighting adjustments. (The term “late-filed return” 
as used in this paper does not address the compliance, 
or lack thereof, of return filings with statutory require-
ments.) Using three SOI studies with varying sampling 
frames, this paper will function as a case study on the 
effects of truncated sampling periods on population  
estimates. 


The data presented in this paper are derived from 
two sources—sample data produced by SOI and ad-
ministrative data obtained from the IRS Masterfile for 
the population of returns filed. SOI sample data typical-
ly include detailed, error-perfected financial and other 
information about the tax filing entity. SOI sample data 
are used to produce population estimates that are used 
in statistical studies and for analysis of tax policy. Data 
obtained from the IRS Masterfile include limited infor-
mation for the population of filers. This information is 
generally used for a variety of purposes related to tax 
administration.


SOI conducts annual studies of a wide range of fil-
ers, including individuals, corporations, partnerships, 
estates, trusts, tax-exempt charitable organizations, 


and many other filers. This paper focuses on three SOI 
studies—the Estate Tax study, the Private Foundation 
study, and the Exempt Organization study.  


	The Estate Tax Study


With its annual Estate Tax study, SOI extracts demo-
graphic, financial, and asset data from Federal estate tax 
returns. The annual study allows production of a data 
file for each filing, or calendar, year. By focusing on a 
single year of death for a period of 3 filing years, the 
study allows production of periodic year-of-death esti-
mates. A single year of death is examined for 3 years, as 
over 98 percent of all returns for decedents who die in 
a given year are filed by the end of the second calendar 
year following the year of death. Data included in this 
paper are for Year of Death 2004 and were obtained 
from returns filed in Calendar Years 2004-2006. 


The estate of a decedent who, at death, owns assets 
valued in excess of the estate tax applicable exclusion 
amount, or filing threshold, must file a Federal estate 
tax return, Form 706, U.S. Estate (and Generation-
Skipping Transfer) Tax Return. For decedents who died 
in 2004, the exclusion amount was $1.5 million. Al-
ternate valuation may be elected only if the value of 
the estate, as well as the estate tax, is reduced between 
the date of death and the alternate date. The estate tax 
return is due 9 months from the date of the decedent’s 
death, although a 6-month filing extension is allowed. 
In some cases, longer filing extensions may be permitted. 


For the Year of Death 2004 Estate Tax study, there 
were 11,817 Form 706 returns in the sample selected 
from a population of 42,424. The SOI Estate Tax study 
is classified into strata based on year of death, the size 
of total gross estate, and age of the decedent. For the 
Year of Death 2004 study, there were a total of 57 sam-


This paper was originally presented at the 2009 annual meetings of the American Statistical Association held in Washington, D.C., on 
August 2-6, 2009.
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pling strata, with sampling rates ranging from 4 per-
cent to 100 percent.


	The Private Foundation and 
Exempt Organization Studies


The annual SOI studies of private foundations and ex-
empt organizations collect detailed financial data, as 
well as information on charitable and grant-making 
activities and compliance with IRS regulations from 
information returns filed by exempt organizations. 
Studies are conducted for a single tax year and include 
samples of returns filed and processed during the 2 cal-
endar years immediately following the target tax year. 
Data discussed in this paper for the Private Founda-
tion and Exempt Organization studies were obtained 
for Tax Year 2004 returns filed in Calendar Years 2005 
and 2006. The Tax Year 2004 samples include organi-
zations with accounting periods beginning in Calendar 
Year 2004 (and ending between December 2004 and 
November 2005), for which returns were filed and pro-
cessed to the IRS Business Masterfile during Calendar 
Years 2005 and 2006. While this 2-year sampling peri-
od ensures almost complete coverage of the target pop-
ulation, there are still a number of returns processed 
after the close of the second year (i.e., December 31, 
2006 for the Tax Year 2004 study), which are generally 
excluded from the samples.


Private foundations and nonexempt charitable 
trusts are required to file Form 990-PF (Return of Pri-
vate Foundation or Section 4947(a)(1) Nonexempt 
Charitable Trust Treated as Private Foundation) an-
nually. Similarly, certain exempt organizations are re-
quired to file Forms 990 (Return of Organization Ex-
empt from Income Tax) or Form 990-EZ (Short Form 
Return of Organization Exempt from Income Tax). SOI 
conducts annual studies based on samples of Forms 
990-PF, 990, and 990-EZ filed for a given tax year. 
These information returns are due 5 months after the 
close of the organization’s accounting period, although 
a 3-month filing extension is allowed. In some cases, 
additional filing extensions may be granted. 


For the Tax Year 2004 Private Foundation study, 
there were 7,805 Form 990-PF returns in the sample, 


selected from a population of 80,570. The SOI Private 
Foundation study is classified into strata based on the 
size of end-of-year fair market value of assets, with 
each stratum sampled at a different rate. Sampling rates 
ranged from 1 percent for private foundations with to-
tal assets less than $125,000 to 100 percent for private 
foundations with total assets of $10 million or more.


The Tax Year 2004 exempt organization sample of 
section 501(c)(3) filers comprised 15,070 Forms 990 
and 990-EZ, selected from a population of 279,415. 
End-of-year book value of assets was the stratifying 
variable for the exempt organization study. Sampling 
rates ranged from 1 percent for exempt organizations 
with total assets less than $500,000, to 100 percent for 
those with total assets of $50 million or more.


	Late-Filed Returns


To examine the effect of late-filed returns on each of 
the studies, an augmented sampling frame, which in-
corporates 2 years of additional return filings, was con-
structed from IRS Masterfile data. The following tables 
show the number of late-filed returns received within 
the current and augmented sampling frames, as well 
as the percentage of selected financial variables rep-
resented by returns received inside and outside of the 
sampling period.  


Table 1, below, shows the percentage of Year of 
Death 2004 Forms 706 filed, total gross estate, and net 
estate tax reported for returns filed over a 5-year collec-
tion period (2004–2008), by size of gross estate and by 
age of the decedent  More than 98 percent of all Year 
of Death 2004.  Forms 706 filed over the 5-year period 
were received within the 3 years, 2004 through 2006, 
from which returns were sampled. However, the estates 
of younger decedents filed returns outside of the 3-year 
sampling frame proportionately more often than the es-
tates of their older counterparts.  For example, nearly 4 
percent of returns filed for decedents under 40 were re-
ceived in 2007 and 2008. The percentage of total gross 
estate represented by late-filed returns was 1.1 percent, 
with the corresponding figure for net estate tax only 0.5 
percent. These smaller percentages are attributable to 
the fact that late-filed returns were smaller on average 
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than other returns and were proportionately more often 
nontaxable, as shown in the following tables.


Table 1: Estate Tax Returns Filed for 2004 Decedents, 
IRS Masterfile Data by Age of Decedent, 2004–2008


Calendar Year Returns Total gross 
estate


Net estate 
tax


2004-2006 98.4% 98.9% 99.5%
Under 40 96.4% 97.0% 100.0%


40 under 50 97.0% 97.5% 98.9%
50 under 65 97.2% 97.6% 98.7%
65 and over 98.6% 99.0% 99.6%


2007-2008 1.6% 1.1% 0.5%
Under 40 3.6% 3.0% 0.0%
40 under 50 3.0% 2.5% 1.1%
50 under 65 2.8% 2.4% 1.3%
65 and over 1.4% 1.0% 0.4%


Table 2 examines the same population as the previ-
ous table, classified by size of total gross estate. The 
table shows that returns for the smallest estates, those 
with between $1.5 and $2 million in gross estate, were 
filed in the 2 years immediately following the sampling 
period twice as frequently as were returns for the larg-
est estates.


Table 2: Estate Tax Returns Filed for 2004 Decedents, 
IRS Masterfile Data by Size of Total Gross Estate, 
2004–2008


Calendar Year Returns Total gross 
estate


Net estate 
tax


2004-2006 98.4% 98.9% 99.5%
$1.5 million<$2.0 million 98.2% 98.2% 98.9%
$2.0 million<$3.0 million 98.3% 98.3% 99.1%
$3.0 million<$5.0 million 98.4% 98.4% 99.1%
$5.0 million<$10.0 million 98.8% 98.8% 99.5%
$10 million and over 99.1% 99.6% 99.7%


2007-2008 1.6% 1.1% 0.5%
$1.5 million<$2.0 million 1.8% 1.8% 1.1%
$2.0 million<$3.0 million 1.7% 1.7% 0.9%
$3.0 million<$5.0 million 1.6% 1.6% 0.9%
$5.0 million<$10.0 million 1.2% 1.2% 0.5%
$10 million and over 0.9% 0.4% 0.3%


Table 3 examines the same population as Tables 1 
and 2, classified by tax status of the return. It shows that 
nontaxable returns were filed outside of the sampling 
period more than twice as often as taxable returns.


Table 3: Estate Tax Returns Filed for 2004 Decedents, 
IRS Masterfile Data by Tax Status, 2004–2008


Calendar Year Returns Total gross 
estate


Net estate 
tax


2004-2006 98.4% 98.9% 99.5%
Taxable 99.1% 99.4% 99.5%
Nontaxable 97.9% 98.2% N/A


2007-2008 1.6% 1.1% 0.5%
Taxable 0.9% 0.6% 0.5%
Nontaxable 2.1% 1.8% N/A


Table 4 illustrates the extent to which estimates 
based on Form 990-PF data collected from the current 
2-year sampling period might be enhanced by using the 
augmented sampling frame. More than 98 percent of 
the Tax Year 2004 private foundation returns included 
in the augmented sampling frame were processed in the 
2 years immediately following the close of the tax year. 
A closer examination reveals that the percentage of re-
turns received and processed during the first 2 years 
increases with asset size. For example, 97.9 percent of 
returns filed by small organizations (those with assets 
less than $1,000,000) were processed during the 2005-
2006 period, compared to 99.2 percent of the returns of 
medium-sized foundations (those with assets between 
$1 million and $50 million), and 99.7 percent of the 
returns of the largest foundations (those with assets of 
$50 million or more). 


Table 4: Tax Year 2004 Private Foundation Information 
Returns, IRS Masterfile Data by Calendar Year and 
Size of Organization, 2005–2008


Calendar 
Year Returns Assets Revenue Charitable 


Disbursements


Excise Tax 
on Net 


Investment 
Income


2005-2006 98.3% 99.5% 99.4% 99.5% 99.5%
Small 97.9% 98.8% 98.7% 98.9% 98.8%
Medium 99.2% 99.3% 99.3% 99.4% 99.5%
Large 99.7% 99.6% 99.6% 99.7% 99.6%


2007-2008 1.7% 0.5% 0.6% 0.5% 0.5%
Small 2.1% 1.2% 1.3% 1.1% 1.2%
Medium 0.8% 0.7% 0.7% 0.6% 0.5%
Large 0.3% 0.4% 0.4% 0.3% 0.4%


Table 5 shows the breakdown of data from Forms 
990 and 990-EZ returns by filing period and size of as-
sets. As with private foundations, the vast majority of 
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Tax Year 2004 returns were filed in the first two years 
after the end the tax year.  Again, a large portion of the 
returns filed in the final 2 years of the augmented sam-
pling frame are from small organizations – those with 
total assets less than $100,000. Consequently, late filers 
of Forms 990 add little to the aggregate totals for most 
of the financial variables collected: less than 1 percent 
of total assets, revenue, and net worth.


Table 5: Tax Year 2004 Exempt Organization 
Information Returns, IRS Masterfile Data by 
Processing Year and Size of Organization, 2005–2008


Calendar 
Year Returns Assets Revenue Net 


Worth


2005-2006 97.3% 99.3% 99.3% 99.2%
Small 95.7% 96.4% 96.2% 96.1%
Medium 98.3% 98.8% 98.8% 97.8%
Large 99.2% 99.3% 99.3% 99.3%


2007-2008 2.7% 0.7% 0.7% 0.8%
Small 4.3% 3.6% 3.8% 3.9%
Medium 1.7% 1.2% 1.2% 2.2%
Large 0.8% 0.7% 0.7% 0.7%


	Current Treatment of Late Filers


Although the Estate Tax, Private Foundation, and Ex-
empt Organization studies share a common challenge 
in addressing the effect of late-filed returns on popula-
tion estimates, each of the three studies currently uses a 
different approach in dealing with this challenge. 


Year of Death population estimates for the Estate 
Tax study include weight adjustments for late-filed re-
turns. Weight adjustment factors are calculated based 
on past late filing patterns using historical data from 
the IRS Masterfile and are updated periodically. The 
aim of using these weight adjustments is to improve 
the overall population estimates as well as estimates 
for the subpopulations of returns that have historically 
filed late with greater frequency. As shown in Table 
6, weight adjustment factors varied by size of estate, 
tax status of return, and age of decedent. For each size 
of estate and age combination, non-taxable returns re-
ceived a higher adjustment factor than taxable returns. 


Estates with $10 million or more in gross estate re-
ceived weight adjustment factors based on tax status 
regardless of age, as illustrated in the top portion of the 
table. For estates with less than $10 million in gross 
estate, weight adjustment factors were assigned based 
on tax status and age.  


Table 6: Weight Adjustment Factors for Year of Death 
2004 Estate Tax Population Estimates


Total gross estate ≥ $10 million


Taxable Nontaxable


All ages 1.004 1.013
Total gross estate < $10 million


Age Taxable Nontaxable


Under 40 1.036 1.052


40 under 50 1.019 1.035
50 under 65 1.018 1.028
65 and older 1.009 1.020


Table 7—shows the aggregate effect of weight 
adjustment factors on the Year of Death 2004 estate 
tax estimates. The number of returns increased about 
1.5 percent compared to a 1.2 percent increase in total 
gross estate and less than a 1 percent increase in net 
estate tax. The differences in the impact of weight ad-
justments on these three variables is consistent with the 
fact that late-filed returns comprised proportionately 
more small returns and non-taxable returns than the 
population as a whole.


Table 7: Effect of Weight Adjustments on Estimates of 
Year of Death 2004 Estate Tax Population
[Money amounts are in millions of dollars]


Returns Total Gross 
Estate


Net Estate 
Tax


Unadjusted estimate 41,599 183,657 22,075
Estimate with weight 
adjustment 42,239 185,921 22,220
Percentage increase 1.54 1.23 0.66


In contrast, population estimates for the Private 
Foundation study do not include standard adjustment 
factors to account for returns filed after the close of the 
two-year sampling period. Instead, during file closeout, 
efforts are made to identify and include late-filed re-
turns of private foundations that would have been sam-


.
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pled at the 100-percent rate (i.e., organizations with fair 
market value of assets of $10 million or more). These 
include returns of organizations sampled in previous 
study years, as well as returns of organizations posting 
to the IRS Masterfile for the first time. Potentially, this 
can extend the 2-year sampling frame by four to five 
months, the typical length of time between the end of 
the sampling period and the creation of the final study 
file. Table 8, shows population estimates for selected 
variables from SOI’s Tax Year 2004 Private Founda-
tion study. The table includes population estimates 
from returns processed during the regular 2-year sam-
pling period, as well as enhanced population estimates 
including adjustments for late-filed returns. Only 11 
large-case, late-filed returns were added to the Tax Year 
2004 sample. These returns represented 100th of 1 per-
cent of the population estimate, and about a one-fifth of 
1 percent addition to total revenue, charitable disburse-
ments, and net investment income excise tax. 


Table 8: Tax Year 2004 Private Foundation Data from 
SOI Estimates, Including Added Late-Filed Returns
[Money amounts are in millions of dollars.  Detail may not add to totals 
because of rounding.]


Calendar 
Year Returns Assets Revenue


Charitable 
Disburse-


ments


Excise Tax 
on Net 


Investment 
Income


SOI two-year 
estimate 76,886 509,471 58,539 32,071 467
Additional 
data from late-
filed returns 11 453 129 54 1
Enhanced SOI 
estimate 76,897 509,924 58,668 32,125 469
Additional 
data as 
percentage of 
total 0 0 0 0 0


The Exempt Organization study includes no weight 
adjustments and no attempt is made to add returns to the 
sample that are filed outside of the two-year sampling 
frame. Adjustments to the sample are made for certain 
organizations that file returns within the 2-year sam-
pling period. Examples of these adjustments include 
rejecting short-year returns and those that file with an 
incorrect subsection code; and adding returns that have 
posted incorrectly to the Masterfile as duplicate, below 
the filing threshold, or with incorrect total assets. 


Using IRS Masterfile data as a proxy, we can mim-
ic the Private Foundation study’s technique of process-
ing returns from the certainty strata that are filed within 
five months after the close of the normal sampling pe-
riod. Based on the Masterfile data, 21 large-case returns 
would have been added to the Tax Year 2004 sample. 
These returns would have accounted for a one-third 
of 1 percent addition to the aggregate totals for assets, 
revenue and net worth. 


	Strengths/Weaknesses


These analyses reveal a number of strengths and weak-
nesses for each of the three approaches to the late-filer 
problem. The weight adjustment approach, as employed 
for the Estate Tax study, potentially improves the over-
all population estimates. It also may improve estimates 
for subpopulations for which returns have historically 
been filed late with the greatest frequency. The adjust-
ments seem to be an effective means of counteracting 
any bias that may result from the existing sampling 
period. To the extent that late filers create bias in the 
Estate Tax study estimates, the weight adjustment ap-
proach may mitigate the bias.  


On the other hand, the weight adjustment approach 
may not always be an effective method of predicting 
filing habits. The weight adjustments are developed 
from observed trends in historical data; this informa-
tion may not always reliably predict future filing pat-
terns. Although the characteristics of late filers have 
been relatively stable over time, significant changes to 
the estate tax law could alter these patterns.


The inclusion of large, late-filed returns in the 
Private Foundation study provides for more complete 
coverage of the target population by including returns 
that would have been selected with certainty within the 
defined sampling period. Additionally, this approach 
ensures that files are suitable for time-series analysis of 
a specific organization or panel of organizations.  This 
strength may be unique to data for tax-exempt organi-
zations, whose information returns, in most cases, are 
not subject to the same disclosure and confidentiality 
rules as data obtained from tax returns filed by other 
types of organizations and individuals.
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The primary weakness of including large, late-filed 
returns only in the enhanced estimate is the inconsis-
tency that it introduces. Slight variances in tax return 
processing, sample file creation or review, or sample 
file delivery date can affect the sampling period from 
which the enhanced estimate is drawn from year to 
year. Further, the method fails to address late-filed re-
turns of smaller organizations, which account for the 
largest share of the late-filing population.


The “no-adjustment” approach that is used in the 
Exempt Organization study ensures a consistent sam-
pling frame with a well-defined sampling period. This 
approach employs the Bernoulli sample over a 2-year 
period and does not include arbitrary additions or dis-
continuations. Because the population is framed as the 
estimate of filers of the 2-year period and not as the 
“universe” of filers, the bias does not exist.


Because, unlike the weight adjustment method 
used in the Estate Tax study, the “no-adjustment” ap-
proach does not attempt to account for late filers, it 
could consistently underestimate the number of returns 
filed by smaller organizations. By omitting some large 
case returns that are received outside of the defined 
sampling period, this approach also provides a some-
what less complete dataset for time-series panel analy-
sis than does the Private Foundation study.  


	Conclusions/Future Research


Late-filed returns present a common challenge for 
studies of data obtained from tax returns, such as the 
Estate Tax, Private Foundation, and Exempt Organi-
zation studies. Although, for each of the studies, the 
number of late-filed returns is modest in comparison to 


the number of returns filed within the defined sampling 
period, the absence of these returns may introduce bias 
into the population estimates.  


Currently, each of the three studies discussed in this 
paper uses a unique approach to mitigate the potential 
bias introduced by late filers. The weight adjustment 
method, employed for the Estate Tax study, improves 
some aspects of the study’s estimates, but could be-
come distorted if filing patterns observed in historical 
data do not continue into the future. The enhanced Pri-
vate Foundation estimate, which is obtained by includ-
ing targeted returns received after the end of the sam-
pling period, benefits time-series analysis. However, it 
creates inconsistencies in the year-to-year sampling pe-
riod. The “no adjustment” method used for the Exempt 
Organization study provides a distinct sampling period, 
but does not address the exclusion of relatively small 
filers from the estimates. 


The unique characteristics of late filers in each of 
the three studies discussed in this paper, as well as the 
benefits and shortfalls of using each of the three ap-
proaches to address the later-filer problem, provide a 
number of opportunities for further research. 
This analysis will be expanded to research additional 
tax years and years of death in order to explore historical 
filing patterns. This effort will attempt to isolate an 
optimal sampling period that balances population 
coverage with timeliness of completion of the estimates. 
Additionally, weighting adjustments, similar to those in 
use for the Estate Tax study, will be developed for the 
Private Foundation and Exempt Organization studies. 
The adjustments will be examined for accuracy, as well 
as their effect on organization-level data from year-to-
year.
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   The Gaussian curvature of the
surface at the point p is the
product of the maximum and minimum
curvatures in the family. The
objective of this paper is to
provide a deeper and broader
understanding of the meaning of
Gaussian curvature, using some more
general alternative computational
methods. We define the coefficients
of the expected Fisher Information
Matrix as the coefficients of the
first fundamental form. Four
different formulas, found in Struik
(1961), are used, although we do
not intend to compare the
superiority of these formulas in
computing the Gaussian curvature.
We found that all four  formulas
can compute the Gaussian curvature
effectively and successfully. This
is demonstrated with three common
examples.


1. INTRODUCTION


The Gaussian curvature, K, of the
surface, at the point p, is the
product of the extreme values of
curvatures in the family. If p is a
point on a regular surface in 3R
and K(p) is positive, then the two
curvatures have the same sign and
the point p is called an elliptic
point of the surface. If K(p) is
negative, then the two curvatures
have opposite signs and the point p
is called the hyperbolic point of
the surface. Examples in this paper
demonstrate these cases. If exactly
one curvature equals zero, then the
point p is a parabolic point of the
surface. If the Gaussian curvature
equals zero, then the surface is
either planar or developer.
Computing the Gaussian curvature
plays a central role in determining
the shape of the surface. It is
also a well known fact that two
surfaces which have the same


Gaussian curvature are always
isometric and bending invariant.
For instance, Struik D.J. (1961,
p120) provided an excellent example
that demonstrated a correspondence
between the points of a catenoid
and that of a right helicoid, such
that at corresponding points the
coefficients of the first
fundamental form and the Gaussian
curvatures are identical. In fact,
one surface can pass into the other
by a continuous bending. This has
been demonstrated by the
deformation of six different
stages. However, if the Gaussian
curvature is different, then the
two surfaces will not be isometric.
For example, a sphere and plane are
not locally isometric because the
Gaussian curvature of a sphere is
nonzero while the Gaussian
curvature of a plane is zero. This
is why any map of a portion of the
earth must distort distances. In
this paper, we define the
coefficients of the expected Fisher
Information Matrix as equal to the
coefficients of the first
fundamental form. There are
numerous authors who have used this
concept, including Barndorff-
Nielsen O.E.,et.al.(1986, p87
equation (3.1) or (4.1)), and Kass
R.E. (1997, p189). Using these
defined metric tensors, we can then
adopt the same notation and apply
the formulas listed in Struik D.J.
(1961). The Gaussian curvature then
becomes a function of the
coefficients of the first
fundamental form and their first
and second derivatives. In this
paper, we suggest the following
four systematic steps to compute
the Gaussian curvature: Step 1-
compute the coefficients of the
expected Fisher Information Matrix
or coefficients of the first
fundamental form, namely, E,F and
G; Step 2-compute the needed first







or second derivative of E,F and G,
and thus the six Christoffel
symbols; Step 3-apply formula (D),
which necessitates in the
computation of the mixed Riemann
curvature tensors 2


121
1
121   and ℜℜ ; the


subsequent computation of the inner
product of this tensor with the
metric tensor, F or G, results in
the covariant Riemann curvature
tensor 1212ℜ ; Step 4-observe that
the Gaussian curvature has a very
simple relation to Riemann symbols
of the second kind. By adhearing to
this procedure, the correct
Gaussian curvature will be
calculated. In the case where 0F ≠
or the parametric lines on the
surface are not orthogonal, the
computational procedure can be
extremely tedious. It is always
prudent to find a proper
transformation to form an
orthogonal system of parametric
lines in order to simplify the
computational procedures.


2. NOTATION AND TERMINOLOGY


In this section, we define the
basic notations and terminologies
that will apply in the next two
sections. These notations and
symbols can also be found in
Struik, D.J. (1961) or Gray, A.
(1993). First and foremost, we
define the coefficients of the
first fundamental form as;
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where f(u,v) are two parameters of
the probability density functions.
It is clear that E,F and G are
functions of the parameters u and
v. The expectations apply to the
whole sample space where the random
variables are defined. We also
assume that the regular conditions
of the information metrics are all
satisfied. The details of these
five conditions are summarized in
Kass R.E. (1997, page 185, section
7.4.1). Next, we define the six


well known Christoffel symbols (see
Struik D.J. 1961, p107, equation
(2-7) or Gray A p398)as follows:
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Since E, F and G are functions of
parameters (u,v) and are
continuously twice differentiable,


vuvuvu G and G,F,F,E,E  all exists and are
all well defined. Because F=0,
formula (A) turns out to be a
simplified form of Gauss’ Equation.
In 1997, Kass R.E. used formula (A)
to compute the Gaussian curvature
of trinomial and t families. In the
next section, we will demonstrate
that formulas (C) and (D) are
heavily dependant on the six
Christoffel symbols. Additionally,
no assumption is made regarding
F=0, and so the parametric lines
are not necessarily orthogonal.
However, if F=0, the six
Christoffel symbols can be greatly
simplified. The three distributions
discussed here belong to this case.


3. THE FORMULA


In this section, we select four
formulas that can be used to
compute the Gaussian curvature.
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 sum on m,
where the quantities of l


ijkℜ  are
components of a tensor of the
fourth order. This tensor is called
the mixed Riemann curvature tensor.
Notice that   221211 g and g,g are simply
tensor notation for E,F and G.
Formula (B) was developed by G.
Frobenius while formula (C ) was
derived by J. Liouville. Clearly,
formula (A) is a special case that
is valid only when the parametric
lines are orthogonal. Formula (D)
is a general form represented in
Riemann symbols of the first and
second kind, respectively. In
formula (D), 1212ℜ , the inner
product of the mixed Riemann
curvature tensor and the metric
tensor, is called the covariant
Riemann curvature tensor; it is a
covariant tensor of the fourth
order. The components l


ijkℜ  and 1212ℜ


are also known as Riemann symbols
of the first and second kind,
respectively. Notice that Riemann
symbols of the second kind will
satisfy the relation


2121211212211212 ℜ=− ℜ=− ℜ=ℜ ,the well-known
property of skew-symmetry with
respect to the last two indices. It
is useful to be aware of the fact
that the Christoffel symbols depend
only on the coefficients of the
first fundamental form and their
derivatives. The same holds true
for the mixed Riemann curvature
tensor. From this point of view, as
long as we can find the
coefficients of the first
fundamental form of a given
distribution and their first and
second derivatives, we can uniquely
define the corresponding
Christoffel symbols and hence mixed
Riemann curvature tensors. Thus,
the process of computing the
covariant Riemann curvature tensor
and Gaussian curvature is
simplified. From a different
perspective, we know that the mixed
Riemann curvature tensor will link
with the coefficient of the second


fundamental form; namely e,f,and g,
by )feg(g 22nn


121 −=ℜ , where
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The above relation can then be
easily used to derive 2


1212 feg −=ℜ ,
and the result will coincide with
equation (7-3) of Struik D.J.(1961,
p83), the original fundamental
definition of Gaussian curvature.
These points convince us that
formulas (A) and (D) basically
define the same quantity, but only
in different forms. The reason why
only formula (D) was selected for
presentation is due to the
following two facts: 1. to avoid
repetition of Kass R.E (1997,
p189); 2. when F=0, formulas (B)
and (C) are trivially similar to
formula (A). For example, in
formula (C), we may substitute the
following equation on the left hand
side:
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We can immediately calculate the
same results as found from formula
(A) while formula (D) results in a
Riemann representation. In this
way, we have supplied some more
general alternative methods to
compute the Gaussian curvature,
including the case when .0F ≠


4. THREE EXAMPLES


In this section, we give the
details of three examples and
demonstrate how we could apply
formula (D) to compute our Gaussian
curvature. The three examples will
deal with the location-scale family
of densities and the methods of
finding those with negative
Gaussian curvature. Kass
R.E.(1997,p192 theorem 7.4.6) gave
the general form of a location-
scale manifold of density:
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for some density function f. Then,
the information metric of the







Riemannian geometry space has
constant negative curvature. We
provide the derivation of the
formula for the Gaussian curvature
of normal distribution in example
1, Cauchy distribution in example 2
and t family distribution in
example 3.
Example 1: Let 1Ω  be a location
scale manifold of density that has
the following general form:
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where u is the location parameter
and v is the scale parameter. We
also assume that the regular
conditions of the information
metric are satisfied. The first and
second partial derivative, with
respect to parametric lines u and
v, are given as:
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It is commonly known that the
expected value and variance of the
random variable x are ,  vand  u 2


respectively. From this, we could
easily derive the coefficient of
the first fundamental form
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as well as their corresponding
derivatives with respect to the
parametric lines u and v :
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Substituting the listed results
into formula (A), (B) or (C), it
should be easy to compute the
Gaussian curvature, obtaining 2


1− .
Again, we present the details for
formula (D) only. We can derive
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Example 2: Let 2Ω  be the location
scale manifold of density which has
the following general form:
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where u is the location parameter
and v is the scale parameter. The
logarithm of the likelihood
function of Cauchy density with one
observation can be written as
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As before, we can derive the first
two partial derivatives with
respect to the parametric lines u
and v.
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Taking the expected values of
equations (4.4), we finally get the
following results:
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The derivatives of the coefficients
of the first fundamental form and
six Christoffel symbols are all
straightforward computations. Due
to the fact that the Cauchy
distribution is the same as the
normal distribution, that is,


.01
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1
11 =Γ=Γ=Γ , we use formula (D) to
derive the Gaussian curvature.
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Example 3: Let 3Ω  be the location-
scale manifold of density that has
the student t distribution and
generally has the form:
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where u is location parameter and v
is scale parameter. Let us define
the following variables to simplify
the notation:
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Then the logarithm of likelihood
function of family t, can be
written as follows:
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From equation (4.6), we can derive
the first and second partial
derivatives :
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We can now take the expected
values of (4.7), and have the
following results.
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It now becomes a routine procedure
to compute the derivative of the
coefficient of the first
fundamental form and six
Christoffel symbols. Compute the
Riemann symbols of the first and
second kind, respectively. Thus,
the Gaussian curvature is
calculated.
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5. CONCLUDING REMARK


One of the most important theorems
of the 19th century is ‘Theorema
Egregium’. Many mathematicians at
the end of the 18th century,
including Euler and Monge, had used
the Gaussian curvature, but only
when defined as the product of the
principal curvatures. Since each
principal curvature of a surface
depends on the particular way the
surface is defined in 3R , there is
no obvious reason for the product
of the principal curvatures to be
intrinsic to that particular
surface. Gauss published in 1827
that the product of the principal
curvatures depends only on the
intrinsic geometry of the surface
revolutionized differential
geometry.  Gauss wrote “‘The
Gaussian curvature of a surface is
a bending invariant’ ,’a most
excellent theorem’, This is a
Theorema egregium’”. In this
theorem, Gauss proved that the
Gaussian curvature ,K, of a
surface, depends only on the
coefficient of the first
fundamental form and their first







and second derivatives. This
important geometric fact will link
the concepts of bending and
isometric mapping. By bending
invariant, we mean that it is
unchanged by such deformations of
the surface when restricted to a
limited region that does not
involve stretching, shrinking, or
tearing. When measured along a
curve on the surface, the distance
between two points on the surface
is unchanged. The angle of the two
tangent directions at the point is
also unchanged. This property of
surfaces expressible as bending
invariant is called the intrinsic
property. We would like to conclude
this study by repeating Kass’
(1989,1997) favorite and most
interesting piece of trivia:
“Suppose we ask which distribution
in the t family is half way between
Normal and Cauchy on the
statistical curvature scale, the
scale of sufficiency loss of the
Maximum Likelihood Estimator. For


Normal, 0=γ  and for Cauchy, 2
1


)
2
5


(=γ .


Thus, we seek γ such that 2
1


)
2
5


(
2
1=γ .


There is no reason why γ should
turn out to be an integer; it
merely has to be a number greater
than 1. Since 1=γ  for Cauchy and


∞=γ  for Normal, the answer is 3=γ .
Thus, in the sense of the
insufficiency of the MLE, as
measured by statistical curvature ,
the t, on 3 degrees of freedom, is
halfway between Normal and Cauchy.
This means that the statistical
curvature of the 3t  distribution is
the arithmetic mean of the
statistical curvatures for the
Cauchy and Normal distribution.
From the Gaussian curvature that we
derived in this paper, we showed
that in Normal distribution we


obtain 
2
1−=Κ ,and in Cauchy


distribution we obtain ,2−=Κ  while
in t family distribution with r


degrees of freedom, we get 
r2
3r +−=Κ .


In other words, the Gaussian
curvature of the 3t  distribution is
the geometric mean of the
curvatures for the Cauchy and
Normal distribution. Thus, we
conclude that whether one uses
statistical or geometric mean
curvature, the 3t  may be considered
half way in between a Normal and
Cauchy distribution.”
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Origins of the Estate and Personal Wealth Sample 
Design


Paul B. McMahon, Jr., Internal Revenue Service


In Estates and Personal Wealth, we have two studies 
with different populations under consideration. The 
Estates Study is concerned with the assets, debts, 


and taxes left by a decedent who had more than a certain 
amount of wealth.  The Personal Wealth Study, on the 
other hand, is focused on the wealth holdings of the liv-
ing.  For Estates, essentially all the population appears 
on a sampling frame, but, to study the living, we must 
rely on proxies that can be observed for only a portion 
of the distribution, the portion in the tail.


One set of samples is the source for the data in both 
series of studies.


We will first briefly describe the interest in these 
populations.  The “questionnaire” in this set of surveys 
is an administrative record, the Form 706, Estate Tax 
Return, and the sampling frame is a system of electronic 
records derived from the initial filing.  We will provide 
a bit of background on these as well.


We focus on the studies initiated since 1982, with 
strata designs that changed somewhat over that time.  
While some previous papers have addressed certain 
estimation issues, such as with the Personal Wealth 
Estimation (Johnson and Woodburn, 1994), there have 
been only the briefest descriptions of the strata design 
or concepts.


Our goal, then, is to show how the different require-
ments for studies of the two populations affect this one 
sample design, and how that design has evolved in the 
light of tax law changes.


Finally, we will discuss some future directions for 
the series, in light of pending legislation.


	Analysts and Uses


The two main sponsors of these studies are the Of-
fice of Tax Analysis in the Department of the Treasury 
and Congress’s Joint Committee on Taxation.  Their 
objective is to gather data for oversight on the opera-


tion of the tax laws and, in this case, on Estate Taxes, 
and projecting the effects of proposed changes to those 
laws.  This is not limited to the revenue aspects of the 
tax laws.


That is, this study has to meet two uses.  First, the 
measurement of current law, and second, determining 
the effect on the living population who have estates 
large enough for the eventual filings.  In order to look 
at trends in the analysis, we need to be concerned about 
the effect of economic conditions at the time of the 
observations (the date of death), the time of life consid-
erations (youthful spenders versus middle-age savers, 
for example), and what the sociologists call age cohorts, 
where history affects economic decisions (the Depres-
sion generation’s thrift).


There is also an underlying philosophical question:  
Does the operation of the Estate Tax, in concert with 
a graduated income tax, prevent the concentration of 
wealth into few hands?  At the beginning of the twenti-
eth century, some politicians, like Theodore Roosevelt 
argued in favor of the Estate Tax on just this issue.  More 
recently, there have been numerous articles this past 
spring in the New York Times and the Wall Street Journal, 
for example, on the concentrations of incomes.  Income 
is often taken as a proxy for wealth; so, this question is 
clearly of continued interest.


Indeed, using data from Estate Tax Returns dating 
back to 1916, the National Bureau for Economic Re-
search (NBER) published a working paper that considers 
this very concentration issue (Kupczuk and Saez, 2004).  
Although the data used in that study are from many years 
in the past, the sample designs for most of those years 
actually originated in the mid-1980’s and reflect the plans 
developed for sampling more recent tax filings.


	The Administrative Records


The basic data for these studies use the records that 
arise from what some have called the “Death Tax.”  It 
is more accurate, though, to call it a transfer tax, as the 
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change of an asset’s title to some beneficiary or heir is 
the proximate cause for this tax or its complement, the 
gift tax.  The tax return, which acts as the questionnaire 
for our studies, is Form 706, Estate Tax Return.


The assets that are considered for this tax are every-
thing owned by the decedent: art, bonds, cars, personal 
effects, through to zoom lenses and beyond.  That is, the 
filing is based on a complete inventory of an individual’s 
possessions.  In this, it is similar to the information that 
the Federal Reserve attempts to obtain in its Survey of 
Consumer Finance.


There are major differences between the data col-
lected for the Federal Reserve surveys and the IRS 
studies, however.  First, the tax form also includes insur-
ance payments to the estate and gifts made before the 
decedent’s death, which would not be included in the 
Finance Survey.  Then, the law permits deductions for the 
costs of such items as estate administration, the funeral, 
and legal counsel, as well as exempting the contributions 
to charities and the spouse of the decedent.


Another difference is that the value of the assets 
is usually assessed at the time of death, not as of some 
common reference date for all respondents.  


The main difference, though, arises from the popu-
lations these two sets of studies targets.  The Survey of 
Consumer Finance seeks to estimate the holdings of 
all households, while the Estates and Personal Wealth 
studies are limited to individuals who exceed a certain 
threshold set by the tax code.


If the value of those possessions at the time of the 
decedent’s death is below the threshold amount shown 


in Figure 1, then there is no estate tax.  That threshold 
varies depending on the year of the decedent’s death.  It 
is currently $1.5 million, rising to $2 million in January 
2006.  These values have been updated in the tax code 
periodically; in 1977, for example, the threshold was 
$60,000.


Filing is not required for smaller estates, though 
some do if the value is near the boundary.  This may 
be due to the difficulty in itemizing all of an estate’s 
assets.  In those cases, amended returns will be filed, 
and perhaps a tax assessed, but such cases are outside 
the scope of this set of studies; we are only concerned 
with initial filings.


One can see the effect of raising the threshold quite 
clearly in Figure 2.  In 1986, the exclusion was doubled, 
to $120,000, with a resultant sharp drop in filings and 
again, after the 2001 tax bill passed, which raised the 
limit several times in succession.


While the law and regulations provide one source 
of limitations on the studies, and thereby the design, 
another is in the physical properties of the documents 
and the processing regimen.


The Estate Tax Return is filed on paper as a large 
package with sections that are partly structured and partly 


Figure 1.--Estate Tax Return Filing Thresholds 
for Selected Years  


Year of Death Gross Estate Threshold
1997    $600,000 
1998    $625,000 
1999    $650,000 


2000 & 2001    $675,000 
2002 & 2003 $1,000,000 
2004 & 2005 $1,500,000 
2006 – 2008 $2,000,000 


Figure 2.--Annual Filings of Estate Tax 
Returns
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respondent-created.  While Form 706 is, on the surface, 
highly standardized, the space allowed for some sched-
ules (such as a list of heirs) is sometimes insufficient.  
This leads the attorney or executor to create substitute 
schedules of their own design.


The filing regulations also mandate the inclusion of 
the will, unless the decedent died intestate, appraisals of 
real property, and the death certificate.  While the last 
may be relatively standardized, the will and appraisal(s) 
are not.


Moreover, all of these filings are subjected to an 
audit review, unlike the small proportion of Individual 
Tax Returns.  Such audits keep the return unavailable 
for considerable lengths of time.   Thus, the Statistics of 
Income studies must capture the return first and cannot 
wait for the entire population to become available; the 
sample must be selected as the returns are processed 
through the administrative pipeline.


The filing deadline for these documents is 9 months 
after the decedent’s death.  Extensions to this deadline 
are often required, because it takes time to locate some 
financial records, and for some assets to come to light.  
Since evaluating the effect of changes to the law is an 
objective, focus on a particular year of death means we 
must continue the selection over more than 2 years: the 
focus year and at least the following 15 months.


In practice, given the administrative environment, 
the minimum effective sampling period is 3 years.  The 
additional months arise from the cycle of updating the 
computer programs, where the latest versions are intro-
duced each January.


We want to use an electronic record in the sampling 
of these estates because, while selecting the returns as 
paper records ensures their retention for statistical pur-
poses, this direct approach is costly and difficult and 
limits stratification options.  The 1977 Study’s manually-
selected sample was limited to three strata, for example, 
and required considerable daily coordination with the ten 
national Service Centers where the returns were filed.


Yet the use of the computer records also gives rise 
to limitations.  Ignoring audit trail codes, tracking data, 


and name and address information, there were only 16 
amounts available in 1982, less than we can use today, 
but not by much.  Most of those, 13, were involved in 
the calculation of the tax liability.  This left a bare hand-
ful as possibly useful for sampling purposes, including 
some of the “code” fields.


Decedent’s Year of Death was available.  This was, 
and is, a tax-related field due to changes in the filing 
threshold; so, it was an administrative requirement.


For 1982, though, the Statistics of Income Division 
managed to convince the other interested parties within 
the Service that the age of the decedent could be useful.  
Rather than have a clerk calculate the age, though, the 
Service decided to include the Date of Birth.  Gender, 
which could have been an important stratifier, is not 
available.


	The Stratifiers 


Longitudinal studies in the sociology field have 
long noted that there are three effects to the group under 
observation: current events, time of life, and age cohort.  
We cannot easily address this last effect, that of the age 
cohort, at least not in the near future, because the obser-
vations on this group trickle in over such a long time.


We could address the aspect of current events’ effect 
by focusing on all the decedents in a single year.  “Cur-
rent events,” in this context, means not only the operation 
of economic conditions, but also the tax provisions then 
in force.  Years ending in 2, 6, or 9 were selected; so, the 
first focus year included in this review is 1982.


Likewise, we could address the “time of life” 
through the age of the decedent (since we have the dates 
for both birth and death).  This sociological concern 
has an economic component in the nature of financial 
holdings.  For example, middle-aged people are often 
counseled to focus their investment strategy on growth, 
while retirees frequently look to revenue- producing eq-
uities.  One tax consideration that arises is the unrealized 
capital gains included in the estate.  By considering the 
age of the decedent, then, we can improve the measures 
in the composition of estates.
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Age can also improve the reliability of the personal 
wealth estimates, which depend on this factor in the 
construction of the weighting classes.


Age and a focus year, though, would not aid in 
reducing the sampling error of the monetary estimates 
all that much, though.  For that, we needed a variable 
that was reasonably correlated with the key amounts of 
interest.  Given that this is a general sample to support 
ambiguous analysis (at the time of the design, anyway), 
that left Total Gross Estate as the monetary stratifier.


	Selection Method 


Since the selection process was computerized, we 
took advantage of a Bernoulli mechanism, the “Trans-
formed Taxpayer Identification Number,” used in se-
lecting other IRS Business Master File samples, such 
as for the Corporations and Partnership Studies (Harte, 
1986).  This permanent random number procedure was 
meant to improve the year-to-year estimates of change 
by increasing the likelihood of an entity being included 
in the sample in succeeding years.  Clearly, this is not 
an issue for Estates, but it did reduce the programming 
burden.


The selection probabilities were set within strata, 
with those records with a Transformed Taxpayer Iden-
tification Number below the designated probability 
selected for the sample.


In addition to that selection process, a 1-percent 
Continuous Work History Sample (CWHS) set of ending 
digits for the Social Security numbers was employed.  
We felt that, since some of the CWHS digits were in use 
for the Statistics of Income Individual Study, this might 
allow a greater overlap between the two studies. 


	Strata Boundaries


There are two sets of boundaries that need to be 
determined: age, and size of Gross Estate.  Fortunately, 
in the later case, our task was simplified by the adminis-
trative systems.  Each return was assigned a Gross Estate 
Code, manually, based on the size of the Estate.  At the 
time this design was first implemented, the value itself 
was not available.


Gross Estate Codes, shown in Figure 3 below, with 
a value of less than 6 were for returns below the filing 
threshold in 1982, and thus were not subjected to the 
Bernoulli sampling.  These smaller estates were filing 
for the record only, though we did sample them using 
the CWHS digits.


 


 


Determining the age groups was a more difficult 
problem.  The sample has to address two populations: the 
estates affected by the tax law and the living population 
for the Personal Wealth Estimates.  In addition, we made 
the assumption that the age distributions within the Gross 
Estate categories would have a significant impact; so, 
we planned separate age classes for the various Gross 
Estate Codes.  The reasoning was that, as age increases, 
the opportunity to accumulate wealth also increases.  
Thus, the median age for the smaller estates’ decedents 
would be less than that for larger estates.


The data we had available at that time were from 
the 1977 Estates Study, which as we noted above had 
but three strata based on the size of Gross Estate.  The 
estimates were tallied into 5-year bands.  As one might 
expect, given the nature of the population under con-
sideration, most of the low age-groups were empty of 
observations.


Over the years from 1977 to 1982, though, the num-
ber of estates in each category grew, even as the total 
number declined due to a rise in the filing threshold.  
This growth resulted from both inflation effects and the 
normal growth of the economy.


That growth adjustment only addresses the expected 
filing volume, not the population of interest.  To address 
this, we need a further adjustment to predict the popu-
lation of the living wealthy. That adjustment was the 
inverse of the mortality rate developed by the National 


Figure 3.--Defining the Gross Estate Code 
Size of Gross Estate Code


Under $300,000 1 - 5 
$300,000 under $500,000 6 
$500,000 under $1,000,000 7 
$1,000,000 under $5,000,000 8 
$5,000,000 or More 9 







- 179 -


origins of the estate anD PersonaL weaLth samPLe Design


Center for Health Statistics, NCHS (then, in 1980, the 
data were in a pamphlet; now, they are available on their 
Web site).


The main reason for using the estimated wealthy 
population instead of the expected filings of estate Tax 
Returns is that we wished to focus on the scarcity of 
“youthful decedents.”  This mortality- weighted set of 
estimates allowed us to determine, in effect, what age a 
“youthful decedent” might be.


We used the Dalenius-Hodges’ cumulative square 
root of the frequency method to find reasonable strata 
boundaries, with a goal of choosing five groups (Dale-
nius and Hodges, 1959).  In the end, a sixth was added 
because there were a fair number of cases where there 
was no age reported.  In later years, this “Age Unknown” 
group was folded into the highest- age category because 
research showed that these decedents actually were mem-
bers of that group, and the numbers became quite small.


While the strategy outlined above was applied to 
the estates within the focus year, some felt that, with 
appropriate “aging” of assets for decedents from other 
years, we might be able to create better Personal Wealth 
estimates.  Hence, as is seen in Table 1, some strata are 
reserved for “young,” nonfocus-year decedents.


The later sample design tables show this strategy 
was revisited after the first focus year, and the strata for 
nonfocus-year filings expanded, duplicating the strata 
outline of the focus year.  This revision reflected an 
increase in funding for this series of projects, as well as 
better meeting the need for data on the annual process-
ing operations.


	Sample Allocation


Weighted strata variances for the value of Gross Es-
tate (the value of all of an estate’s assets) were available 
from the prior 1977 study.  Since the data collection is 
from administrative records, without any costs related to 
contacting a taxpayer, we simply assumed that the costs 
were essentially the same regardless of the stratum.  The 
sample size was set at about 13,000 records per year.


Neyman Allocation (with a set sample size or 
otherwise) also requires a population estimate.  Since 
we are primarily interested in the effect of the tax law 
as it is applied in a given year, and that law has effects 
on the living as well as the estates, the appropriate 
population was the same as the one used to find the 
age-strata breaks.


For the initial 1982 study, we allocated sample to 
strata under the plan for sampling the returns over 3 
years, concentrating only on the year of death of the 
decedent, and ignoring the year of filing the adminis-
trative record.


Since the “Personal Wealth” population is more 
numerous than the Estates population, there were 
a lot of cases where the allocation prescribed more 
sample than there were expected estate filings.  Thus, 
the allocation was reiterated several times, removing 
the certainty strata each time, before the final design’s 
sample sizes were derived.


These sample sizes, when divided by the expected 
filing volumes, became the sampling probabilities used 
in the Bernoulli selection.  These are the sampling rates 
shown in Tables 1 through 5, below, exclusive of the 
CWHS sample selections.


As a result of the filing pattern, as in the example 
shown in Figure 4, only about 15 percent of the sample, 
or about 2,000 records, were to be designated in the 
first year of the study, and a similar amount in the final 
year of the set.


Figure 4.--Estates For Decedents 
Who Died During 2001 
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Starting with the 1986 Estates Study, while the al-
location of the sample to the focus year was set at the 
target 10,000 to 15,000 records, the difference between 
the expected sample size in any given filing year and 
the target was allocated to the nonfocus- year records 
within a filing year.  Thus, using 2005 as an example 
(Focus Year 2004), while the overall sample size is about 
10,000 records, about 3,000 were allocated to estates of 
decedents who died before 2004 or in 2005.


The allocation for nonfocus-year returns used 
the expected filing volume of returns, instead of the 
population of the wealthy used in the allocation for the 
focus-year strata.


	Changes--1986 to 2004


The initial design, in Table 1, shows the result of 
having age stratification dependent on the Gross Estate 
class.  Although we show a zero probability of selection 
for the “Under $300,000” Gross Estate classes and other 
strata, those records were subjected to the 1-percent 
CWHS selections.


For the 1986 version of the design, shown in Table 2, 
the age groups were made independent of Gross Estate 
and were replicated for the nonfocus- year decedents.  
This also resulted in new age boundaries.


(Note, in this table and in subsequent ones, we will 
not show the classes that fall below the filing threshold 
due to space constraints.  We used red to highlight the 
changes as well. )


The 1989 edition of the design, Table 3, also shows 
only a minor change: the introduction of an age group 
“65 under 75.”


The next significant change arose for the 1992 
study (Table 4).  Here, we were finally able to replace 
the Gross Estate Code with the actual amount and thus 
expand the stratification.  This design outline stood for 
about a decade.


The anticipated changes to the Estate Tax Law in 
2001 left the design, Table 5, in some question.  As a 
result, instead of planning to select the earliest filings 


for the Focus Year (2001 decedents) at the same rates 
as filings in later years, we planned on the initial year’s 
sample to support estimation by itself.  The focus-year 
pattern was also amended; so, the Statistics of Income 
studies will coincide with the Federal Reserve Board’s 
Survey of Consumer Finance.


As of this writing, the tax law is still subject to 
change, but at least one update, having the strata bound-
aries match the filing thresholds, is planned for 2007.


	Future Research


The current trend for the tax law suggests that, in a 
few years, we will be canvassing the entire population, 
and, under some legislation, this part of the tax code 
would expire.  However, at some future time, there may 
again be reason to sample a successor tax return, for one 
lesson from history is certainly that the Estate Tax may 
someday be revived.  We hope that, should that arise, this 
paper might be of some help to that future statistician.


One more immediate issue that the Estates and 
Personal Wealth studies have is that the original filings 
on which they are based may be prone to errors in the 
reporting, and especially underreporting of financial 
assets.  When such problems are discovered, the ex-
ecutor or lawyer will file amended returns.  While such 
amendments are possible with other types of tax filings, 
because the sole person knowledgeable about the various 
holdings for an estate has passed away, it may be that the 
effect would be more serious.  At this time, we simply 
do not have the data to examine this issue.


However, we are starting to accumulate a database 
that might permit such research in a few years.
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Table 1.--Strata and Selection Probabilities, 1982 


 Size of Gross Estate 
(Based on Gross Estate Code) 


Age 
of


Decedent 


Under 
$300,000 


$300,000 under 
$500,000 


$500,000 under 
$1,000,000 


$1,000,000 under 
$5,000,000 


$5,000,000 or 
More 


Decedent Died in 1982 
Under 45 1.00 1.00 


45 under 55 0.50 
55 under 60 1.00 


60 under 70 0.35 0.50 
70 or Older 0.10 0.25 
Unknown 


0


0.10 0.25 


1.00 1.00 


Decedent Died in a Year Other Than 1982 
Under 45 0 1.00 1.00 1.00 1.00 


45 or Older, or 
Unknown 0 0 0 0 1.00 


Table 2.--Strata and Selection Probabilities, 1986 
Size of Gross Estate 


(Based on Gross Estate Code) 


Age of 
Decedent


$500,000 
under


$1,000,000 


$1,000,000 
under


$5,000,000 


$5,000,000 
or More 


Decedent Died in 1986 
Under 40 1.00 1.00 1.00 


40 under 50 1.00 1.00 1.00 
50 under 65 0.35 1.00 1.00 
65 or Older, 
or Unknown 0.07 0.50 1.00 


Decedent Died in a Year Other Than 1986


Under 40 1.00 1.00 1.00 
40 under 50 0.25 0.35 1.00 
50 under 65 0.04 0.50 1.00 
65 or Older, 
or Unknown 0.01 0.01 1.00 


Table 3.--Strata and Selection Probabilities, 1989 
Size of Gross Estate 


(Based on Gross Estate Code) 


Age of 
Decedent


$500,000 
under


$1,000,000 


$1,000,000 
under


$5,000,000 


$5,000,000 
or More 


Decedent Died in 1989 
Under 40 1.00 1.00 1.00 
40 under 50 1.00 1.00 1.00 
50 under 65 0.50 1.00 1.00 
65 under 75 0.12 0.50 1.00 
75 or Older, 
or Unknown 0.12 0.50 1.00 


Decedent Died in a Year Other Than 1989


Under 40 1.00 1.00 1.00 
40 under 50 0.25 0.35 1.00 
50 under 65 0.05 0.06 1.00 
65 under 75 0.03 0.05 1.00 
75 or Older, 
or Unknown 0.03 0.05 1.00 
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Table 4.--Strata and Selection Probabilities, 1992 


 Size of Gross Estate 


Age of 
Decedent


$600,000 under 
$1,000,000 


$1,000,000 
under


$2,000,000 


$2,000,000 
under


$5,000,000 


$5,000,000 
under


$10,000,000 


$10,000,000 or 
More


Decedent Died in 1992
Under 40 1.00 1.00 1.00 1.00 1.00 


40 under 50 1.00 1.00 1.00 1.00 1.00 
50 under 65 0.22 0.44 1.00 1.00 1.00 
65 under 75 0.10 0.20 0.40 1.00 1.00 


75 or Older, or 
Unknown 0.03 0.06 0.18 1.00 1.00 


Decedent Died in a Year Other Than 1992 
Under 40 1.00 1.00 1.00 1.00 1.00 


40 under 50 0.15 0.20 1.00 1.00 1.00 
50 under 65 0.06 0.11 0.33 1.00 1.00 
65 under 75 0.06 0.11 0.33 0.45 1.00 


75 or Older, or 
Unknown 0.03 0.05 0.16 0.22 1.00 


Table 5.--Strata and Selection Probabilities, 2001 
 Age of Decedent 


Size of Gross Estate Under 40 40 under 50 50 under 65 65 or Older 


Decedent Died in 2001 


$675,000 Under $1,000,000 1.00 1.00 1.00 0.13 


$1,000,000 under $1,500,000 1.00 1.00 1.00 0.20 


$1,500,000 under $2,000,000 1.00 1.00 1.00 0.20 


$2,000,000 under $3,000,000 1.00 1.00 1.00 0.40 


$3,000,000 under $5,000,000 1.00 1.00 1.00 0.80 


$5,000,000 under $10,000,000 1.00 1.00 1.00 1.00 


$10,000,000 or More 1.00 1.00 1.00 1.00 


Decedent Died in a Year Other Than 2001 


Under $1,000,000 1.00 0.01 0.01 0.01 


$1,000,000 under $1,500,000 1.00 0.01 0.01 0.01 


$1,500,000 under $2,000,000 1.00 0.01 0.01 0.01 


$2,000,000 under $3,000,000 1.00 0.02 0.02 0.02 


$3,000,000 under $5,000,000 1.00 0.04 0.04 0.04 


$5,000,000 under $10,000,000 1.00 0.11 0.11 0.11 


$10,000,000 or More 1.00 1.00 1.00 1.00 
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Tying Web Site Performance to Mission 
Achievement in the Federal Government


Diane M. Milleville, Internal Revenue Service


A s the World Wide Web (WWW) continues to 
expand, both in size and in how it is accessed, 
so does the Federal Government’s dependence 


on it as a gateway for reaching the American public, 
who increasingly rely on the Web to obtain informa-
tion.  The role of the WWW in how Federal agencies 
interact with their customers has changed dramatically 
over the years.  Federal Web sites are fairly extensive, 
containing a wealth of information targeted to a vari-
ety of audiences.


While agencies have been utilizing the Web to 
disseminate information for years, little, in compari-
son, has been done to understand and evaluate how 
effective these Web sites are when it comes to agency 
mission achievement.  However, with the costs associ-
ated with Federal Web sites, it is imperative that each 
agency ensure that its Web site makes a meaningful 
contribution toward achieving its mission.  


As with most things, that is easier said than 
done.  The Government placed greater emphasis on 
this task, having issued an assortment of documents 
that each addresses the topic in different ways, but 
did not develop a concise guide to address the most 
important aspects of mission achievement assess-
ment and how Webmasters can apply it to their own 
sites, leaving this undertaking largely undefined and 
Webmasters at a loss of direction.  In an effort to help 
Webmasters with various tasks, the Web Manager’s 
Advisory Council, a group of Web managers from all 
areas of the Federal Government, created task groups 
to develop guidance that contained as much detail as 
possible, while remaining general enough to apply to 
any Federal site.  


Among these task groups was the Performance 
Measures and Mission Achievement (PMMA) task 


group [1], which developed a detailed single-source 
guide to show how a Web site contributes to mis-
sion achievement [2].  The guide condenses the vast 
amount of information on this topic into a step-by-step 
process to show mission achievement through Web 
site performance, while also meeting Government per-
formance measure commitments.  It was designed for 
both Web managers who are more advanced in their 
efforts, as well as for managers who are just beginning 
the process.  Following the guide, every Federal Web 
manager should be able to demonstrate how their re-
spective Web sites contribute to their agency’s missions.


Performance Measurement as a   
 Requirement


General performance measures are not new to the 
Federal Government.  Since the early 90s, various 
Government initiatives have emphasized the impor-
tance of measuring performance of Federal programs.  
Each initiative addresses performance measures in 
a slightly different manner.  Some added additional 
requirements, building on previous initiatives and im-
proving areas that were lacking, while others reinvent-
ed the idea of Government performance measurement.  
But each edict has one thing in common: holding 
Federal programs accountable to the American public.


In 1993, the Government Performance and Results 
Act mandated that Federal performance be measured 
and results reported publicly, in an effort to make all 
agencies accountable to the American public.  This 
Act, which is considered to be the most significant 
advance in bringing accountability to Government 
programs [3], mandated that Federal performance be 
measured and results be reported publicly.
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Since 1993, the Federal Government has added 
additional requirements, which have built upon the 
Government Performance and Results Act.  This in-
cludes the Program Assessment Rating Tool (PART), 
which was introduced in the Fiscal Year 2004 budget.  
PART assesses a program’s effectiveness and demands 
that Federal programs show results in order to earn 
financial support.  The Office of Management and 
Budget Circular A-130, Management’s Responsibility 
for Internal Controls, called for the institution of per-
formance measures that monitor actual performance as 
compared to expected results.


There is no lack of information when it comes 
to what agencies need to evaluate.  The problem is 
that the Federal Government does not provide much 
guidance in terms of how agencies can evaluate their 
programs.  This is especially true for measuring Web 
site effectiveness.


How To Show Mission Achievement


Determining how to show mission achievement 
through Web site performance is not easy, especially 
with the lack of guidance available.  Web managers 
are familiar with common Web performance metrics 
that cover visitor traffic (including visits and page 
views).  And while such information is valuable, these 
types of broad measures alone cannot be used to dem-
onstrate mission achievement.


Before a Web site manager begins this process, he 
or she should understand that not all aspects of a Fed-
eral Web site must demonstrate mission achievement.  
It is acceptable to provide features on a Web site that 
do not relate to an agency’s mission. 


Another thing to keep in mind is that agencies do 
not need an extensive amount of metrics in order to 
show mission achievement.  Well-developed, quality 
metrics will provide much more valuable information 
than a report full of every metric the manager could 
think of.


Since there is much to consider before jump-
ing into actual performance metrics, the PMMA task 
group decided that the easiest way to prove mission 





achievement is to break the process up into steps.   
These steps are:


•	 Review and understand agency mission               
statement;


•	 Identify mission categories;


•	 Identify related business models;


•	 Map existing Web services to business             
models; and


•	 Develop metrics that compliment business 
models.


Each step leads into the next.  By working through 
each step, Web managers will be able to determine 
which aspects of the site are most important and will 
be able to match metrics to these specific areas.


Step 1—Understand Mission   
 Statement 


The key to showing mission achievement is to 
first have a comprehensive understanding of the 
agency mission statement.  It is important to note that, 
although the topic here is “mission achievement,” the 
goals and purpose of an agency are not solely detailed 
within the agency’s mission.  Other important docu-
ments covering strategic planning and vision also 
contain pertinent information about an agency and 
should be included in this process.  The Web manager 
should review these documents and highlight words 
and phrases that are most important to the agency.


Example: To show that IRS.gov contributes to 
IRS mission achievement, the Web manager should 
gather the IRS mission statement, vision, and goals, as 
well as any other important documents or publications 
containing information on IRS goals.  By reviewing 
these documents, the Web manager would see that 
the IRS focuses on educating taxpayers about their 
tax obligations, ensuring that all taxpayers pay their 
fair share of taxes and that the agency concentrates on 
minimizing the amount it spends when collecting tax 
payments [4].  Key topics from this step are “educa-
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tion,” “compliance,” and “fiscal performance and cost 
containment.”


Step 2—Identify Mission Categories


Since the number of topics from the mission state-
ment and supporting documents can be quite large, 
the PMMA task group decided to group topics into 
mission categories to help generalize the process for 
all Federal agencies.  The mission categories are based 
on the “modes of delivery” as described in the Federal 
Enterprise Architecture’s Business Reference Model 
[5].  The “modes of delivery” detail the different ways 
in which the Government carries out its purpose.  This 
organization lends itself easily to the categorization of 
mission statements.


The modes are divided into two areas: Government 
service delivery and financial vehicles.  Government 
service delivery modes involve how agencies provide 
services to citizens, while financial vehicle modes 
involve monetary transactions.  Categories of Gov-
ernment service delivery modes are: knowledge and 
creation management; public goods creation and man-
agement; regulatory compliance and enforcement; and 
direct services for citizens.  Financial vehicle modes 
include: Federal finance assistance; credit and insur-
ance; and transfers to States and local governments.


Example: The IRS Web manager identified three 
topics in step one.  By referring to the guidance pro-
vided on mission categories, he or she would be able 
to map each of the three topics identified to a specific 
mission category.  The topics match as follows:





Step 3—Identify Business Models


Each mission category relates to various business 
models.  The PMMA task group created a matrix that 
allows Web managers to easily map mission catego-
ries to the business models with which they are most 
often associated.  The matrix also indicates how often 
each model is used to support a mission category (in-
dicated by: H-High, M-Medium, L-Low).  


It is important to note that some mission catego-
ries may share the same business models.  When this 
happens, the Web manager should pay special atten-
tion to the models that are repeated, since those are 
the ones most relevant to the agency’s mission.  The 
Web manager does not need to use all business models 
identified in this step.  He or she should use the fre-
quency of use indicators to decide where to start.  


For certain agencies, business models that are 
used infrequently among Federal agencies may be 
more relevant than ones that are marked with medium 
or high.  In this case, the Web manager should focus 
on the more appropriate model, regardless of general 
usage frequency.


Example: The three mission categories identified 
in the previous step relate to eight different business 
models: interactive tools, targeted education, e-com-
merce, reduce costs, recruitment, nonfinancial trans-
actions, print forms available, and news/information.   
With so many models, the Web manager may feel 
overwhelmed and unsure where he or she should start.  
Within this list though, three models appear multiple 
times: targeted education (3), interactive tools (2), and 
e-commerce (2).  Since these occur multiple times, the 
Web manager should focus on these three models, at 
least at the beginning of the process.  Then, if the Web 
manager wants to explore more options, he or she can 
return to the full list.


Step 4—Match Web Services to   
 Business Models


Once the Web manager has identified the business 
models on which he or she should focus, the next step 
is to evaluate existing Web site services and determine 
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which services complement each business model.  
These services will be the ones that the agency evalu-
ates, using results to show how the site contributes to 
mission achievement.  Web service types can include 
general information, publications and forms available 
for download, and customized tools designed to help 
the customer obtain specific information, among oth-
ers.  As previously stated, not all services on the Web 
site will directly support the agency’s mission.


Example:  The IRS.gov Web manager should 
focus on each model separately.  Beginning with tar-
geted education, he or she should compile a list of all 
items or areas of the site that are related to educating 
taxpayers.  This can include providing electronic ver-
sions of forms, publications, and instructions online, 
as well as tax tips.


For interactive tools, the manager should deter-
mine what, if any, tools are on IRS.gov.  Current inter-
active tools include: withholding calculator, alterna-
tive minimum tax assistant, and the refund status tool.


Finally, there is e-commerce.  IRS does not cur-
rently engage in e-commerce activities on its Web site.  
However, it does provide access to e-file partners and 
free file alliance companies; hence, the site encour-
ages e-commerce.  And this type of activity enhances 
the IRS’s ability to collect tax revenue.  Therefore, 
the IRS Web manager should evaluate how the site is 
impacting tax collection.


Step 5—Select Appropriate   
 Performance Metrics


Now that the Web manager has made it through 
the first four steps, he or she is ready and prepared 
to start thinking about performance measures.  Hav-
ing completed the other steps in the process, the Web 
manager will be more familiar with the agency’s over-
all mission and goals and will be able to more easily 
identify metrics that will show mission achievement.


The PMMA task group recommends that Web 
managers use Victor Basili’s Goal Question Metric 
approach.  Using this method, the manager first sets 
a goal for each model and then derives questions for 





each goal.  Finally, he or she will develop metrics 
for each question (most likely, there will be multiple 
metrics used to answer one question).


Once the manager has a metric in mind, he or she 
should ask the following two questions:  1) What will 
be done with this information? and 2) What kind of 
action will be taken based on this information?  If the 
answer is “nothing” or “none,” the metric is not worth 
tracking.  It is important that the information collected 
be of value to the organization.  If it is not, a different 
measure should be selected instead.


After a metric is selected, time must be spent to 
define the metric—what it covers, what should be col-
lected and how, and what do the results mean.  All of 
this should be done prior to implementation; however, 
it may be necessary to collect some information for a 
baseline before the agency can define results.


Example: Targeted Education


Goal: Reduce costs as a result of providing educa-
tional and instructional materials online.


Question: How do the costs for providing targeted 
education online compare with other materials?


Metric: The amount of money saved by not mailing 
hard-copy information.


Things	to	consider: Which materials should be 
included in this measure?  How much would it cost to 
send out each of the materials in this measure?


Data	to	collect: The number of downloads per each 
type included.


Savings: For each material, the cost of mailing the 
item multiplied by the number of downloads associ-
ated with each item.


Example: Interactive Tools


Goal: Reduce costs of processing paper versions by 
providing online tools for frequently requested items.







- 75 -


Tying Web SiTe PerforMance To MiSSion achieveMenT


Question: How much money is saved by customers 
using online tools instead of filing paper requests?


Metric: The amount of money saved by customers us-
ing online tools as compared to using paper versions.


Things	to	consider: Which tools should be included 
in this measure?  How much would it cost to process 
hard copies of the items included in this measure?


Data	to	collect: The number of completed transac-
tions per each tool included.


Savings: For the number of times each tool was used, 
multiply the cost of the online tool and the cost of 
processing hard copies, separately.  Calculate the dif-
ference.


Example: E-commerce


Goal: Streamline and reduce the costs of the collec-
tion of tax returns through increased use of e-file.


Question: What are the direct cost savings from pro-
cessing electronic returns?


Metric: The amount of money saved by processing an 
e-file return instead of a paper return.


Things	to	consider: What aspects are involved in 
processing both e-file and paper returns?  How much 
does it cost to process a print return?  How much does 
it cost to process an e-file return?


Data	to	collect: The number of e-filed returns.


Savings: For the number of returns e-filed, multiply 
the cost of processing a paper return and an e-filed 
return, separately.  Calculate the difference.


Next Steps


The process is not complete once the Web man-
ager has selected metrics related to agency-specific 
goals.  Although selecting these metrics was the as-
signed task, there are several other things that should 
be considered.  First, all terms associated with each 
metric must be clearly defined.  These definitions 





should be agreed upon and deemed official.  This is 
key because loosely defined terms may lead to misin-
terpretation.


Limitations for each metric should be identified 
and clearly explained.  If a Web manager does not 
fully understand the limitations associated with each 
metric, the reported result may not be accurate, and 
misinterpretation will most likely occur.  While some 
limitations may have a small impact on data, oth-
ers may contribute to an agency’s inability to collect 
certain data.


Cookie usage is one of the most pressing limita-
tions for Federal Web sites.  A cookie is a small text 
file placed on a customer’s computer hard drive by a 
Web server.  This file allows the Web server to iden-
tify individual computers—permitting a company to 
recognize returning users, track online purchases, or 
maintain and serve customized Web pages.


There are two types of cookies that can be used on 
a site: session cookies and persistent cookies.  Ses-
sion cookies have a short life-span; they are placed on 
the user’s computer when he or she lands on the site 
and expire shortly after the visit concludes.  Persistent 
cookies remain on the customer’s computer for much 
longer.  The length of time is defined by the Web site, 
but could be 30 or more years.


The Federal Government generally prohibits the 
use of persistent cookies on all Government Web 
sites.  Federal agencies may be granted permission 
to use persistent cookies on their Web sites if they 
can demonstrate: “a compelling need to gather site 
user data; ensure appropriate and publicly disclosed 
privacy safeguards for handling site data, as well as 
information collected through cookies; and obtain 
personal approval by the agency head [6].”  While the 
first two requirements are relatively easy to demon-
strate, the third one is not easy to obtain.  Within the 
Federal Government, there is a negative connotation 
associated with any cookie use, which makes it almost 
impossible to acquire personal approval for cookie 
usage from the head of an agency.  Without persistent 
cookies, Federal agencies cannot collect certain data 
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for metrics, including visit frequency, unique visitors, 
and first-time versus repeat visitors, among others.


Next, the Web manager should determine how 
often data for each metric should be collected.  Some-
times, it will make sense to assess metrics monthly, 
while other metrics may only need to be assessed on a 
quarterly or yearly basis.  For some metrics, it may be 
useful to collect data for a few different timeframes.  
This type of analysis may show different trends, or it 
may help determine what drives a certain trend.


Prior to data collection implementation, the 
agency should determine what will be done if a metric 
shows negative results.  It is important to determine 
the consequences for poor performance early on, 
instead of putting it off until it occurs.  Establishing 
a plan for how to handle negative results will help 
an agency quickly respond to (and hopefully recover 
from) poor performance results.


The Education Process


With the implementation of any new program, 
there should also be an education process.  Educa-
tion of both employees who work on the Web site and 
management who will use the results to make deci-
sions or present the information to others is essential 
when it comes to Web site performance metrics.  
Many people assume they know what the differ-
ent metrics mean, but they often do not have a good 
understanding of the terms, associated limitations, or 
interpretation issues that may exist.


“Web hits” are a prime example of why educa-
tion is important. Many people do not know what a 
Web hit is.  They assume that it is the leading metric 
that shows how many people come to a site in a given 
timeframe.  What they do not realize is that hits and 
visits are not synonymous.  A hit is any element called 
by a Web browser when requesting a Web page.  This 
includes images, animation, audio, video, downloads, 
documents, and the page itself, among other items.  
One single page may produce 30 or more hits each 
time it is requested.  It turns out that this inflated 





number has no significant use outside of showing the 
Web manager what the server workload is like during 
a given timeframe.


When developing metrics, it is of the utmost im-
portance to spend time educating everyone who will 
be using the information.  This process is essential 
because misreported or misinterpreted data may lead 
to poor decisions, and will highlight a lack of under-
standing among the agency.


Developing a Report


Results from selected metrics should not be 
reported individually, but instead in a comprehensive 
report.  The type of report is up to the agency.  The 
report could be a single page, a detailed report that 
includes charts and graphs, a dashboard-style report, a 
balanced scorecard-style report, or any other style that 
matches the information presented.  Incorporating all 
Web site performance metrics into one report will help 
the audience see the global view of the Web site and 
how each aspect contributes to mission achievement.


It is always important to keep the audience in 
mind when deciding on the report style.  It may be 
necessary to develop a few different reports, each 
tailored to a different audience.  For example, agency 
executives who need this information may want a 
short report, perhaps a dashboard, while the Web man-
ager will most likely want as much detail as possible, 
requiring a very different report.


In any and all reports, data reported should be 
presented in a simple and clear manner.  Graphics and 
charts that are used in reports should be carefully con-
sidered; while some graphics look visually interesting, 
they may not truly reflect the results and may mislead 
the audience, which could lead to poor decisionmaking.


In addition to the results, the report should also 
include a statement of intent, definitions for all metrics 
and associated terms, and explanations of all data 
collection and interpretation limitations.  Someone 
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changes, the performance metrics should change to ac-
commodate the new focus.  Web managers should also 
examine the metrics on an annual basis to determine if 
the information derived from the metrics is what was 
originally intended.  This will certify that statements 
included in performance reports are accurate.


By developing performance metrics that demon-
strate mission achievement, agencies will not only be 
able to assess the resources spent on Web sites, but 
will also prove themselves financially responsible to 
the American public.  In turn, this information will 
help raise the public’s confidence in the Federal Gov-
ernment as a whole.


Endnotes


[1]  The PMMA task group is an interagency group 
created by the Web Managers Advisory Council.


[2]  The full guide is available on the First Gov Web 
site:  http://www.firstgov.gov/webcontent/improv-
ing/evaluating/mission.shtml


[3]  Budget of The United States Government, Fiscal 
Year 2004.  Section: Rating the Performance of 
Federal Programs.  Available:  http://www.white-
house.gov/omb/budget/fy2004/performance.html


[4]  Department of Treasury (2005), Internal Revenue 
Service 2005 Data Book, Table 31. Available:  
http://www.irs.gov/pub/irs-soi/05db31ps.xls


[5]  FY07 Budget Formulation FEA Consolidated Ref-
erence Model Document (May 2005).  Available: 
http://www.whitehouse.gov/omb/egov/documents/
CRM.PDF


[6]  Office of Management and Budget (2000), “Cook-
ies Letter.” Available:  http://www.whitehouse.
gov/omb/inforeg/cookies_letter90500.html





who fully understands the metrics should also provide 
some analysis of the results to help with interpreta-
tion.  These additional areas will help reinforce the 
education initially provided and will help ensure that 
decisions and actions taken based on the information 
in the report will be appropriate to the results shown.


Conclusions


Although the idea of linking Web site perfor-
mance measures to mission achievement sounds 
daunting, breaking the process into steps makes the 
task more straightforward.  Each step also builds the 
Web manager’s understanding of how the Web site 
relates to the agency’s mission; this will help the Web 
manager select the best metrics possible.


When it comes to showing mission achievement 
through performance measures, there is much more in-
volved than just selecting metrics and collecting data.  
Agencies must thoroughly understand the metrics they 
select, the data collection method they use, and any 
(and all) data collection and interpretation limitations 
that exist.  In addition, the agency should spend time 
educating end users of the results; everyone should 
understand what can and cannot be determined from 
the information collected.


Education is, and should be, a permanent part of 
this process.  After an initial explanation of the select-
ed performance measures package, the agency should 
continue to remind users of definitions, limitations, 
and interpretation issues by including explanations 
in all reports produced.  This is the best safeguard 
in ensuring that results will not be misinterpreted or 
misused.


Finally, agencies should continuously evaluate and 
reevaluate performance metrics.  If the agency’s focus 
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A Cluster Analysis Approach To Describing Tax Data


Brian G. Raub and William W. Chen, Internal Revenue Service  


The Statistics of Income (SOI) Division of the 
Internal Revenue Service (IRS) produces data 
using information reported on tax returns.  These 


administrative data are used by the Department of the 
Treasury, the Joint Committee on Taxation, and various 
Federal statistical agencies and are disseminated to the 
public via the World Wide Web and publications such 
as the SOI Bulletin.  The Corporate Foreign Tax Credit 
(CFTC) study is in many ways typical of SOI studies.  
Data are collected from tax forms (in this case Form 
1118) by SOI field staff and are subjected to error reso-
lution by analysts at National Headquarters.  The error-
resolved data are used to create statistical tables that are 
published annually with descriptive text and technical 
notes.  These statistical tables display selected aggregate 
fields from Form 1118 by industry, type of income, and 
country to which foreign taxes were paid.  


The present paper will describe a population of 
Form 1118 filers using cluster analysis, with the goal of 
identifying alternative ways of organizing and analyzing 
tax data.  A second goal is to identify new insights about 
this population of filers.  


 Background


The Corporate Foreign Tax Credit is claimed by 
U.S. multinational firms to offset some or all of their 
taxes paid to foreign countries.  Under U.S. tax law, 
U.S. corporations are taxed on income earned both in 
the U.S. and in foreign countries.  Income earned in 
foreign countries may also be subject to taxation by the 
authorities in those foreign countries, resulting in double 
taxation.  The foreign tax credit was adopted to alleviate 
this problem.  


To claim the foreign tax credit, U.S. corporations 
file Form 1118, Foreign Tax Credit‑‑Corporations.  On 
this form, taxpayers report their incomes within broad 
categories such as interest, dividends, services, rents, 
and other. Deductions and tax liability are also reported.  


Further, taxpayers are required to report these items 
detailed by country.  


For 2001, taxpayers were required to segregate their 
incomes, deductions, and taxes into several limitation 
categories, or “baskets,” such as the Passive Income bas-
ket or the General Limitation Income basket.  A separate 
foreign tax credit was calculated for each basket, with 
the total foreign tax credit being the sum of the separate 
foreign tax credits from each basket.  The purpose of 
this provision and related limitations was to prevent 
taxpayers from using foreign tax credits to offset taxes 
on U.S.-source income, thus denying the United States 
tax revenues due on income earned domestically.


For Tax Year 2001, U.S. corporations claimed a 
combined $41.1 billion in foreign tax credits.  This was 
the single largest type of tax credit, accounting for 86.7 
percent of all credits claimed by corporations in that 
tax year.  This credit is elective, meaning that, if the 
taxpayer chooses to take the credit, no deductions for 
those foreign taxes are available.  A majority of taxpayers 
decide to take the credit, since it offsets the U.S. income 
tax dollar for dollar, unlike a deduction, which may only 
offset every dollar of U.S. tax by the percentage of the 
tax rate [1].  


 Data Description


The 2001 CFTC study is based on a stratified, 
weighted sample of corporation income tax returns 
with a foreign tax credit that were included in the 2001 
SOI sample of returns with accounting periods ending 
between July 2001 and June 2002.  These returns were 
selected after administrative processing but prior to any 
amendments or audit examination.  The corporate tax 
return forms included in this sample were Forms 1120, 
1120S, 1120-L, 1120-PC, 1120-REIT, and 1120-RIC.  


The 2001 CFTC data sets contain 2,563 returns 
claiming foreign tax credits.  These returns are weighted 
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up to a population estimate of 5,478 returns.  For the 
present paper, we used a “defined population” approach 
by including only those returns with a sample weight of 
1.  This defined population of 1,075 returns accounted 
for an estimated 98.3 percent of the total foreign credit 
claimed on all returns for 2001.  


 Cluster Analysis


Cluster analysis, or clustering, refers to a set of 
mathematical techniques for sorting observed data into 
groups so as to maximize the similarity of observations 
within the same group and minimize the similarity of 
observations across different groups.  These techniques 
can be used to discover associations and structures within 
a data set that may not have been known. Cluster analysis 
has been widely used in the biological and social sciences 
to help define classification schemes or taxonomies.  It 
has also been used to suggest new ways of describing a 
population in business and marketing applications.  


Cluster analysis techniques can be broadly separated 
into two approaches, hierarchical and nonhierarchical.  
The hierarchical approach builds clusters of successively 
larger size using some measure of similarity or distance.  
Typical algorithms used in this approach include single 
linkage (nearest neighbor), complete linkage (furthest 
neighbor), and Ward’s Method, which minimizes the 
mean square distance between the center of a cluster and 
each member.  Nonhierarchical clustering approaches 
also exist, including the K-means method.  


For the present data set, we chose hierarchical clus-
tering since this set of techniques is available in SAS’s 
PROC CLUSTER.  We clustered a sample of our data 
set using each of the 11 methods available in SAS and 
ultimately selected Ward’s Method for two main reasons.  
First is the efficiency of this method, useful given the 
relatively large number of observations (1,075) and 
clustering variables (9). Second is the tendency of this 
method to create clusters of relatively equal size. We 
noted a strong tendency for other clustering algorithms 
to create clusters with very few observations.   Although 
the existence of these outliers may be an interesting 
outcome in a subject-matter sense, allowing very small 
clusters could create a disclosure problem [2]. 


In Ward’s Method, the distance between two clusters 
is defined as


DKL = distance between clusters CK and CL


DKL =  


where 


CK =  Kth cluster, subset of {1,2,…,n}


 xi =  ith observation


NK = number of observations in Ck


XK  = mean vector for cluster CK


x   = Euclidian length of the vector x , that is, the 
sum of the squares of the elements of x .


If the distance between observations x and y ,d(x,y)=   
2/2yx − , then the combinatorial formula is


DJM = (NJ  + NK )DK + (NJ + NL )DJL ‑ NJDKJ )/


(NJ + JM ) 


The distance between two clusters is the ANOVA 
sum of squares between the two clusters added up over all 
the variables.   At each generation, the within-cluster sum 
of squares is minimized over all partitions obtainable by 
merging two clusters from the previous generation [3]. 


To define our clustering variables, we started by 
considering the main variables in the CFTC study data 
sets:  selected data from Form 1120; gross income and 
deduction items from Form 1118, Schedule A; foreign 
tax items from Schedule B, Part I; and foreign tax credit 
computation items from Schedule B, Parts II and III.  The 
first variable of interest that we identified was the total 
foreign tax credit, which is calculated on Form 1118, 
Schedule B, Part III and carried over to Form 1120.  
One concern that we identified immediately is that the 
total foreign tax credit amount varies significantly by 
corporation and is strongly correlated to the overall size 
of the corporation.  Therefore, clustering on this variable 


)/1/1/(
2
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in its original form would tend to create clusters based 
primarily on the size of the corporation.  This clustering 
would add little to our current knowledge of the filer 
population and would likely fail to capture relationships 
between other clustering variables.  To overcome this 
limitation, we standardized this variable by taking the 
ratio of the total foreign tax credit to the corporation’s 
income tax liability.  


Since the types of income, deductions, and taxes re-
ported by taxpayers are important elements of the CFTC 
study, we chose to use a set of variables that capture these 
elements.  As deductions and taxes for each income type 
are closely correlated with the gross income for that type, 
we decided that including deduction and tax variables in 
our clustering would add little value.  Thus, we focused 
only on gross income for each type--dividends, interest, 
rents, services, and other.  We also standardized each of 
the gross income variables into a ratio by dividing the 
total for each type of gross income by the total gross 
income for the corporation. These ratios became five of 
our clustering variables.


The final data element of the CFTC data set that we 
used in our cluster analysis was foreign-source coun-
try of the gross income reported by each corporation. 
Defining clustering elements based on country proved 
to be somewhat challenging, however, since there are 
over 300 countries in our system, and it was necessary 
to limit the number of clustering variables for the sake 
of efficiency.  Ultimately, we decided to create variables 
for the top three countries as defined by amount of total 
gross income.  These three countries, Canada, Japan, and 
the United Kingdom, combined for 32.6 percent of the 
total gross income reported by the firms in our defined 
population.  The corresponding clustering variables were 
defined as the ratio of gross income allocated to each 
country to the total amount of gross income for each 
company.  Figure 1 summarizes the clustering variables 
by description and the names we assigned. 


Determining the number of clusters to be used in this 
cluster analysis was largely a heuristic process.   


Figure 1.--Clustering Variables


Variable Name Variable Description 


FTC Foreign tax credit divided by 
income tax liability 


Dividends Dividend income divided by total 
gross income 


Interest Interest income divided by total 
gross income 


Rents  Rents income divided by total 
gross income 


Services Services income divided by total 
gross income 


Other Other income divided by total 
gross income 


UK UK-source income divided by total 
gross income 


Japan Japan-source income divided by 
total gross income 


Canada Canada-source income divided by 
total gross income 


Cluster Number of 
Observations 


High Dividend Firms 295 
Low CFTC/Other Income Firms 201 
Interest/Service Firms 367 
High CFTC/Manufacturing Firms 208 


From a subject-matter standpoint, we began with the 
assumption that it made sense to look for at least three 
clusters but that more than eight clusters would become 
cumbersome and provide less valuable insight into our 
defined population.  After considering the output from 
these options, we concluded that viewing our data in 
four clusters provided the most insight into our data and 
could be described most effectively.  We named these 
clusters “High Dividend Firms,” “Low CFTC/Other 
Income Firms,” “Interest/ Service Firms,” and “High 
CFTC/Manufacturing Firms.”


 Clustering Results


Figure 2 displays the number of observations in 
each cluster.


Figure 2. --Cluster Summary
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The relative similarity in the number of observations 
in each cluster is consistent with our choice of Ward’s 
Method for our clustering algorithm, while the absence 
of very small clusters serves our requirement of protect-
ing taxpayer confidentiality.  


In comparing the makeup of the four clusters below, 
we will use the average of each variable for the firms in 
the respective cluster, expressed as a percentage rather 
than a pure ratio for ease of use.   


The “High Dividend Firms” cluster is summarized 
in Figure 3.  Dividends is the dominant income vari-
able with an average of 72.0 percent, while the average 
Interest, Rents, and Services are all below 5.0 percent.  
The average FTC for “High Dividend Firms” is 16.7 
percent, below the overall average of 32.4 percent for 
companies in our defined population.  The UK variable 
has the highest average value among the four clusters 
at 15.4 percent, while the average Japan variable is the 
lowest among the clusters at 0.9 percent.


Figure 3.--“High Dividend Firms” Summary


Variable Average Percentage Value 
FTC  16.7 


Dividends 72.0 
Interest 3.1 
Rents 4.7 


Services 1.6 
Other 6.7 
UK 15.4 


Japan 0.9 
Canada 18.8 


As seen in Figure 4, the average company in “Low 
CFTC/Other Income Firms” has a significantly differ-
ent set of characteristics.  For this group, the dominant 
income variable is Other, with an average of 82.8 per-
cent.  In contrast, the average Services and FTC values 
in this cluster are the lowest among the four clusters at 
0.6 percent and 8.3 percent, respectively.  The average 
country variables for this cluster are middling--with 
neither a high nor a low for any country variable among 
the clusters.  


Figure 4.--“Low CFTC/Other Income Firms”       
Summary


 


Summary statistics for “Interest/Service Firms” 
appear in Figure 5.  For companies in this cluster, Inter-
est, Rents, and Services incomes combine for nearly 
all of the gross incomes, with an average Interest of 
33.4 percent, an average Rents of 31.1 percent, and an 
average Services of 23.2 percent.  The average FTC for 
companies in this cluster is below the average of all the 
companies in our defined population at 15.8 percent.  
Among the country variables, the average Canada and 
Japan values are the highest of any cluster, 23.1 percent 
and 8.1 percent, respectively, while the average UK value 
is the lowest at 9.2 percent.  


Figure 5.--“Interest/Service Firms” Summary


Figure 6 displays the variable averages for compa-
nies in “High CFTC/Manufacturing Firms.”  Other is 
the dominant income variable with an average of 36.0 
percent, followed by Dividends and Rents with 28.8 
percent and 15.0 percent, respectively.  The average FTC 


Variable Average Percentage Value 
FTC  8.3 


Dividends 4.1 
Interest 4.9 
Rents 5.7 


Services 0.6 
Other 82.8 
UK 13.5 


Japan 4.9 
Canada 16.8 


Variable Average Percentage Value 
FTC  15.8 


Dividends 5.7 
Interest 33.4 
Rents 31.1 


Services 23.2 
Other 4.4 
UK 9.2 


Japan 8.07 
Canada 23.1 
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of companies in this cluster is dramatically larger than 
for any other cluster at 80.2 percent.  Among the country 
variables, the average Canada value is the lowest of the 
four clusters at 7.1 percent, as is the combined average 
of the three country variables, 24.6 percent.  


Figure 6.--“High CFTC/Manufacturing Firms” 
Summary


 Industry Analysis


One additional element of note in the CFTC data 
is the industry classification of the companies filing 
Form 1118.   Using industry classification in our cluster 
analysis, however, proved infeasible.  Although each 
corporation in our defined population has a six-digit 
industry code assigned to it using the North American 
Industry Classification System (NAICS), this number 
is of an ordinal, rather than cardinal, nature.  Therefore, 
although the NAICS code could be used as a clustering 
value, interpreting and describing the meaning of the 
industry code in the clustering output would be prob-
lematic.  However, because industry classification is an 
element of interest, we analyzed the industry breakdown 
for each cluster ex post facto.


Our industry analysis reveals significant differences 
between clusters.  Although Manufacturing, the largest 
industry among the firms in our defined population, rep-
resents a significant portion of the observations in each 
cluster, its contribution to the clusters ranged from 26.2 
percent of “Interest/Service Firms” to 63.9 percent of 
“High CFTC/Manufacturing Firms.”  Mining, Utilities, 
and Construction companies are distributed relatively 


evenly between the clusters, with a low of 4.0 percent 
and a high of 7.2 percent.  The remaining four industries 
make up more widely varied portions of the cluster 
totals.  The Finance, Insurance, Real Estate, and Rental 
and Leasing industry makes up a low of 4.3 percent of 
“High CFTC/Manufacturing Firms” but a high of 33.6 
percent of “High Dividend Firms.”  Information com-
panies comprise 3.7 percent of “High Dividend Firms” 
but 8.2 percent of “High CFTC/Manufacturing Firms.”  
Services companies make up only 6.0 percent of “Low 
CFTC/Other Income Firms” but 23.2 percent of “Inter-
est/Service Firms.”  Distribution and Transportation 
companies make up 8.2 percent of “High CFTC/Manu-
facturing Firms” but 17.4 percent of “Low CFTC/Other 
Income Firms.”  


The industry distribution of “High Dividend Firms,” 
shown in Figure 7, reveals that Finance, Insurance, Real 
Estate, Rental, and Leasing is the dominant industry, 
comprising 33.6 percent of this cluster.  This is the high-
est percentage of firms in this industry among the four 
clusters.  The 13.2 percent of companies in the Services 
industry was the second highest among the clusters, 
while the 3.7 percent of companies in the Information 
industry was the lowest.  


Figure 7.--“High Dividend Firms” Selected Industry 
Breakdown


The industry distribution of “Low CFTC/Other In-
come Firms,” shown in Figure 8, reveals that companies 
in the Distribution and Transportation industry represent 
a larger share than in any other cluster, with 17.4 of the 
total.  In contrast, companies in the Services industry 
represent a smaller share of the total, 6.0 percent, than 
in any other cluster.    


Industry Percent of Total 
Mining, Utilities, and 
Construction 6.4 


Manufacturing 30.2 
Distribution and Transportation  11.9 
Information 3.7 
Finance, Insurance, Real Estate, 
Rental and Leasing 33.6 


Services 13.2 


Variable Average Percentage Value 
FTC  80.2 


Dividends 28.8 
Interest 5.3 
Rents 15.0 


Services 1.7 
Other 36.1 
UK 12.4 


Japan 5.2 
Canada 7.1 
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Figure 8.--“Low CFTC/Other Income Firms”  
Selected Industry Breakdown


Figure 9 displays the industry distribution of “In-
terest/Service Firms.”  This cluster has the highest 
concentration of companies in the Services industry, 
23.2 percent, and the lowest concentration of companies 
in the Manufacturing industry, 26.2 percent.  “Interest/
Service Firms” has 367 members, the most among the 
four clusters.


Figure 9.--“Interest/Service Firms” Selected Industry 
Breakdown


 


As seen in Figure 10, manufacturing firms dominate 
the “High CFTC/Manufacturing Firms” cluster, with 
63.9 percent of the total, while the other industry groups 
each comprise 8.2 percent or less of the total.


 Implications


To gauge the effectiveness of cluster analysis in gain-
ing insight to our data, we should consider its value to 
analysts both within SOI and outside.  To SOI analysts 
who work with the CFTC data, some of the output of 
this cluster analysis may seem relatively obvious and 
merely confirms prior knowledge about our defined 
population.  An example of this kind of result is that firms 


in the “High CFTC/Manufacturing” cluster, dominated 
by manufacturing companies, claim the highest average 
foreign tax credit as a percentage of their income tax 
liabilities.  On the other hand, at least one output of our 
cluster analysis was somewhat surprising: the relation-
ship between reporting primarily Other gross income and 
offsetting a relatively smaller portion of tax liability with 
foreign tax, revealed in the “Low CFTC/Other Income 
Firms” cluster. Although it may have been possible to 
find this relationship by exhaustively querying our data 
files, cluster analysis has here served a useful function 
by pointing us in the right direction for further inquiry.


To those outside SOI who use CFTC data, our cluster 
analysis may also have value.  Because, in most cases, 
users outside the Department of the Treasury do not have 
access to our data files, their ability to use our data is 
limited by what we provide in the published tables or in 
requested special tabulations.  For example, while our 
published data tables do include summary statistics by 
industry and by country, they do not capture both rela-
tionships together as does our cluster analysis with the ex 
post facto industry distribution.  Here again, the output 
from our cluster analysis may serve a useful function in 
revealing areas for further research.


 Limitations


The 2001 Corporate Foreign Tax Credit statistics 
quoted in this article do not represent the final amounts 
credited that year.  Complete foreign tax credit statistics 
for 2001 would reflect the results of any audits.  Also, 
some corporations did not file Form 1118 because 
they did not have a U.S. income tax liability and were, 
thus, unable to credit any foreign taxes paid, accrued, 


Industry Percent of Total 
Mining, Utilities, and 
Construction 6.0 


Manufacturing 26.2 
Distribution and Transportation  12.8 
Information 6.8 
Finance, Insurance, Real Estate, 
Rental and Leasing 24.0 


Services 23.2 


Industry Percent of Total 
Mining, Utilities, and 
Construction 7.2 


Manufacturing 63.9 
Distribution and Transportation  8.2 
Information 8.2 
Finance, Insurance, Real Estate, 
Rental and Leasing 4.3 


Services 8.2 


Industry Percent of Total 
Mining, Utilities, and 
Construction 4.0 


Manufacturing 39.8 
Distribution and Transportation  17.4 
Information 7.5 
Finance, Insurance, Real Estate, 
Rental and Leasing 23.4 


Services 6.0 


Figure 10.--“High CFTC/Manufacturing Firms” 
Selected Industry Breakdown
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or deemed paid for 2001.  Finally, other corporations 
could have deducted their foreign taxes from their gross 
incomes instead of claiming a foreign tax credit.


As noted above, our analysis used only those firms 
from our sample with a weight of 1, i.e., those not 
weighted up to represent a greater part of the popula-
tion estimates.   This group of companies combined to 
claim 98.3 percent of all CFTC tax credits.  Thus, while 
our analysis includes the large companies that claim an 
overwhelming majority of the total dollar amount of 
credits, it excludes many small companies that claim 
comparatively small CFTC’s.


The output of our cluster analysis depended to a 
significant extent on choices made about our clustering 
techniques and our selection of clustering variables.  As 
noted above, selecting which clustering algorithm to 
use and the number of clusters in the output is largely a 
heuristic process.  Our set of clustering variables does 
not take into account several broad elements of the 
CFTC data sets, including “limitation baskets,” data from 
Schedules F, G, H, I, and J, and country detail other than 
for Canada, Japan, and the UK.  


 Conclusion


Cluster analysis can be a useful set of techniques 
for exploring and describing data sets, including those 
produced by SOI based on tax return data.  By iden-
tifying relationships among the variables that are not 
immediately obvious to internal or external research-
ers, clustering can enhance knowledge of the data set 
and serve as the starting point for further research.  The 
costs of cluster analysis should be manageable in many 
applications, since widespread software tools such as 
SAS® include clustering capability.  


One challenge in using cluster analysis for data sets 
like those produced by SOI is that these tools may add 
the most value for data sets with a very large number 


of observations and/or variables where relationships 
may be more difficult to identify by other techniques.  
However, these data sets may also be the most difficult 
to model for efficient clustering. In these cases, an al-
ternative algorithm such as SAS’s PROC FASTCLUS 
may be more appropriate, though at a loss of power and 
flexibility relative to PROC CLUS.  


Another potential challenge in using cluster analysis 
on data sets like those produced by SOI presents itself 
for those which use sampling and weighting.  Many data 
sets are significantly less “top-heavy” in dollar terms than 
the CFTC data set.  In these cases, using only returns 
with a weight of 1 might entail the exclusion of many 
observations of interest from the clustering analysis.  In 
the alternative, using returns with a weight of greater 
than 1 would require additional statistical consider-
ations.  The tradeoffs between these approaches could 
be analyzed using a Pareto analysis of the observations 
in the data set.  


Thus, while cluster analysis can be a useful tool for 
data exploration and description in applications such 
as SOI’s Corporate Foreign Tax Credit project, further 
study is needed to assess its potential costs and benefits 
for larger data sets. 


 Endnotes


[1] For more background on the Corporate Foreign 
Tax Credit, see Luttrell, Scott, “Corporate Foreign 
Tax Credit, 2000,” Statistics of Income Bulletin, 
Fall 2004, Volume 24, Number 2.


[2]  The Internal Revenue Code prohibits the IRS from 
releasing information that could be used to identify 
specific taxpayers.


[3]  Description of Ward’s Method adapted from SAS/
STAT User’s Guide, Version 6.
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The Statistics of Income (SOI) Division of the Internal 
Revenue Service (IRS) offers many income tax data 
products in electronic format.  While some of these 
products are electronic versions of SOI publications, 
others cannot be found in any published materials.  By 
far, the most frequently requested of these types of data 
are individual taxpayer data by geographical area.  The 
tables offered through SOI include:  individual income 
and tax data by State and size of adjusted gross income; 
county income data; county-to-county migration data; 
State-to-State migration data; and ZIP code area data.  
Some of these tables are available on SOI’s website as 
downloadable spreadsheet files, while others are 
disseminated by CD-ROM or e-mail. 
 
This paper will begin with an overview of the IRS’s 
Statistics of Income Program, which distributes the 
locality data.  Next, there will be a description of the 
types of locality income data the IRS offers, the 
electronic formats available, the years covered by the 
data, and the sources and limitations of the data.  
Following that, practical applications of the data will be 
shown, as well as some interesting ongoing studies by 
some of our customers.  Finally, some innovations for 
the future will be highlighted as the SOI Division plans 
to make its statistics even more readily available to the 
thousands of citizens who download its files each year.  
 
Background on the Statistics of Income Program 
 
The IRS’s Statistics of Income (SOI) Program began 
over 86 years ago, following the passage of the Revenue 
Act of 1916, which required the annual publication of 
statistics.  Although there have been many revisions to 
the tax law since that time, the original mandate of that 
Act continues today.  Thus, throughout its long history, 
SOI has been preparing and publishing financial 
statistics from various types of tax and information 
returns filed [1]. 
 
SOI conducts the Internal Revenue Service's studies on 
individuals, corporations, partnerships, sole 
proprietorships, estates, nonprofit organizations, and 
trusts, as well as specialized studies covering both 
inbound and outbound international activities.  Its 
mission is to collect and process data so that they 
become meaningful information and to disseminate this 
information to its customers and users. 
 


Customers of SOI Data 
 
SOI provides its data to many customers, but its two 
primary ones are the Office of Tax Analysis (OTA) in 
the Office of the Secretary of the Treasury, and OTA’s 
legislative counterpart, the Congressional Joint 
Committee on Taxation (JCT).  In the Department  of 
Commerce, the Bureau of Economic Analysis (BEA) 
and the Bureau of the Census are significant users; the 
former uses the SOI sample data (content rich but lower 
volume) for estimating components in the national 
income and product accounts, and the latter’s needs are 
primarily for master file (“population”) data.    
 
SOI data users outside of the Government sector include 
academia, the media, demographers, and public 
libraries.  In addition, other areas of the IRS use SOI 
data for their internal operations. 
 
Some SOI Products and Services  
 
As a byproduct of producing data for its primary 
customers, Statistics of Income information is also made 
publicly available through both printed publications and 
electronic media.  The Statistics of Income (SOI) 
Bulletin is published quarterly, with each issue 
containing four to eight articles and data releases of 
recently completed studies, as well as historical tables 
covering a variety of subject matter, from Treasury 
Department tax collections to taxpayer assistance and 
tax return projections [2].  SOI produces separate annual 
"complete reports" on individual and corporation 
income tax returns, which contain more comprehensive 
data than those published earlier in the Bulletin [3,4].  
The Corporation Source Book  is also published 
annually, presenting detailed income statement, balance 
sheet, and tax data by industry and asset size [5].  
Another annual SOI product is the IRS Data Book , 
which contains statistical tables and organizational 
information on a fiscal year basis [6].  A series of 
reports, including research articles documenting 
technological and methodological changes in SOI 
programs and other related statistical uses of 
administrative records, is also published by SOI 
annually or biannually [7].  And last, but not least, 
periodically, SOI produces special compendiums of 
research and analysis, covering topics such as nonprofit 
organizations, estate taxation and personal wealth, and 
international business activities [8,9,10]. 
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Public awareness of SOI products and services has 
grown rapidly over the past several years due to the  
IRS World Wide Web site, which provides users an 
easy option for accessing SOI data.  The SOI web site, 
accessible via the “Tax Stats” option on the IRS home 
page, provides over 1,400 downloadable spreadsheet files 
containing all of SOI’s current and recent publications.  At 
present, close to 200,000 files are downloaded monthly 
from Tax Stats [11].   
 
Other electronic media products are available from SOI 
on magnetic tape, CD-ROM, diskette, and files sent via 
e-mail.  These products include the Individual Public-
Use Microdata File (for which taxpayer identifiers have 
been removed); Exempt Organizations and Private 
Foundations Microdata Files (whose returns are open to 
the public); the Corporation Source Book ; individual 
income tax return data shown by State, county, or ZIP 
code; and individual migration data shown on either a 
State or county basis.  SOI’s Statistical Information 
Services Office has staff available to facilitate the 
dissemination of SOI data, as well as to answer 
questions about the data [12].  
 
IRS Locality Data 
 
Of all the data products available from SOI, individual 
taxpayer data by geographic area are among the most 
frequently requested.  Some of the State data are 
available online; most of the other geographic data are 
described online but must be obtained directly from 
SOI.  The following summarizes the types of electronic 
locality data available and the particulars about each 
file: 
 
Individual Income and Tax Data, by State and Size of 
Adjusted Gross Income, Tax Years 1997-2000 
These tables present aggregates of all returns filed and 
processed through IRS’s Individual Master File (IMF) 
system for Calendar Years 1997-2000.  Classification 
by State was usually based on the taxpayer’s home 
address.  However, some taxpayers may have used the 
address of a tax lawyer or accountant or the address of a 
place of business.  These tables are available through 
the IRS web site, www.irs.gov, by selecting “Tax Stats” 
in the upper left-hand corner, then selecting “Statistics 
by Topic.”  Under that heading, select “Individual Tax 
Statistics,” then select “State Income” under the heading 
“Data by Geographic Areas” [13].  The tables shown are 
an expanded version of Table 2, which appears in the 
SOI Bulletin every spring, and include additional 
individual income and tax items, as well as seven 
adjusted gross income (AGI) size classes.  All are 
viewable at the Internet site. 
 


The AGI classes include the following:  Under $20,000; 
$20,000 under $30,000; $30,000 under $50,000; 
$50,000 under $75,000; $75,000 under $100,000; 
$100,000 under $200,000; and $200,000 or more.  
There is also an “all returns” column with total numbers 
for each tax category. 
 
The following are some of the 57 income and tax 
categories reported on our individual income tax data by 
State tables:  number of returns, number of exemptions, 
adjusted gross income (total and components), total 
itemized deductions (total and components), total 
credits (total and components, including the earned 
income credit and the child care credit), and tax 
liability, taxes due, and overpayments. 
 
County Income Data 
These data are based on the population of returns from 
the IRS IMF system.  They are presented in a table, by 
total “money income” (a Census Bureau income 
concept), adjusted gross income, wages and salaries, 
dividends, interest income, gross rents and royalties, 
number of returns (which can be used to approximate 
the number of households), and number of personal 
exemptions (which can be used to approximate the 
population).  The data are presented by county 
(including State totals) and are available for 1989-2000 
for the entire United States.  A sample may be viewed at 
www.irs.gov/taxstats.  As in the previous example, go to 
“Data by Geographic Area” and click on “County 
Income.” 
 
ZIP Code Area Data 
Statistics are available for Income Years 1997 and 1998 
on CD-ROM.  The file is organized into 18 columns.  
Selected income and tax items are tabulated by State, 
ZIP code, and size of AGI.  The AGI size classes 
included in this file are:  Under $10,000 (which includes 
deficit returns); $10,000 under $25,000;  $25,000 under 
$50,000; and $50,000 or more.  Data items include the 
number of individual income tax returns; the number of 
personal exemptions; adjusted gross income; salaries 
and wages; taxable interest; earned income credit; total 
tax; number of returns with Schedules C and F and 
number of Schedules C and F; and number of returns 
with Schedule A and amount of Schedule A deductions, 
by State and 5-digit ZIP code.  Examples of the 1997 
and 1998 data are viewable from the Tax Stats web site, 
under “Data by Geographic Areas” as noted earlier, 
along with ordering information.  Data for 1991 are also 
available at no charge at the same location on the 
Internet site.   
 
State-to-State Migration Data 
These data show migration patterns by State for the 
entire United States, including inflows and outflows, 
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and are based on year-to-year changes in the addresses 
shown on the population of returns from the IRS IMF 
system.  The data include the number of returns, the 
number of personal exemptions, total adjusted gross 
income (starting with 1995-1996), median adjusted 
gross income (starting with 1995-1996), total money 
income (for years 1992-1993 through 1995-1996), and 
median total money income (for years 1992-1993 
through 1995-1996).  The data for each State are 
represented by two files:  an inflow file and an outflow 
file.  The inflow file shows all the above data for the 
total number of returns “entering” the State (i.e., the 
taxpayer resided in the State in the second year, but not 
in the previous year), as well as a migration breakdown 
of each tax item for each State of origin, in descending 
order.  The outflow file shows the exact opposite for 
each State, depicting the number of returns leaving a 
State, as well as the destination States.  The State-to-
State migration data are available for 1989-2001.  Click 
on “State to State Migration” at the same site path 
detailed above to view a sample of the data and for 
information on how to obtain them. 
 
County-to-County Migration Data  
Also based on year-to-year changes in the addresses 
shown on the population of returns from the IRS IMF 
system, these data show migration patterns by county 
for the entire United States, including inflows and 
outflows.  The data include the number of returns, the 
number of personal exemptions, total adjusted gross 
income (starting with 1995-1996), median adjusted 
gross income (starting with 1995-1996), total money 
income (for years 1992-1993 through 1995-1996), and 
median total money income (for years 1992-1993 
through 1995-1996).   
 
The county-to-county migration product is also arranged 
by State, with each State represented by an inflow and 
outflow file.  The county migration data show each 
county alphabetically, followed by the counties of origin 
(inflow file) or the counties of destination (outflow file).  
This product is available for 1984-2001.  A sample is 
viewable by clicking on “County to County Migration” 
at the same location as noted above, which als o has 
ordering information. 
 
Practical Applications of IRS Locality Data 
 
The locality or geographic data that SOI makes 
available online or through its SIS office has many 
practical applications.  In some cases, demographers are 
studying trends in migration.  These data may be used 
for academic research, for Government studies, or for 
private industry.  Most frequently, the data are used for 
newspaper articles on moving trends, popular 
destinations for the wealthy, and areas of the country 


which show drastic changes in population over recent 
years. 
  
Some Customers and How They Use Our Locality 
Data 
IRS locality data customers are using the various 
geographic products in a variety of ways.  Some 
examples include:  the media reporting on population 
and moving trends; businesses conducting research on 
income trends in localities to conduct their own 
business; universities studying population or income 
changes; and State and local governments examining 
how their tax bases are changing. 
 
A majority of the users of these data are “regulars”--
they usually order the most current data every year, 
either to be included in longitudinal studies or to offer to 
their clients.  Below are examples of how three of our 
regular customers use the locality data: 
 


• The Hamilton County Regional Planning 
Commission, Hamilton County, OH 


 
 Hamilton County, OH, is the central county of 


the Cincinnati Consolidated Metropolitan 
Statistical Area (CMSA, a Census Bureau 
concept).  For over 15 years, the commission 
has been using IRS county-to-county migration 
data to report on population and income trends 
in their area.  The commission’s report, 
“Spreading Out: The March to the Suburbs,” 
shows population changes and migration to and 
from Hamilton County, OH, during the period 
of 1984-1997 [14].  (See Chart 1.) 


 
 The commission was charged with this 


assignment because Cincinnati experienced a 
significant decline in population even though 
the regional economy was strong.  The goal of 
the report was “to create a long-range, 
comprehensive, countywide plan to achieve 
optimal sustainable development and 
redevelopment in Hamilton County, while 
identifying the county’s growth opportunities 
in the context of the region.”   


 
This report examines growth trends in 
Hamilton County, population movement 
between the county and the other Cincinnati 
CMSA counties, interstate migration patterns, 
average household size of migrants and non-
migrants, per capita income of migrants, total 
net income flows due to migration, and 
migration patterns from one metropolitan area 
to another.  All of this can be gleaned from the 
IRS county-to-county migration data. 
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 The detailed analysis had four conclusions.  
First, Hamilton County is losing population 
because people are physically leaving the 
county, not because the death rate exceeds the 
birth rate.  Second, residents who leave the 
county are generally going to neighboring 
counties within the Cincinnati CMSA.  Third, 
the typical non-migrant of Hamilton County 
generally has a higher income and larger 
household.  Finally, the mo vement of people 
away from Cincinnati is “a trend, and not a 
fluke.”  (See Map 1.) 


 
• SMR Research Corporation, Hackettstown, NJ 
 


 SMR is a business research firm that studies 
consumer financial services markets and the 
companies that participate in them.  They are 
the nation's largest publisher of strategic 
research studies on consumer financial topics 
and also provide consulting, electronic data, 
and statistical services. 


SMR provides corporations with data and 
analysis on U.S. consumer loan markets, 
financial services companies, and consumer 
wealth and credit risk by geographic area [15].  
SMR uses SOI data for the nation with county 
and ZIP code to estimate the personal savings 
rate (PSR), a calculation commonly used in 
Economics.  According to Stuart Feldstein, the 
president of SMR Research Corporation, “The 
percentage of people who report taxable 
interest income is a fine surrogate for the 
percentage of people who happen to have 
money in the bank.”  Mr. Feldstein continues 
to say that, tracked over time, this figure is as 
useful as the Commerce Department’s PSR, 
which is used by virtually all economists. 


 For SMR, the county-level income data serve 
two purposes.  They show mean incomes by 
county per capita (exemption) and by filer.  
This shows, at a local level, where incomes are 
rising, where they are falling, and by what 
amounts.  SMR also uses the county fields of 
interest and dividend income, which Mr. 
Feldstein says are very valuable to banks and 
investment companies. 


 
• Office of the City Controller, Philadelphia, PA 


The City of Philadelphia, Office of the City 
Controller, is the sole auditing agency of 
Philadelphia City government.  This role was 
expanded in 1965, also making the City 
Controller the auditor for the School District of 


Philadelphia.  The City Controller is elected to 
a 4-year term midway between the elections of 
the Mayor and City Council to encourage a 
measure of independence from the officials 
whose expenditures the Controller's Office 
must audit.  


One of the many services the City Controller’s 
office provides is the Preferred Place Index 
(PPI).  The PPI includes data on economic, 
social, and government trends, such as city 
wage and tax revenues, construction permits, 
migration trends, air quality, crime rates, and 
infant mortality.  This  index provides a basis 
for comparing a broad range of statistics on 
Philadelphia from year to year.  It is generally 
considered a way to track the city 
government’s performance. 


One of the measures in the PPI is net migration 
within the Philadelphia Metropolitan area.  
Recognizing the important role that immigrants 
play in the growth of many American cities, a 
measure of the net number of immigrants in 
Philadelphia was included.  Using IRS county 
migration data, the Controller’s office 
identified those migrants with foreign 
addresses as either their origin or destination 
addresses and calculated the net number of 
immigrants.  This factor was a weighted one 
because it is a subset of the total overall 
migration trend numbers and because of the 
significant potential for immigrants to fail to be 
counted by IRS data due to low income levels 
and other limitations [16].  


The three examples above show how our locality data 
can track trends in population, income, financial 
markets, and even a city’s likelihood to attract and 
retain residents.  The media also use IRS locality data 
regularly when reporting moving trends and 
highlighting desirable communities. 


Innovations for the Future 


Future improvements of our locality data focus on 
making current data available sooner.  As requests for 
the ZIP code data continue to rise, the SOI Division will 
focus on releasing the data more quickly.  The 1999 and 
2000 ZIP code files may be available by the end of 2002 
and the beginning of 2003, respectively.  The 2001-
2002 County-to-County, State-to-State, and County 
Income Data files are expected to be available around 
the beginning of 2003. 


The Division also plans to have more “user-friendly” 
locality data historical products.  Customers who now 
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need to order separate files for longitudinal studies will 
find it easier to order one product, which contains 
several years of data, including the necessary 
documentation to interpret the changing file layouts 
(especially useful for the earlier years of the locality 
data). 


The vast majority of SOI’s customers receive their data 
via the “Tax Stats” web site.  Plans continue to improve 
the search engine and make the web site even easier to 
use.  The web will also provide a way to let more of the 
public know about our locality data. 
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Social Security Taxes, Social Security Benefits, 
and Social Security Benefits Taxation, 2003


Peter Sailer,  Kevin Pierce, and Evgenia Lomize,  
Internal Revenue Service


F or most of its 90-year existence, the Statistics of 
Income (SOI) Division of the Internal Revenue 
Service and its predecessor organizations have 


used data provided by taxpayers on Forms 1040 to ful-
fill the legal mandate to produce statistics on the opera-
tion of the individual income tax system.  It was not un-
til Tax Year 1989 that SOI started using the Information 
Returns Master File (IRMF), which contains electronic 
documents filed by the payers of income to individuals, 
to add further details to the tax return information.  To 
date, the SOI Bulletin has featured articles on the dis-
tribution of salaries and wages from Forms W-2[1] and 
the accumulation of assets in Individual Retirement Ac-
counts from Forms 5498[2], based on this rich source 
of administrative data.  In this paper, the authors make 
a modest proposal for another set of statistics that could 
be produced from the IRMF which would shed light not 
only on the operation of the individual income tax and 
the Social Security tax systems, but also on the interac-
tion of the two systems.  The paper illustrates some of 
the analysis that could be produced with this file.


	Components of the Social Security 
Impact 


Figure 1 starts from the total income of everybody 
touched by the Social Security system, either as a payer 
of Federal Insurance Contributions Act (FICA) or Self-
Employment Contributions Act (SECA) taxes, or as 
a recipient of Social Security benefits.  The first line 
shows total income, which, for filers of tax returns, is 
the sum of all sources of income as shown on line 22 
of Form 1040, or the equivalent lines of Forms 1040-A 
and 1040-EZ.  For the purpose of this chart, the taxable 
portion of Social Security benefits has been excluded. 


One of the advantages of working with information 
documents is that they enable SOI to show information 
on individuals who have not filed (and may never file) 
income tax returns for a given year.  For these indi-
viduals, total income can be computed by adding sala-
ries and wages from Forms W-2, gambling winnings 
from Forms W-2G, and nonemployee compensation, 


unemployment compensation, rents, royalties, inter-
est, dividends, and pension distributions from  various  
Forms  1099.  For  2003,  total  income (other than 
Social Security benefits) stood at $6.7 trillion.  This is 


the amount for all participants in the Social Security 
system, whether as benefit recipients or payers of So-
cial Security taxes.  The Social Security system added 
$386 billion to this income—basically in the form of 
benefits payments—and took out $542 billion—mainly 
in Social Security taxes, but also in the taxation of the 
Social Security benefits it paid out.


 Figure 1 also shows the details of the additions and 
subtractions.  The $386 billion in additions are almost 
entirely the Social Security pensions and survivor ben-
efits paid out by SSA, plus two small technical adjust-
ments—self-employed individuals who pay their own 
Social Security taxes (instead of having them withheld 
and matched by employers) are able to deduct one-half 
of their so-called “self-employment tax” from their total 
incomes on their tax returns.  This, of course, reduces 
their regular income tax by, roughly, that amount times 
the marginal tax rate.  So, taxpayers in the 33-percent 
tax bracket for 2003 got back on their income tax forms 
roughly one-sixth of the self-employment tax they paid 


Figure 1—Computation of Social Security Impact


Total income before Social Security 6,743,571,198


Additions, total 385,787,734


   Gross Social Security benefits 384,037,692


   Income tax reduction due to SECA 236,808


   Excess FICA credit 1,513,234


Subtractions, total 541,579,465


   FICA tax (employer's portion) 246,016,712


   FICA tax (employee's portion) 246,016,712


   Self-employment tax 29,278,008


   Social Security tax on tips 148,273


   Repayments of SS benefits 1,728,716


   Tax on taxable benefits 18,391,044


=Total income after Social Security 6,587,779,467


Amount ($1,000)
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into Social Security (33 percent of one-half the tax).  In 
this tabulation, only that part of the self-employment 
tax that relates to retirement and survivor benefits, also 
known as SECA, is shown.  Medicare taxes and pay-
ments are not part of this analysis.


Another technical adjustment was needed for in-
dividual taxpayers who overpaid their FICA taxes 
because they worked for more than one employer in 
the course of a tax year.  If the total amount of their 
salaries and wages from the two employers exceeded 
the maximum subject to the FICA tax ($87,000 for Tax 
Year 2003), the excess FICA tax over $5,349 could be 
shown as a tax payment on the tax return.  This over-
payment amounted to $1.5 billion for 2003.


The largest subtraction from total income caused 
by the Social Security system is, obviously, the FICA 
tax, half of which is deducted from each employee’s 
salary or wage, and half of which, at least legally, is 
paid by the employer.  If it is true, as economic theory 
holds, that employees eventually get paid what their 
marginal utility determines them to be worth, then the 
employer’s portion of Social Security taxes truly is a 
reduction in employees’ salaries; for that reason, it is 
shown as a subtraction from income in Figure 1.  In any 
case, it does represent amounts going into the Social 
Security system. 


FICA tax data come from Forms W-2 filed by each 
employer.  The self-employment tax is computed on 
Schedule SE of Form 1040.  This is the Social Security 
tax paid by self-employed individuals.  For purposes of 
this chart, the Medicare portion of this tax, also com-
puted on Schedule SE, was not included.


Social Security taxes on tip income that had not 
been collected by the employer, and that the waiter or 
other employee with tip income was supposed to report 
on his or her income tax return, represent a very small 
subtraction from total income.


Since the additions include all payments of Social 
Security benefits, the small amount that was paid out 
in error (usually because the taxpayer earned too much 
money in some quarter to qualify), and had to be re-
paid by the recipient, is shown here as a subtraction.  


Finally, an $18-billion subtraction is shown in Figure 1 
because some Social Security benefits are subject to the 
individual income tax.  The amount of taxes thus raised 
is moved from the general fund to the Social Security 
trust fund, and, thus, these taxes do, in fact, go into the 
Social Security system.


 Impact of Social Security Taxes and 
the Individual Income Tax


Figure 2  shows the impact of the Social Security 
tax (both FICA and SECA) on workers and self-em-
ployed individuals at various income levels.  For com-
parison purposes, the average income tax for these 
same individuals is shown as well.  While income taxes 
keep rising with income, Social Security taxes level 
off at just over $13,000 per taxpaying unit when total 
income reaches $160,000.  At the very lowest income 
levels, Social Security taxes actually tend to be higher 
than income taxes.


When the same data are displayed showing total 
income tax and Social Security taxes as a percentage of 
total income, as is done in Figure 3, it becomes dramat-
ically clear that the income tax is a progressive tax (al-
though not as progressive as it used to be), while Social 
Security taxes are (and always have been) regressive.


For purposes of Figure 3, married couples filing 
jointly are shown as a single taxpaying entity.  It was 
easier to combine the FICA and SECA taxes for the 
two taxpayers than it would have been to try to attri-
bute some portion of  the income tax to each of them.  
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On the other hand, each nonfiler is shown as a sepa-
rate unit, whether married or not, since the information 
documents do not reveal any information on marital 
connections.  In the case of nonfilers, the proxy for to-
tal Federal income tax is Federal income tax withheld; 
since they had not filed by the end of the following 
year, tax withheld was, in fact, the total amount they 
had paid to the Federal Government.


	Distribution of Social Security 
Benefits


It was noted previously that the impact of the FICA 
and SECA tax was highest on those in the lower-in-
come classes—at least in proportion to income.  Figure 
4 shows that the distributions of Social Security ben-
efits are also highest for lower-income individuals.  Re-
tirees with incomes greater than zero but under $10,000 
derive 96 percent of their incomes from Social Secu-
rity benefits.  The percentage drops to 50 just under 
the $20,000 income level, and drops below 5 percent 
around the $400,000 income level.  


Figure 5 shows that, in terms of average Social Se-
curity benefits, the amounts rise steadily from the low-
est income class until the benefits reach $20,000 for 
recipients with incomes around $150,000, and that the 
benefits then bounce around the $20,000 line for the 
rest of this distribution.  In other words, the rich do not 
get any more in Social Security benefits than the mid-


dle class, but, as was shown earlier, they do not put any 
more into Social Security than the middle class, either.


	Overall Impact of the Social Security 
System


Figure 6 shows two income distributions:  The first 
(the solid line) is based on total income without any 
Social Security benefits included or Social Security 
taxes taken out; the second income distribution (dotted 
line) subtracts from total income all the Social Security 
taxes (including income taxes paid on Social Security 
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system every year.  Then, the average starts rising until 
it reaches positive territory for the 60 to 65 age group, 
and peaks just shy of the $11,000 mark for the 80 to 
85-year-olds. 
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benefits), and adds in all the Social Security benefits.  
It is evident that the Social Security system does keep 
many people out of the abject poverty of the “Under 
$5,000” class.  The “with Social Security” distribution 
shows just over 20 million reporting units in this class, 
as opposed to over 35 million in the “without Social 
Security” distribution.  On the other hand, the “with 
Social Security” distribution shows significantly more 
filing units in the $10,000 to $20,000 income area than 
does the “without Social Security” distribution.  Be-
tween $20,000 and $70,000, the “with Social Security” 
line runs just very slightly above the “without Social 
Security” line, and, after $70,000, it runs very slightly 
below the “without Social Security” line. 
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Figure 7—Average Impact of Social Security 
System by Age of Participant, 2003


	Social Security Taxes and Other 
Forms of Retirement Savings


SOI’s merged file of tax returns and information 
documents contains data on other forms of retirement 
savings—Forms W-2 show payments into 401(k) plans 
and similar programs in the Government and nonprofit 
sectors; Forms 5498 show payments into Individual 
Retirement Accounts, including Traditional and Roth 
IRA plans.  Unfortunately, IRS does not have informa-
tion on how much is being placed into defined benefit 
plans by various employers.  The only evidence for 
those contributions is a checkmark in a box on the W-2.  
Therefore, the following analysis is confined to those 
taxpayers who do not have employer-provided defined 
benefit plans.


Figure 8 shows that, for the lowest income taxpay-
ers—those with earned incomes under $25,000—Social 
Security taxes represented the vast majority of their set-
asides for retirement.  For example, in the $20,000 un-
der $25,000 earned income class, Social Security taxes 
(again, counting both the employer and employee por-
tions of FICA) amounted to 12.2 percent of earned in-
come.  Contributions to other types of retirement plans 
amounted to only 1 percent of earned income.  Nonethe-
less, this means that these individuals were having 13.2 
percent of their earned incomes set aside for retirement 
purposes, which is actually a pretty respectable propor-


Figure 6—All Reporting Units in the Social 
Security Systems:  Distribution of Total Income, 


Tax Year 2002


	Impact of the Social Security System 
by Age of Taxpayer


SOI’s merged file of tax returns and information 
documents contains data on the age of the participants.  
For the purpose of Figure 7, Social  Security  benefits 
and Social Security taxes are combined into one vari-
able, with benefits shown as positive amounts and taxes 
as negative amounts.  The averages of these positive 
and negative amounts are shown for each age group 
(in 5-year increments).  Figure 7 shows that the So-
cial Security system has a positive impact on the very 
youngest children who come into contact with it,  be-
cause they are getting survivor benefits.  In the 15 un-
der 20 age group, the effect turns negative, as people 
start working and paying Social Security taxes.  During 
the peak earnings years of 35 to 55, participants tend, 
on average, to put between $4,500 and $5,000 into the 







- 17 -


Social Security taxeS, Social Security BenefitS, and Social Security BenefitS taxation, 2003


tion, considering that the highest percentage shown in 
this chart is 15.1 percent, which applies to the $80,000 
under $85,000 earned income class.


	Future Steps


At SOI, we have started to collect these data for 
a panel of taxpayers beginning in 1999.  In addition, 
we have been saving population data from the Informa-
tion Returns Master File going back to 1995.  So, if we 
combine 4 years of data selected retrospectively with 
prospective data from one of our 1999-base panels, we 
will have a data set with which we can follow partici-
pants in the Social Security system for 10 years; if we 
keep building on that, the panel will be available for 
analyzing equitable methods of adjusting the Social Se-
curity and income tax systems to keep Social Security 
solvent for future generations.  


	Endnotes


[1]  See Sailer, Yau, and Rehula (2001-2002) and 
Yau, Gurka, and Sailer (2003).


[2]  See Sailer and Nutter (2004) and Bryant and 
Sailer (2006).


	References


Bryant, Victoria L. and Sailer, Peter J., “Accumula-
tion and Distribution of Individual Retirement 
Arrangements, 2001-2002,” SOI Bulletin, Spring 
2006, pp. 233-254.


Sailer, Peter J.; Yau, Ellen; and Rehula, Victor, “In-
come by Gender and Age from Information 
Returns, 1998,” SOI Bulletin, Winter 2001-2002, 
pp. 83-102.


Figure 8—Retirement Deferrals as Percentage of Earned Income,
by Size of Earned Income, 2003 


Private 
Retirement 


Deferrals


Social Security
Retirement
Deferrals  


0%


2%


4%


6%


8%


10%


12%


14%


16%


$0


$2
0,


00
0


$4
0,


00
0


$6
0,


00
0


$8
0,


00
0


$1
00


,0
00


$1
20


,0
00


$1
40


,0
00


$1
60


,0
00


$1
80


,0
00


$2
00


,0
00


$2
20


,0
00


$2
40


,0
00


$2
60


,0
00


$2
80


,0
00


$3
00


,0
00


$3
20


,0
00


$3
40


,0
00


$3
60


,0
00


$3
80


,0
00


$4
00


,0
00


$4
20


,0
00


$4
40


,0
00


$4
60


,0
00


$4
80


,0
00


Size of Earned Income


P
e
rc


e
n


ta
g


e
 o


f 
E


a
rn


e
d


 I
n


c
o


m
e







- 18 -


Sailer, Pierce, and lomize


Yau, Ellen; Gurka, Kurt; and Sailer, Peter, “Compar-
ing Salaries and Wages of Women Shown on 
Forms W-2 to Those of Men, 1969-1999,” SOI 
Bulletin, Fall 2003, pp. 274-283.


Sailer, Peter J. and Nutter, Sarah E., “Accumulation 
and Distribution of Individual Retirement Ar-
rangements, 2000,” SOI Bulletin, Spring 2004, 
pp. 121-134.








DEVELOPING AN ECONOMETRIC MODEL FOR MEASURING TAX NONCOMPLIANCE USING 
OPERATIONAL AUDIT DATA 


  
Brian Erard, B. Erard and Associates, and Chih-Chin Ho, Internal Revenue Service 


Presented at the 2002 American Statistical Association 
 


Traditionally, the Internal Revenue Service (IRS) has 
relied on the Taxpayer Compliance Measurement 
Program (TCMP) as its primary source of data for 
estimating the tax gap--the difference between 
Federal income taxes owed and Federal income taxes 
voluntarily reported.  Ignoring detection issues, the 
estimation of underreported taxes from TCMP data is 
straightforward.  In particular, since the data 
represent a random sample from the overall return 
population, we can simply apply the sample weights 
to the detected levels of noncompliance associated 
with each return and aggregate. 
 
 The key advantages of operational audit data are 
the number of cases and the frequency of data 
collection.  Whereas operational examinations 
proceed on essentially a continuous basis and involve 
over 700,000 returns per year, such special studies as 
the TCMP are undertaken only periodically and 
involve only about 50 thousand returns.  
 
 The main disadvantage of employing operational 
audit data for tax gap estimation is that returns 
targeted for operational examinations are not 
randomly selected.  Rather, they are typically chosen 
specifically because the IRS believes they are likely 
to contain substantial errors.  As a result, we cannot 
simply follow the TCMP methodology of directly 
projecting from the audited sample of returns the 
amount of noncompliance in the general return 
population. 
 
 As an illustration of how operational audit data 
can be employed to estimate the individual income 
tax gap, we develop a model for estimating an 
important element of the gap--improper claims for 
the Earned Income Tax Credit (EITC).  Our 
econometric model is motivated by the specification 
developed by Erard and Feinstein (2001) for 
evaluating the level of non-compliance associated 
with understated self-employment income from 
operational audit data.  Other related research efforts 
to measure noncompliance using operational audit 
data are listed among the references.  We apply our 
model to data from one IRS district for a selected tax 
year.  
 
Econometric Specification 
 


For returns that have been audited, the aggregate 
level of noncompliance may be computed directly by 
summing the relevant adjustments on each return.  
However, to estimate the magnitude of under-
reporting on returns that have not been audited, it is 
necessary to predict the magnitude of the adjustments 
that would have been made if the returns had been 
audited. 


 
 There are two reasons why the extent of 
noncompliance on returns subject to operational 
audits will tend to differ from the extent of 
noncompliance on non-examined returns.  First, the 
two groups are likely to have important differences in 
their recorded return characteristics.  In particular, the 
former group can be expected to contain a 
disproportionate share of returns with characteristics 
known or believed to be associated with substantial 
levels of noncomp liance.  


 
 Second, when deciding whether to proceed with 
an audit, IRS classifiers may employ information 
beyond what has been recorded from the return.  For 
example, they may examine the taxpayer's prior audit 
and reporting history, or they may examine 
supporting information that has been attached to the 
return.  As a result, examined and non-examined 
returns may differ in terms of unrecorded 
characteristics that are associated with non-
compliance. 
 
 To control for these differences, both in recorded 
and unrecorded return characteristics, an econometric 
specification for the likelihood that a return will be 
audited is estimated jointly with a specification for 
noncompliance.  A probit equation is used to describe 
the likelihood of an audit, while a tobit specification 
is used to describe the magnitude of noncompliance.  
The full model is as follows. 
 
 The first equation is a (reduced form) probit 
specification of the decision whether to audit a given 
return: 


AAAXA εβ += '*  (1) 
 
The term A* represents an index of the likelihood that 
a return with observed characteristics XA will be 
audited.  The term εA represents a standard normal 
random disturbance, and βA is a vector of coefficients 







to be estimated.  From the data, we can deduce 
whether A* is greater than zero (indicated by whether 
an audit has been performed). 
  The second equation is a tobit specification for 
the magnitude of the EITC overclaim:  


 


( ) NAANNN XXN εβγβ +Φ+= ''*  (2) 


 
The term N* represents an index of the propensity of 
a taxpayer with observed characteristics XN to 


overstate his or her EITC claim.  The term ( )AAX'βΦ  
represents the probability of audit computed from 
Equation (1); the symbol ( )zΦ  refers to the value of 
the standard normal cumulative density function 
evaluated at z.  The probability of audit is included as 
a regressor to account for the possibility that 
taxpayers who are at a higher risk of audit are 
relatively less likely to overstate their claims. 
 
  For returns that have been audited, we observe  
N--the actual amount of the overclaim.  In particular, 
we observe an overclaim of the amount N=N* if N* 
is greater than zero.  Otherwise, we observe N=0, 
signifying no overstatement.  The term εN  represents 
a standard normal random disturbance, while the 
parameter ?N  and the vector βN represent coefficients 
to be estimated.  


 
 Although there is an upper bound on the amount 
by which the EITC can be overclaimed (the 
maximum permissible claim amount), very few 
overclaims achieve this bound, and we ignore it in 
our application.  In addition, there are a small number 
of cases in our audit sample for which the amount of 
the credit was increased as a result of the audit.  We 
set our measure of noncompliance (N) to 0 for these 
cases. 
 
 A key feature of our methodology is to allow the 
error term of the audit selection specification (εA) in 
Equation (1) to be correlated with the error term of 
EITC overclaim specification (εN) in Equation (2).  
This accounts for the possibility that unobserved 
factors which influence whether a return is audited 
may also be associated with the magnitude of the 
overclaim.  By estimating this correlation term (ρAN), 
we are able to test explicitly the hypothesis of 
selection bias.  We can correct for such bias if it is 
found to be pr esent by incorporating the correlation 
term into our expression for predicting the magnitude 
of EITC overstatement on returns not subjected to 
audit. 
 


 To identify the model in a non-parametric sense, 
the vector XA in Equation (1) must include at least one 
exogenous regressor that is not contained in vector XN 
from Equation (2).  Otherwise, the parameters of the 
noncompliance equation [Equation (2)] would only 
be identified on the basis of the assumed functional 
form of our specification.  
 
 In our analysis, we include as a regressor in XA a 
measure of the district audit coverage rate, which 
varies according to the examination class to which a 
return has been assigned.  The district audit coverage 
rate is exogenous because it cannot be influenced by 
the amount reported on a single return.  
 
 This coverage rate serves as the starting point for 
assigning an audit probability to a return.  Factors 
beyond the return’s examination class that influence 
the risk of audit are accounted for in the remaining 
regressors in XA.  
 
 We exclude the district audit coverage rate from 
Equation (2), because we believe that the propensity 
of a taxpayer to overclaim the EITC should depend 
on his or her individual-specific audit risk rather than 
simply the district average for the taxpayer’s 
examination class. 
 
Likelihood Function 
  
We estimate our model using the method of 
maximum likelihood.  The observations in our data 
can be constructively divided into three categories, 
according to whether an audit took place and the 
outcome of the audit.  We specify the likelihood 
expressions associated with each case below. 


 
Case 1:  No Audit 
 
The first category contains those returns that were not 
subjected to an audit.  For returns in this category, 
only the audit equation applies, and the likelihood 
expression (L1) simply represents the probability that 
the return would not be audited: 


 
( )AAXL '


1 1 βΦ−= , 
 
where )(zΦ represents the standard normal cumulative 
distribution function evaluated at z. 
 
Case 2:  Audit, No EITC Overclaim 
  
The second category contains audited returns that 
were found to have reported the EITC properly.  For 
a return in this category, the likelihood expression 







(L2) represents the joint probability of the return 
being audited and no adjustment being made to the 
EITC claim amount: 
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where ( )ρ,, 21 zzBN  represents the standard bivariate 
normal cumulative distribution function evaluated at  
z1 and z2, for correlation ?.  
 
Case 3:  Audit, EITC Overclaim 
 
The third category contains audited returns that were 
found to have overstated the amount of EITC to 
which the taxpayer was entitled.  For a return in this 
category, the likelihood expression (L3) represents the 
probability density function for the observed EITC 
overclaim amount times the conditional probability 
of the return being audited, given the observed 
overclaim amount: 
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where )(zφ represents the standard normal probability 
density function evaluated at z. 
 
Data Sources 
 
We rely on two IRS data sources for estimation of 
our model: the Examination Operational Automation 
Database (EOAD) and the Individual Returns 
Transaction File (IRTF).  The EOAD contains 
detailed audit results from operational audit cases that 
have been closed, including the values of adjustments 
made by the examiner to specific line items on the 
tax return.  The IRTF contains detailed line item tax 
information from returns filed for a given tax period, 
including information from supplemental forms and 
schedules. 
 
 To illustrate our methodology, we combine the 
information from these two data sources to derive a 
sample containing detailed information from audited 


and unaudited individual income tax returns filed in 
the Chicago district for Tax Year 1996.  Our data 
base for analysis is a choice-based sample containing 
all audited, timely Tax Year 1996 EITC claimants 
from the Chicago district identified in the EOAD and 
a 1-percent random sample of all unaudited Tax Year 
1996 EITC claimants from the Chicago district.  As 
displayed below in Table 1, our data base includes 
7,300 randomly selected unaudited returns that 
claimed the EITC, representing 730,000 returns, and 
728 audited returns that claimed the EITC.  
 
Table 1:  Choice-Based Sample Design 


Type of return 
claiming EITC 


Unweighted 
sample size 


Weighted 
sample size 


Audited 728 728 
Unaudited 7,300 730,000 
 
Results and Discussion 


Table 2 summarizes the adjustments made to EITC 
claims in our audit sample.  Overall, 82.7 percent of 
the returns selected for examination were found to 
have overstated the amount of EITC to which the 
taxpayer was entitled.  In 66.5 percent of all 
examinations, the EITC amount claimed was entirely 
disallowed.  Over all returns, claims were reduced by 
an average of $1,202.  The high rate and dollar value 
of adjustments are at least partly attributable to the 
effectiveness of IRS audit selection criteria, which 
target returns that are deemed likely to require a 
substantial adjustment.  


 
Table 2:  Audit Sample Statistics 


EITC adjustment rate 82.7% 


%  EITC claims entirely disallowed 66.5% 


Mean EITC adjustment $1,202 


Median EITC adjustment $1,000 


 As discussed earlier, we attempt to account for the 
role of audit selection in our model by jointly 
estimating an equation describing the likelihood that 
a return will be audited with a specification 
describing the likelihood and magnitude of 
noncompliance.  To protect the confidentiality of IRS 
audit selection criteria, we restrict our presentation of 
estimation results to the portion of the model that 
pertains to noncompliance; more specifically, the 
parameters associated with Equation (2) and the 







correlation term ρAN between the disturbances of 
equations (1) and (2).  


 Our measure of EITC noncompliance is the 
amount by which the EITC claim has been reduced as 
a result of the audit.  For the purpose of estimation, 
we divide our measure by $1,000 as a normalization.  
Table 3 defines the explanatory variables used in our 
specification of EITC noncompliance described by 
Equation (2).   


Table 3:  Definitions of Explanatory Variables for 
Specification of EITC Overclaim Amount 


Variable  Definition 


TPI Amount of total positive 
income divided by $1,000. 


SELF-
EMPLOYED 


Dummy variable for the 
presence of Schedule C (self-
employment) income or loss. 


HOMEOWNER Dummy variable for the 
presence of a deduction for 
home mortgage interest. 


SCHED. E 
INCOME 


Dummy variable for the 
presence of any rental, royalty, 
or partnership income on 
Schedule E. 


AUDIT RISK Probability of audit computed 
based on the estimated 
parameters of Equation (1). 


 


 Each of the explanatory variables defined in the 
above table is constructed from the information 
originally reported on the income tax return.  Our 
estimation results are summarized in Table 4.  The 
results indicate that, all else being equal, self-
employed EITC claimants are relatively less likely to 
overstate the amount of the credit to which they are 
entitled, while homeowners are relatively more likely 
to do so.  The presence of rental, royalty, or 
partnership income has a negative, but statistically 
insignificant, association with overclaiming the 
credit.  The level of income appears to play no role in 
EITC noncompliance.  


 As discussed earlier, we expected the coefficient 
for the audit probability to be negative, signifying 
that, all else being equal, a taxpayer is relatively less 
likely to overstate the EITC if the risk of audit is 


high.  The actual estimate is negative, but it is not 
statistically significant.  Similarly, the estimated 
value of the correlation term ρAN  is positive as 
expected, signifying that returns selected for audit 
tend to have larger EITC overclaims than returns 
with similar recorded characteristics that are not 
selected.  Again, however, the parameter estimate is 
not statistically significant.  


Table 4:  Estimation Results 


Parameter Estimate t-statistic 


CONSTANT TERM  0.5554   0.233 


TPI -0.0100  -1.284 


SELF-EMPLOYED -0.4340  -2.649 


HOMEOWNER  0.7438   2.229 


SCHED. E INCOME -0.3204  -1.626 


AUDIT RISK -0.3572  -0.397 


s e  1.1867 23.351 


ρAN    0.0556   0.101 


 


 Table 5 summarizes the fit of our model in terms 
of its ability to predict the aggregate rate and dollar 
value of EITC overclaim adjustments within our 
audit sample.  In terms of the aggregate adjustment 
rate, the model fits very well, predicting an 82.76- 
percent adjustment rate compared to an actual rate of 
82.69 percent.  The model also fits reasonably well in 
terms of the aggregate dollar adjustment amount, 
predicting an aggregate adjustment of $924,459 
compared to an actual adjustment of $875,023.  This 
represents an over-prediction error of 5.65 percent. 


 In Table 6, we compare the mean predicted EITC 
overclaim amounts for audited and unaudited returns.  
As expected, the predicted overclaim amount is, on 
average, higher for returns that have been subjected 
to audit than those that were not audited.  However, 
the magnitude of the difference (about 5 percent) is 
lower than we anticipated.  These results are based on 
a very preliminary variable specification for both the 
likelihood of an audit and the magnitude of  


Table 5:  Aggregate Rate and Dollar Value of 
EITC Overclaims--Actual vs. Predicted 







Audit Population 
Parameter 


Actual Predicted 


Aggregate 
Adjustment Rate 


82.69% 82.76% 


Aggregate 
Adjustment Amount 


$875,023 $924,459 


noncompliance, in both cases based solely on our 
judgment of what variables were likely to be 
important.  While this suffices for the purposes of our 
illustration, we suspect that a more rigorous variable 
selection methodology would lead to an improved 
specification that would better capture the selection 
bias associated with the audit selection process. 


Table 6:  Mean Predicted EITC Overclaim 
Amount:  Audited vs. Unaudited Returns 


Type of Return Mean Predicted EITC 
Overclaim Amount 


Audited  $1,270 


Unaudited $1,213 
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Customer Satisfaction Initiatives at IRS's 
Statistics of Income:  Using Surveys 


To Improve Customer Service
Ruth Schwartz and Beth Kilss, Internal Revenue Service


I RS’s Statistics of Income (SOI) Division conducts 
statistical studies on the operations of tax laws and 
publishes annual reports, including the quarterly 


SOI Bulletin, which includes statistics produced from 
tax and information returns.  SOI’s Statistical Infor-
mation Services (SIS) office responds to thousands of 
data and information requests annually by providing 
SOI data along with technical assistance.  To ensure 
that customer needs are being met through the SIS of-
fice and through its flagship publication, SOI has been 
measuring customer satisfaction for both via customer 
satisfaction surveys.  These surveys are part of SOI’s 
commitment to use survey results to improve customer 
service.  This paper will focus on three aspects of these 
surveys:  the process by which we surveyed our custom-
ers, the findings from the surveys, and the steps we are 
taking to use the results to further improve our products 
and services.


In the first section of the paper, background infor-
mation on the SOI Division and its SIS office will be 
presented.  The second section will describe the meth-
odology used to survey SIS customers, present selected 
findings from the past 4 years of surveys, and describe 
how SOI is using these results to identify areas for 
improvement.  Similarly, the third section will describe 
the methodology, present a summary of the findings, 
and briefly discuss some of the steps that SOI staff are 
taking to improve the SOI Bulletin.  Finally, next steps 
to improve SOI products and services in response to 
survey findings will be discussed.


Background


Congress created the Statistics of Income Division 
90 years ago in the Revenue Act of 1916, some 3 years 
after the enactment of the modern income tax in 1913.  
Since that time, the Internal Revenue Code has included 
virtually the same language mandating the preparation 
of statistics.  Section 6108 of the Code currently states 
that “…the Secretary (of the Treasury) shall prepare 
and publish not less than annually statistics reasonably 





available with respect to the operations of the internal 
revenue laws, including classifications of taxpayers and 
of income, the amounts claimed or allowed as deduc-
tions, exemptions, and credits and other facts deemed 
pertinent and valuable.” 


SOI’s mission is to collect, analyze, and dissemi-
nate information on Federal taxation for the Office of 
Tax Analysis, Congressional committees, the Internal 
Revenue Service in its administration of the tax laws, 
other organizations engaged in economic and financial 
analysis, and the general public.  Its mission is similar 
to that of other Federal statistical agencies—that is, to 
collect and process data so that they become useful and 
meaningful information.  However, SOI collects data 
from tax returns rather than through surveys, as do most 
other statistical agencies.  These data are processed 
and provided to customers in the form of tabulations 
or microdata files.  Although the IRS uses SOI data, 
the primary uses for SOI data are outside of IRS, in 
policy analyses designed to study the effects of new or 
proposed tax laws and in evaluating the functioning of 
the U.S. economy.


SOI Products and Services


Throughout its long history, SOI’s main emphasis 
has been individual and corporation income tax in-
formation.  SOI began publishing data with the 1916 
Statistics of Income, which reported individual and 
corporation statistics.  Beginning in 1936, for Tax Year 
1934, individual and corporation income taxes are each 
reported separately in annual “complete” reports (In-
dividual Income Tax Returns and Corporation Income 
Tax Returns, respectively).  The annual Corporation 
Source Book provides detailed balance sheet, income 
statement, and tax information for major and minor 
industry sectors by asset size.  Over the years, SOI has 
increased its studies and publications to meet the needs 
of its customers. Introduced in 1981, the SOI flagship 
quarterly Statistics of Income Bulletin presents the most 
recent data and related articles on completed studies and 
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a historical section featuring time series data on a variety 
of tax-related subjects.


SOI also periodically publishes compendiums of 
research on nonprofit organizations, estate taxation, and 
personal wealth.  Research articles presented at profes-
sional conferences, namely the American Statistical As-
sociation and the National Tax Association, are published 
annually or biannually in the methodology report series, 
Special Studies in Federal Tax Statistics.  Beginning with 
the 1998 issue, SOI took over publishing the IRS Data 
Book, a fiscal year report that presents statistical data on 
the administration of the U.S. tax system.   


SOI produces the following microdata files:  Indi-
vidual Public-Use Files; Exempt Organizations Records; 
and Private Foundations (and Charitable Trusts) records, 
all of which are available for a fee.  Before release of the 
Individual Public-Use microdata, SOI follows security 
guidelines and edits the files to protect the confidentiality 
of individual taxpayers to prevent disclosure of taxpayer 
information.  Tax returns for both the exempt organiza-
tions and private foundations are publicly available.  
Because of their size, these products are available on 
a CD-ROM or magnetic tape directly from SOI.  Ex-
empt organization microdata files have recently been 
released to the public via the World Wide Web (www.
irs.gov/taxstats). 


Public awareness of SOI products and easy access 
to them have gradually increased over the years.  The 
establishment of the Statistical Information Services 
office that responds to data and information requests 
has helped raise the visibility of SOI products.  With the 
introduction of the IRS World Wide Web 10 years ago, 
SOI’s products became more widely used.  They may be 
found at:  www.irs.gov/taxstats.  TaxStats includes sta-
tistics for individuals, businesses, charitable and exempt 
organizations, IRS operations, budget, compliance, and a 
variety of other topics.  Currently, over 6,000 files reside 
on TaxStats, and this number continues to increase.  


Statistical Information Services


The Statistical Information Services (SIS) office was 
established in 1989 as part of efforts to streamline the 
SOI organization.  From the beginning, the SIS mission 





was straightforward:  Provide accurate and timely data 
along with excellent customer support and technical 
guidance.  Although the number of customers and variety 
of requests have changed since then, the SIS staff still 
strives to fulfill this mission after 17 years.  


When the SIS office was set up, a telephone, paper 
reports and publications, index cards with contact infor-
mation, and a fax machine were its primary tools. Word 
spread quickly, and, soon, the SIS office was inundated 
with requests, many of whose answers were readily 
available from published data.  When customer requests 
involved data unavailable from SOI, the SIS staff made 
every effort to fulfill requests by providing information 
or contacts from other sources.  In the early years of SIS 
operations, 4,000 to 5,000 information requests were 
received annually.  Over the years, the tools have been 
greatly improved, and more data are readily available 
directly to the public.  An electronic management sys-
tem—the Response Processing System (RPS)—tracks 
customer information and details of data requests.  While 
the number of information requests has leveled off with 
the availability of data on TaxStats, the complexity of 
information requests has increased significantly.  Many 
of these requests require extensive research, some sup-
ported by SOI subject-matter analysts. 


Over 2,400 information requests were received in 
Calendar Year 2005 from a broad range of customers.  
The customers are as widely varied as the information 
they request, from a private citizen requesting data on 
car dealerships to a Congressional request for alterna-
tive minimum tax data.  Consultants and researchers 
were the largest group with 23.5 percent of the requests.  
Academia and the Internal Revenue Service were the 
second and third largest groups with 13.5 percent and 
12.9 percent, respectively.  In Calendar Year 2005, most 
information requests (50.4 percent) were received by 
phone, followed closely by 48.2 percent received by e-
mail.  The SIS office also receives information requests 
via fax, letters, and walk-in customers.


SIS Customer Satisfaction Survey


How is the SIS office meeting its goal of providing 
accurate and timely data along with excellent customer 
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support and technical guidance?  Although the SIS of-
fice has received positive feedback from many of its 
customers over the years, is this the complete picture?  
What about the many SIS customers, especially one-time 
customers, who do not provide any feedback?  In 2003, 
at the suggestion of SOI Director Tom Petska, the SIS 
office administered its first survey to measure customer 
satisfaction.  Prior to the SIS survey, SOI surveyed its 
primary customers (Treasury’s Office of Tax Analysis, 
the Congressional Joint Committee on Taxation, and the 
Department of Commerce’s Bureau of Economic Analy-
sis).  The SIS survey was an expansion of SOI’s efforts 
to measure customer satisfaction and to use customer 
input to improve service.  


Administering the Survey


SOI mathematical statistician Kevin Cecco and, 
later, Diane Milleville, in close consultation with the 
SIS staff, designed the SIS surveys. Following the Of-
fice of Management and Budget’s approval, the first SIS 
survey was administered in 2003.  After assisting the 
customer with an inquiry, an SIS staff member provided 
a survey by e-mail or fax and asked for the customer 
to complete the survey related to the customer’s most 
recent inquiry.  


For the first survey in 2003, the survey recipients 
were selected randomly from the daily roster of calls 
and e-mails.  The SIS office planned to survey one of 
every four customers from January through July 2003.  
However, the target number of customers surveyed was 
not reached in July, and the survey was extended an ad-
ditional month.  


Over the years, changes were made to improve the 
survey administration process.  Diane Milleville and In-
formation Technology Specialist Elizabeth Nelson, who 
provides RPS technical support, both helped improve 
the process.  Surveys were imbedded in an e-mail, thus 
eliminating the additional step of downloading the sur-
vey file.  Every customer was sent a survey, eliminating 
difficulties with the random selection process.  Custom-
ers surveyed were tracked in RPS, which eliminated the 
need for SIS staff to manually track them.  


Beginning with the 2004 survey, response options 
were revised to bring the SIS survey in line with a set of 


measures used by SOI’s parent organization, Research, 
Analysis, and Statistics (RAS).  Known as “balanced 
measures,” these criteria were designed to measure how 
well RAS meets its goals.  To maintain consistent mea-
sures throughout all divisions of RAS, including SOI, 
some SIS survey questions and response options were 
changed to include these measures. 


Findings


Table 1 highlights response rates for the 4 years the 
SIS survey was administered.  Initially, the SIS office’s 
goal was to achieve a response rate of 50 percent. SIS 
planned to survey approximately 400 customers with 
the expectation that it would receive 200 responses.  
Although SIS fell short of distributing 400 surveys by 
28 percent, it was quite satisfied with the 49-percent 
response rate.  However, after the first survey in 2003, 
the response rate dropped 7 percentage points in 2004, 
but has increased to 44 percent in 2006.  The number 
of Government surveys sent to customers has increased 
over the years, and this may also contribute to the declin-
ing response rate.  Although SIS would like to have a 
higher response rate, it is pleased with its results to date.  
However, it will continue efforts to improve its survey 
instrument and its methods for administering it.


Table 2 presents the respondents by job function for 
each of the 4 years the survey was administered.  For 
2003, 2004, and 2006, the top 4 categories—consul-
tant/research, State/local government, academic, and 
IRS employee (excluding those classified as “other”) 
accounted for over 57 percent of survey respondents.  
For 2005, some 3 of the top 4 categories were the same; 
Federal Government replaced State/local government 
as the fourth category.  Collectively, these accounted 
for 53.2 percent of survey respondents. In an effort to 


Table 1—Response Rates for SIS Survey, 2003-2006
Surveys Number of Response 


distributed respondents rate


2003 288 142 49%
2004 425 181 43%
2005 300 125 42%
2006 271 119 44%


Year
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improve the SIS customer job function categories, some 
changes were made during the 4 years the survey was 
administered.  In 2004, the nonprofit category was added. 
In 2006, the library, marketing, and realtor categories 
were substituted for the corporation category which 
was eliminated.


There were some differences noted between job 
functions reported by SIS survey respondents and the 
general population of SIS customers.  SIS compared re-
sponses for job function reported by survey respondents 
and recorded by SIS staff in the Response Processing 
System (RPS) during the time period in which the SIS 
surveys were administered.  Overall, the differences were 
generally small for most job categories.  An exception 
was the private citizen category, which ranged from 
12 to 2 percentage points higher (for 2003 and 2006, 
respectively) in RPS than in survey responses.  These 
differences may be a function of respondents’ self-clas-
sification versus classification by an SIS staff member.


The first survey was designed with 17 questions in 
2003.  Over the 4 years, some questions were removed, 
while others were added.  Overall, the number of ques-
tions decreased to a total of 12 for the 2006 survey (see 
Appendix).  Survey questions focusing on 3 issues are 
discussed below. 


Table 3 presents the customer’s expectation of 
timeliness for receiving a response to an information 
request in the 2003 survey and actual timeliness in 
response to questions for the 2004-2006 surveys.  Note 
that the 2003 question is different from the question 
included in the 2004-2006 surveys.  The 2003 question 
asks when the customer expected to receive a response, 
but the 2004-2006 question asks when a response was 
received.  Response options for all 4 years are the same.  
By changing the wording of the question, SIS was able 
to obtain more useful information from its customers.  
The expected response time (in the 2003 survey) was 
significantly greater than the actual response time (in the 
2004 survey.)  Some 36 percent expected a response on 
the same business day in the 2003 survey.  However, over 
70 percent actually received their responses on the same 
business day (in the 2004 survey).  For 2004 through 
2006, a response was received in 3 business days or less 
93 percent to 96 percent of the time.


SIS compared the response time for survey respon-
dents to the response time recorded in RPS by SIS staff 
using the time period that SIS surveys were administered 
in 2004-2006.  Response time of 1 day or less reported 
by survey respondents ranged from 74.2 percent to 62.3 
percent (for 2005 and 2006 respectively).  In contrast, 
the response time of 1 day or less reported in RPS was 
93.8 percent or higher for 2004-2006. The SIS staff 
generally responds to customers within 1 business day 
as indicated in RPS.  However, a completed request 
including additional research may take 2-3 days.  This 
is indicated by 26.1 percent to 30.7 percent of survey 
respondents reporting a response time of 2-3 business 
days.  The response time gap between survey responses 
and RPS may be the difference between making an initial 
contact and delivering the completed information to the 
customer. 


Table 2—Percentage Distribution of SIS Survey
Respondents by Job Function, 2003-2006


Job


function 2003 2004 2005 2006


Total 100.0 100.0 100.0 100.0


Consultant/Research 19.4 17.8 15.3 17.1


State/Local government 14.4 13.9 8.1 10.1


Academic 13.7 13.3 13.7 15.1


IRS employee 10.1 12.8 12.9 14.2


Media 7.9 5.6 5.7 5.0


Corporation 7.2 8.3 10.5 n.a.


Federal Government 5.8 7.2 11.3 7.5


Private citizen 4.3 6.7 2.4 3.4


Tax Preparation/


Accounting firm 2.9 1.7 3.2 5.0


Association/Society 2.2 0.6 1.6 0.0


Congress 0.7 1.1 0.8 2.6


Law firm  -- 2.8 0.8 1.7


Nonprofit n.a. 4.4 4.8 5.9


Library n.a. n.a. n.a. 5.9


Marketing n.a. n.a. n.a. 1.7


Realtor n.a. n.a. n.a. 1.7


Other 11.5 3.9 8.9 2.5
n.a. -- not available


Year
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Table 4 presents the issue of meeting customer 
needs.  In 2004, the question and the response options 
were changed to reflect the RAS balanced measures. The 
2003 question asked if SOI’s product(s)/data satisfied 
customer needs.  The 2004-2006 question asks if the 
product(s) or services(s) provided met customer needs.  
The major difference between the 2003 question and 
the 2004-2006 question is the response options.  In the 
2003 survey, there is no option for a “middle ground” 
between the “disagree options” and the “agree options.”  
Instead, a “not applicable” option is listed at the end after 
“strongly agree.”  Beginning with the 2004 survey, a “not 
sure/neither” option is available between the “disagree 
options” and the “agree options.”  During the 4 years of 
the surveys, the percentage of respondents who agreed 


or strongly agreed that their needs were met ranged from 
76.5 percent in 2004 to 82.5 percent in 2005. 


Table 5 presents  customers’ overall satisfaction with 
the most recent response they received from SIS.  For all 
4 years, the question was the same, but, beginning with 
the 2004 survey, the response options were changed to 
reflect RAS balanced measures. Therefore, responses 
are not comparable between 2003 and the 2004-2006 
responses.  However, for all 4 years, the satisfaction 


rate remained high.  Respondents who were satisfied or 
very satisfied ranged from 85.9 percent in 2004 to 91.6 
percent in 2005.


The surveys each year also included open-ended 
questions asking for further explanations, recommen-
dations, and suggestions for improving service to SIS 
customers.  The information gleaned from responses to 
these open-ended questions has been exceptionally use-
ful.  Several respondents suggested adding the missing 
years in SOI historical tables, published in the Statistics 
of Income Bulletin and also released on TaxStats.  In 
these historical tables, the most current 5 years were 
shown, and, for earlier years, only every fifth year was 
shown.  Data classified by locality are SIS’s most fre-
quently requested products.  SOI, in conjunction with 
the Census Bureau, produces county-to-county and 
State-to-State migration data, along with county income 
data.  SOI also produces Zip Code data.  Not surpris-
ingly, respondents requested more locality data.  Some 


Table 3—Response Timeliness for SIS, 2003-2006
Percentage of respondents indicating . . . 


Survey Response In
question options 2003


When did you Same day 36.0
expect to 2-3 business days 52.5
receive a 4-5 business days 8.6
response? 6 or more


business days 2.9


Survey Response In
question options 2004 2005 2006
When Same day 70.6 74.2 62.3


did you 2-3 business days 26.1 23.4 30.7
receive a 4-5 business days 1.7 2.4 3.5
response? 6 or more


business days 1.7  -- 3.5


Percentage of respondents indicating . . . 


Table 4—SIS Met Customer Needs, 2003-2006


Survey Response In
question options 2003


SOI's Strongly disagree 5.1
product(s)/data Disagree 8.0
satisfied your Agree 30.4


needs. Strongly agree 51.4
Not applicable 5.1


Survey Response In
question options 2004 2005 2006


The product(s) Strongly disagree 6.9 5.0 5.3
or service(s) Disagree 6.9 5.0 3.5
provided met Not sure/neither 9.7 7.5 12.3
your needs. Agree 33.1 29.2 33.3


Strongly agree 43.4 53.3 45.6


Percentage of respondents indicating . . . 


Percentage of respondents indicating . . . 


Table 5—Overall Satisfaction With SIS, 2003-2006


Survey Response In
question options 2003


Rate your overall Very low 0.7
satisfaction Low 1.4
with your Average 10.1


most recent High 34.8
data request. Very high 52.9


Survey Response In
question options 2004 2005 2006


Totally
Rate your overall dissatisfied 0.6 3.4 1.7


satisfaction Dissatisfied 3.5 0.8 2.6
with your Neither 9.9 4.2 7.8


most recent Satisfied 41.5 41.2 33.9
data request. Totally


satisfied


Percentage of respondents indicating . . . 


Percentage of respondents indicating . . . 


44.4 50.4 53.9
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respondents, for example, requested earned income tax 
credit and alternative minimum tax data by county or 
Zip Code and migration data classified by occupation.  
Respondents also requested that locality data or the Cor-
poration Source Book be made available on TaxStats.  
These products have been available on a reimbursable 
basis from SOI.  


Changes Planned or Implemented 


Based on the input received from SIS customers, 
the SIS office has made some changes over the past 3 
years.  The SIS office conducted a benchmarking trip to 
the SIS’s counterpart at the U.S. Department of Transpor-
tation and is looking into other factfinding trips.  After 
the first survey was conducted, the SIS office worked 
with an Information Technology Specialist to more ef-
fectively track customer requests and information about 
its customers.  


SOI has also made improvements to its products 
and services by eliminating breaks in time series data 
for many of its tables.  In selected SOI Bulletin historical 
tables, data for sequential years are published as space 
allows.  On TaxStats where no space limitation exists, 
SOI is looking into adding more years of historical data 
by inserting data for missing years.  SOI has also begun 
adding more data to TaxStats.  This year, SOI added the 
2000-2003 issues of the Corporation Source Book.


SOI Bulletin Survey


The SOI Division’s long history of publishing stems 
from its original mandate in 1916.  Over the years, the 
number of publications and the amount of time and ef-
fort to publish them have grown, but considerably less 
time has been spent evaluating the content, frequency, 
and dissemination of the publications.  Three years ago, 
these tasks were the charge for a new workgroup that in-
volved senior SOI staff and 3 members of SOI's Advisory 
Panel [1].  Initially, this group undertook to review the 
content and frequency of all SOI publications; examine 
how it could make them more useful; look at methods 
of advertising and disseminating; and look at what it is 
not publishing that perhaps it should.





Ultimately, the workgroup’s efforts turned to 
improving the quality of SOI’s most visible publica-
tion—the quarterly SOI Bulletin—and the efficiency 
of the Bulletin production process.  Two methods were 
used—focus groups and a customer satisfaction survey.  
The focus groups were conducted to learn how authors 
and reviewers perceive the writing and review process, 
and to solicit ideas for changes in the writing and review 
process.  The customer satisfaction survey was admin-
istered to better understand how SOI customers use the 
Bulletin, how satisfied they are with the contents, how 
useful the various features of the Bulletin are to them, 
and how it should be improved. The remainder of this 
section of the paper will be devoted to the Bulletin itself, 
describing the survey process, summarizing the key find-
ings, and, finally, telling how SOI is using the survey 
results to improve the publication. 


About the SOI Bulletin


Twenty-five years ago, in the summer of 1981, 
the first issue of the Statistics of Income Bulletin was 
published.  It was initially created as the vehicle for dis-
seminating more limited data on topics formerly covered 
by separate reports, as well as to provide the results of 
the growing number of special projects.  The first SOI 
Bulletin was 46 pages and included just 3 articles—on 
individual income tax returns, sole proprietorship 
returns, and partnership returns.  Recently, SOI Divi-
sion published the 100th Bulletin (Spring 2006, Volume 
25, Number 4), which included 6 articles; 23 selected 
historical and other data tables; sections on sampling 
methodology, projects and contacts, and products and 
services; and an index of selected previously published 
articles.  SOI is currently working on the first issue of its 
26th year (Summer 2006, Volume 26, Number 1).  The 
average size of the report for 2005 was 310 pages.


Today’s Bulletin is issued quarterly, in March, June, 
September, and December and provides the earliest 
published annual financial statistics obtained from the 
various types of tax and information returns filed, as 
well as information from periodic or special analytical 
studies of particular interest to students of the U.S. tax 
system, tax policymakers, and tax administrators.  It 
also includes personal income and tax data by State and 
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cern was that responses might not be representative of 
all users, meaning this information should probably not 
be the basis for any final decision concerning the Bul-
letin.  Also, it was not possible to conduct a nonresponse 
analysis, because the majority of the Bulletin copies are 
distributed by the GPO, and SOI does not know who the 
customers are.  In addition, SOI decided not to continue 
to include the survey in subsequent issues of the Bulletin 
for several reasons—1) the responses were likely to be 
low again; 2) the OMB approval process was required 
for each issue of the Bulletin, and, with a low response 
rate, it would be more difficult to justify including it in 
the report; and 3) the OMB approval process had just 
become much longer, taking about 5 weeks instead of 
2 weeks.  Nevertheless, SOI did have the results from 
52 surveys to evaluate, and, after consulting with the 
mathematical statisticians advising us on this effort, 
they recommended that SOI work with the results it has 
and use another vehicle to focus on a particular part of 
the Bulletin, e.g., another focus group, should SOI decide 
to solicit additional customer feedback.  The findings are 
presented below. 


Findings


Type of respondents.  Over one-third of the respon-
dents (36 percent) were affiliated with State and local 
governments.  Another 18 percent indicated a Federal 
Government affiliation, while 17 percent had a Congres-
sional affiliation.  Nearly one-third of all responses came 
from members of the FTA list serve.


Use of other SOI products.  The three most heav-
ily used SOI products other than the SOI Bulletin were 
the Corporation Source Book, the IRS Data Book, and 
the Individual complete report—used by 40 percent-50 
percent of all respondents.   A little over one-third of 
respondents also indicated they used the Corporation 
complete report.  About one-fourth of all respondents 
use Special Studies in Federal Tax Statistics, public-use 
microdata files, and special tabulations.  Twenty percent 
or less said they use other SOI products.


How respondents receive the Bulletin.  Half of all 
respondents receive the Bulletin through a subscrip-
tion.  Another 20 percent receive it directly from the 
SOI Division.


historical data for selected types of taxpayers, in addi-
tion to data on tax collections and refunds and on other 
tax-related items.  Much work goes into producing each 
issue of the Bulletin, but it was not clear whether it was 
meeting customers’ needs.  Thus, a survey was designed 
to collect critical information on how customers felt 
about the Bulletin.   


Administering the Survey


Once again, SOI Division mathematical statisticians 
Kevin Cecco and Diane Milleville were called upon to 
assist in developing the survey.  The result was a rela-
tively brief and visually engaging, 15-question customer 
survey, which was subsequently cleared for use by the 
Office of Management and Budget.  Following OMB’s 
approval, the survey was then administered to SOI Bul-
letin customers in several ways.


The survey was sent directly via e-mail to SOI’s 
main customers at the Department of Treasury’s Office 
of Tax Analysis, the Congress’s Joint Committee on 
Taxation, and the Commerce Department’s Bureau of 
Economic Analysis, as well as to all members of SOI’s 
Advisory Panel.  The survey was also included in the 
Summer 2004 and Fall 2004 issues of the SOI Bulletin 
for customers to remove, fill out, and either e-mail or fax 
back to SOI.  As a further outreach to potential SOI Bulle-
tin customers, an SOI Advisory Panel member facilitated 
the dissemination of the survey via the Federation of Tax 
Administrators (FTA) list serve in January 2005.   


Following a reasonable amount of time after pub-
lishing the Fall 2004 Bulletin and time allowed for FTA 
members to reply, the responses were compiled and 
analyzed.  In all, 52 surveys were returned.  The majority 
of respondents were from groups SOI targeted.  Only 
9 respondents filled out the survey from the Bulletin 
itself.  To put these numbers in perspective, it should be 
noted that, for the Fall and Summer issues that year, ap-
proximately 2,000 copies of each were printed.  Of these, 
about 400 copies were sent to internal IRS and Treasury 
Department offices, about 1,250 copies were provided 
to the Government Printing Office (GPO) for subscrib-
ers and the Federal Depository Libraries, and about 350 
copies were for the SOI Division for internal purposes.  
Because just 52 responses were received, a major con-
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Frequency of use.  Of the 49 who responded to how 
frequently they use the Bulletin, 37 (about 76 percent) use 
it 4 times a year.  Only 8 percent use it once a year.


Overall satisfaction.  Of the 49 who responded, 86 
percent were satisfied or totally satisfied with the SOI 
Bulletin; only 2 respondents were dissatisfied, while 5 
were neither satisfied nor dissatisfied. 


Use of specific features.  Of the 8 features listed 
(from the Bulletin Board column in the front of the 
report through the index on the inside back cover), and 
checking all that apply, the Selected Historical and Other 
Data section was by far the most frequently used—90 
percent of survey respondents, compared to 67 percent 
who said they use the featured articles and 38 percent 
who use the data releases. An equal number (about 25 
percent of respondents) use each of the remaining fea-
tures, except for the Bulletin Board, which less than 8 
percent indicated they use.


Suggestions for change.  When asked to check boxes 
regarding possible changes to the Bulletin, nearly half 
of all respondents indicated they would like to see more 
articles on topics of current interest.  They also indicated 
an interest in shorter articles focused on key findings 
(nearly 37 percent).  About one-fourth of respondents 
said they would like more details on methodologies and 
samples.  For the response “Other,” 8 survey respondents 
offered varied suggestions, such as adding links to data 
and explanatory material on the Web, including more 
longitudinal data, and reporting medians as well as aver-
ages and measures of variability.  


How to publish sections:  print, Web, or both.  This 
question dealt with the component parts of an article or 
data release and asked respondents whether they pre-
ferred the parts to be provided in print only, posted to 
the Web only, or to be available in both places.  About 
two-thirds of respondents preferred that the tables be 
provided in both mediums; nearly half or more than half 
of respondents indicated that they preferred most parts of 
an article to be published in print and on the Web.  


Use of Selected Historical and Other Data section.  
When asked if they used the Selected Historical and 
Other Data section, some 90 percent said yes.  Of those 


who said yes, over 93 percent said the tables are useful, 
and over 84 percent said the footnotes were useful.  Of 
the 2 respondents who answered no to this question, 1 
provided additional comments, indicating that publishing 
the historical tables in every issue was not necessary.


Where to publish historical tables.  Nearly 70 percent 
of those who use the historical tables felt that they should 
be published in both print and on the Web.  And of 19 
respondents who answered the question about how often 
to publish the historical tables, 11 (or about 58 percent) 
felt that the historical section should appear in all SOI 
Bulletin issues. 


Verbatims


The survey also included the following open-ended 
questions in order to gain additional information about 
how the information in the Bulletin is being used and 
to seek recommendations and suggestions for improve-
ments.  The following summarizes the responses SOI 
received to the open-ended questions from the survey:


•	 What is your primary use of the SOI Bulletin?


About 60 percent of respondents chose to reply.  
Verbatim responses covered a number of areas of uses.  
A few respondents stated that they use the Bulletin for 
“quick look-up of tabulations” or to look up the most 
recent data on a topic.  One respondent identified him/
herself as a “scholar and educator with deep interest 
in the Federal tax system” who reads the Bulletin for 
“keeping up” responsibilities.  Another uses the Bulletin 
as a resource for responding to media inquiries.  The 
most recurring themes centered around the Bulletin as a 
source of data for research and for the historical series 
data.  About a third of the answers indicated that the 
statistics were used for research, revenue estimation, or 
tax modeling purposes.  Another 20 percent were mainly 
interested specifically in the historical data series that is 
included in each issue.  


•	 If you use the Selected Historical and Other Data 
section of the SOI Bulletin, which tables do you 
use, do you find them useful, do you find the ac-
companying footnotes useful, and how would you 
improve this section?
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About half of the 90 percent of survey respondents 
who indicated that they use the historical data also told  
which tables they use of the 23-table section.  The major-
ity of those use 7 or more tables in the section, and some 
specifically stated that they use the annual State data, a 
53-page table titled “Table 2—Individual Income and 
Tax Data by State and Size of Adjusted Gross Income.”  
About 20 percent of those who use the historical data 
also answered the question about whether they find the 
tables useful.  Several stated they found them useful as 
a quick reference, while others stated they were difficult 
to find on the Web.  Only 1 person responded to the 
question about the footnotes, finding them marginally 
useful because of the limited number of years available.  
Suggested improvements ranged from only publishing 
the series once a year to adding more details on the State 
table, to including many more years of data, to more 
detailed data by State.


•	 If you could change one thing about the SOI 
Bulletin, what would it be?


Nearly one-third of respondents chose to weigh in on 
this question, and the responses offered a few themes for 
SOI to consider—namely, a more detailed index in order 
to locate earlier, related articles; more topical, interesting 
articles as some are rather dull; providing links to related, 
technical documentation on the Web; and making Bul-
letin tables electronically useable on the Web.


•	 Please provide any additional comments and/or 
suggestions you may have concerning the SOI 
Bulletin.


Ten responses were received to this question, about 
20 percent of those who responded to the survey.  No 2 
comments were the same, but 1 area for improvement 
suggested in several responses was in length of articles.  
There appears to be more interest in the figures, graphs, 
and tables.  Some asked SOI to consider producing a 
leaner Bulletin, with more interesting writing.  


Next Steps


Although the number of responses to the SOI Bul-
letin Survey was less than had been hoped for, SOI feels 


that the results are a strong indication that it is doing a 
good job of producing the SOI Bulletin. It is a useful re-
source for looking up data on a specific tax-related topic.  
The historical data are very useful and an important 
reason why people use the Bulletin.  However, it is also 
clear that there is room for improvement in a number of 
areas—in improving the writing, e.g., preparing shorter 
articles focused on key findings and preparing more 
articles on topics of current interest.  Many customers 
are also interested in more details on methodologies and 
samples. And another message that came through is an 
interest in more consecutive years of historical data.


These results, along with the results from focus 
groups with Bulletin authors and technical reviewers, 
are being used to focus SOI efforts on specific areas of 
improvement.  Recently, SOI has been working with 
some of the members of SOI’s Web Modernization 
Team with the goal of improving the process of produc-
ing and posting tables to the TaxStats Web site, which 
should also improve the process of producing Bulletin 
articles.  One outcome in streamlining this part of the 
Bulletin production process is that we are making data 
available earlier on TaxStats.  The TaxStats Web Team 
is also working with a contractor on a dynamic tables 
prototype that will allow users to make their own tables 
from previously tabulated SOI data.  Currently, this is a 
prototype that allows users to make tables from 2 years 
of Corporation Source Book data.  The prototype will 
run for 4 months, after which SOI will evaluate feedback, 
costs, etc., to determine how this will fit into SOI’s data 
dissemination strategy.


SOI also plans to address Bulletin content issues.  
Working more closely with managers, authors might 
want to refresh their articles by shortening them, by 
becoming more familiar with relevant tax and economic 
literature, by soliciting ideas from senior staff from 
Treasury’s Office of Tax Analysis and other customers, 
and by coauthoring articles with senior staff or outside 
experts.  SOI will seek to assist authors in accessing the 
tax and economic literature by establishing an electronic 
index of the SOI library and arranging a briefing on 
electronic research from a sister organization in IRS.  
SOI will also assemble a collection of examples of 
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good Bulletin articles and other descriptive papers to 
aid newer authors.


SOI will continue to work on improvements to the 
Bulletin, as evidenced by current efforts to get consen-
sus from our senior managers on a plan to improve the 
Bulletin production process, followed by incremental 
improvements in content and quality of the articles and 
tables.  In so doing, SOI is committed to responding to 
the recommendations and suggestions of customers.


Summary and Conclusion


As discussed, the Statistics of Income Division is 
using surveys to improve the methods of conducting 
business, with the emphasis on providing top-quality 
service to its customers.  The SIS Survey questions dealt 
with communication, characteristics of staff, opinions of 
products, and overall satisfaction.  When surveying SOI 
Bulletin customers, questions dealt with characteristics 
of the customer and their use of this publication, con-
tent issues, suggestions for improvement, and overall 
satisfaction.  Administering surveys and examining the 
findings over the past several years have shown SOI how 
well it is doing in improving products and services and 
have helped guide efforts to make improvements in these 
areas.  For both the SOI Bulletin and SIS surveys, specific 
suggestions included in verbatims related to SOI current 
products have been particularly useful.  The Statistical 
Information Services office has definitely benefited from 
the surveys over the past 3 years.  The SIS survey has 
helped maintain focus on the SIS goal of outstanding 
customer service.  To continue to improve its service, the 
SIS made a benchmarking trip and is looking into other 
factfinding trips.  The SIS office also made enhance-
ments to its electronic tracking system (RPS) to more 
effectively track requests as well as information about 
its customers.  Overall, the responses received from the 





SOI Bulletin Survey have been useful in helping direct 
current efforts to improve the Bulletin.  For example, it 
is clear that SOI customers want to continue to have His-
torical and other data tables available in both the printed 
publication and on SOI’s TaxStats Web site.  SOI staff  
are currently working on guidelines for making tables 
more usable for customers who intend to download and 
work with the data SOI provides.  In addition, SOI is 
working on improving the publication process itself as 
well as desktop publishing tools to improve the layout 
process.  It also intends to work with subject-matter 
experts and mathematical statisticians on content issues, 
e.g., including more articles on topics of current interest 
and more information about the statistical significance 
of reported trends, especially when the reported changes 
are small in magnitude. 


Measuring customer satisfaction will continue to be 
a major priority for SOI.  A commitment to collecting 
and evaluating customer satisfaction data will ensure that 
SOI does not lose its focus on critical issues that impact 
its customers.  An emphasis on collecting customer sat-
isfaction data will reinforce the SOI culture of providing 
outstanding service to customers.  As is evident from the 
data presented in this paper, SOI has done a good job of 
exceeding the expectations of its customers.  However, 
SOI should not rest on its successes, but rather work 
even harder to ensure that it meets or exceeds customer 
expectations.


Endnotes


[1]  “Recent Efforts To Maximize Benefits From the 
Statistics of Income Advisory Panel,” by Tom 
Petska and Beth Kilss, Special Studies in Federal 
Tax Statistics:  2003, Internal Revenue Service, 
pp. 87-93, 2004
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Appendix—SIS Survey Questions, 2003-2006 
Year question included in SIS 
surveySurvey question 
2003 2004 2005 2006 


Which of the following best describes your function? X X X X 
How did you initially learn about the SOI SIS office? X       
How did you initially learn about the SIS office?   X X X 
How often do you contact our office? X       
How often do you contact the SIS office?   X X X 
How did you contact us?       X 
Was the first contact with SIS with a (1) person; (2) voice message       X 
Was the voice message (1) informative; (2) user-friendly; (3) okay as is; (4) 
needs improvement by _______ .       X 
Did we satisfy your data request?  (If only partially or not at all, please 
explain why in the space provided below.) X       
Did the SIS satisfy your data request?   X X   
Did the SIS satisfy your data request?  (If only partially or not at all, please 
explain why in the space provided below.)       X 
When did you expect to receive a response from us? X       
When did you receive a response?   X X   
When did you receive a response regarding your most recent data request?       X 
How did we respond to your data request?       X 
Our staff was focused on determining and satisfying your needs. X       
The SIS staff was focused on determining and satisfying your needs.   X X   
SOI's product(s)/data satisfied your needs. X       
The product(s) or services (s) provided met your needs.   X X X 
SOI's product(s)/data was received timely. X       
How often do you retrieve data from the SOI Tax Stats Web site? X X X   
The SOI Tax Stats Web site is user-friendly. X       
The SOI Tax Stats Web site is user-friendly. Why or why not?   X X   
The Tax Stats Web site would be more useful if SOI considered the 
following  (1) adding more data; (2) deleting data;  (3) adding links to other 
data; (4) having a sophisticated search engine; (5) allowing "create your 
own" tables; (6) adding more viewable tables; (7) other. X       
The information from the SOI Tax Stats Web site met your needs.   X X   
If you could change one thing about the SOI Tax Stats Web site, what 
would it be?   X X   
How would you prefer to receive products/files from SOI? X       
If given the opportunity, would you be interested in receiving notice of 
future data/product releases from SOI? X       
What types of new products/data releases would you be most interested in 
receiving? X X X X 
Please rate your overall satisfaction with your most recent data request. X X X X 
If you could change one thing about your experience with the SIS office, 
what would it be?       X 
Please list any other Web sites that you use to gather statistical information. X       
Please provide comments and/or suggestions on ways we may better serve 
your data needs. X X X X 
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Trends in 401(k) and IRA Contribution Activity, 
1999-2002--Results from a Panel of Matched Tax 


Returns and Information Documents
Peter Sailer and Victoria L. Bryant, Internal Revenue Service,                                             


 and Sara Holden, Investment Company Institute


By combining individual tax returns (Form 1040) 
and information returns (such as Forms W-2 
and 5498) in one panel database, the Statistics 


of Income (SOI) Division has made it possible to study 
trends in contributions by individual taxpayers over time 
to Individual Retirement Arrangements (IRA’s), as well 
as the participation in other types of retirement plans. 
Using a simple random panel of over 71,000 individual 
taxpayers who filed for Tax Years 1999 through 2002, 
this paper will analyze persistency in taxpayers’ contri-
bution activities in traditional IRA’s and in 401(k) plans.  
Several possible factors affecting persistency will be 
considered, including age, marital status, gender, and 
income.   


All of the analysis in this paper is limited to those 
taxpayers who filed for all 4 years in the study--1999–
2002.  In the case of joint returns, primary and secondary 
taxpayers were considered separately.  Weighted, the file 
represents 143.2 million taxpayers, about 81 percent of 
the original 177.0 million who filed for 1999.  Changes 
in marital status or marriage partners did not affect 
inclusion in the study--as long as an individual was 
represented as a taxpayer on a return for all 4 years, he 
or she could be included in the panel.


	Taxpayers’ Use of Traditional IRA’s


At yearend 2002, nearly 50 million taxpayers held 
a total of $2.5 trillion in IRA assets. The bulk of these 
were traditional IRA’s: 40 million taxpayers with $2.3 
trillion in assets. Traditional IRA’s may be contributory 
and/or the result of rollovers from qualified employer-
sponsored retirement plans. This paper focuses on con-
tribution activity among taxpayers in the 1999–2002 
panel dataset. 


	Definition of Traditional IRA Plans  


Individual Retirement Arrangements (IRA’s) were 
created by the Employee Retirement Income Security 
Act (ERISA) of 1974.  These first IRA’s, termed tradi-


tional IRA’s, were still the principal type of IRA’s held 
by most taxpayers in 2002.  In general, contributions 
to traditional IRA’s could be made by individuals who 
received taxable compensation (e.g., wages, salaries, 
commissions, self-employment income).  For 1999 
through 2001, the limit was generally the lesser of 
$2,000 or the individual’s taxable compensation.  For 
2002, the maximum contribution amount was raised to 
$3,000 for taxpayers under age 50, $3,500 for those age 
50 or older (the extra $500 being a “catch-up” contribu-
tion; both catch-up contributions and the higher limits 
were legislated by the Economic Growth and Tax Relief 
Reconciliation Act of 2001 (EGTRRA)).  Additional 
restrictions based on age, coverage by a retirement plan 
at work, income, and filing status limit the amount that 
could be contributed on a tax-deductible basis in any 
particular tax year.  In general, taxpayers less than 70½ 
years of age who were not covered by a retirement 
plan at work could make a traditional IRA contribution 
that would be deductible on their income tax returns.  
However, households with an individual covered by a 
qualified pension plan at work generally found this de-
duction limited based on income level and filing status 
(see Internal Revenue Service, Publication 590, for an 
explanation of the rules).  


	Persistency in Traditional IRA   
 Contributions  


Figure 1 shows that 4.1 million of the taxpayers 
represented by the 1999–2002 panel dataset made con-
tributions to traditional IRA plans for Tax Year 1999.  
Earlier papers explored some of the characteristics of 
individuals making IRA contributions in a given year 
(see Sailer, Gurka, and Holden (2003); and Sailer and 
Holden (2005)).  This paper will explore the persistence 
of the 1999 traditional IRA contributors in following 
years.  Figure 1 shows that, for 2000, only 2.7 million 
of the 1999 participants made contributions.  By 2001, 
only 1.9 million persisted, and, by 2002, the participation 
was down to 1.4 million--34.8 percent of the original 
contributors in 1999.
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One possible reason for dropping out of the IRA 
savings program could be that some taxpayers lost the 
immediate tax incentive of being able to deduct the 
amount contributed.  As discussed earlier, taxpayers 
who were covered by employer-provided pension plans 
had income limits above which IRA contributions could 
not be deducted.  Contributions could still be made by 
taxpayers who exceeded the income limitation, but 
the immediate tax benefit of a deduction would not be 
available. Nevertheless, income generated by the IRA 
investment remains nontaxable until it was withdrawn 
in either event.


Figure 2 divides taxpayers into two groups: Those 
who were eligible for the deduction in all 4 years, and 
those who were not eligible in at least 1 year.  It shows 
that the persistency rate for those who were continuously 
deduction-eligible was higher than for those who were 
not--42.7 percent versus 27.1 percent in the fourth year, 
respectively.


Further research showed that marital status and 
gender were not significant factors in determining 
persistency of traditional IRA contributions.  Age of 
taxpayer, however, did make a difference.  Persistency 
rose steadily from 19.6 percent for taxpayers under age 
25 in the beginning year to 40.4 percent for taxpayers 
in the 45-to-54 age group, then fell off at higher ages 


(Figure 3).  Since age 70½ is the cutoff age for making 
traditional IRA contributions, no persistency was pos-
sible above that age.


Figure 1: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 
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Size of adjusted gross income (the best indicator of 
total household income on the tax return) also made a 
difference although, somewhat unexpectedly, the distri-
bution proved to be bimodal, with the “Under $25,000,” 


Figure 2: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 


2000–2002: Persistence of Contributions
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Figure 3: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 


2000–2002, by Age in 1999
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By 2002, some 3.7 percent of the 1999 contributors 
were no longer eligible to contribute due to their ages.  
Also in 2002, some 12.2 percent no longer had earned 
income (salaries and wages or self-employment income) 
and thus were ineligible.  A total of 21.8 percent of the 
1999 IRA contributors still met the basic age and in-
come requirements, but had opted to save for retirement 
under different plans--401(k) plans, Roth IRAs, SEP 
or SIMPLE IRA plans--or had coverage under another 
employer-sponsored retirement plan.  This left 17.4 per-
cent of the 1999 contributors who were not contributing 
to any pension plan, even though they appeared to be 
eligible to do so.


The motivation of taxpayers who stopped con-
tributing to retirement plans is, of course, a matter of 
speculation.  But the matched database of tax returns 
and information documents does contain information 
that supports somewhat informed speculation.  Look-
ing at the taxpayers who stopped contributing between 


the “$75,000 under $100,000,” and the “$500,000 or 
more” income classes showing lower persistency rates 
(Figure 4).  Persistency is most difficult for lower-in-
come taxpayers, and, given the many other investment 


Figure 4: Taxpayers with Traditional IRA 
Contributions for 1999 Who Filed for 


2000–2002, by Size of AGI in 1999
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Figure 5: Taxpayers with 4-Year Deduction 
Eligibility and Traditional IRA Contributions 
for 1999 Who Filed for 2000–2002, by Size 


of AGI in 1999
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opportunities for those with high incomes, perhaps not 
that relevant for higher-income taxpayers.  The lower 
persistency rates in the middle of the distribution may 
be related to the phaseout of the deductibility of tradi-
tional IRA contributions for some taxpayers at those 
levels.  When only taxpayers who were eligible for IRA 
deductions in all 4 years were considered, persistency 
was higher across all income groups and did not vary 
as much among the lower-to-middle income groups 
(Figure 5).


	Reasons for Leaving the Program


In Figure 6, several factors are considered that may 
have caused taxpayers who contributed to traditional 
IRA plans in Tax Year 1999 not to contribute in sub-
sequent years.  As mentioned previously, reaching age 
70½ disqualifies a taxpayer from making contributions.  
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1999 and each of the 3 succeeding years, Figure 7 shows 
that between 90,000 and 130,000 of these individuals, 
depending on the year, had started making withdrawals 
from their pension plans (information reported on Form 
1099-R).  So, while they were still receiving earned 
income, they were presumably semiretired and no lon-
ger felt the need to build up their pension reserves.  A 
substantial number of these taxpayers were not receiving 
pension income, but had experienced a drop in adjusted 
gross income since 1999, and may not have felt able to 
afford pension plan contributions.  By 2002, these tax-
payers numbered 326,000--over half the individuals who 
had stopped making pension contributions.  A smaller 
number of taxpayers (64,000 for 2002) did not have a 
drop in overall income, but did have a drop in salaries and 
wages (earned income), which may have had a similar 
effect.  And another 92,000 of these taxpayers changed 
employers between 1999 and 2002, or changed from 
employee to self-employed individuals--changes which 
may have disrupted their contribution patterns.


Figure 6: Taxpayers with Traditional IRA 
Contributions in 1999 Who Filed for 
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	Taxpayers’ Use of 401(k) Plans


At yearend 2002, nationwide, 401(k) plans had accu-
mulated $1.5 trillion in assets (see Investment Company 
Institute (August 2005)). This paper uses information 
from individuals’ W-2 forms in conjunction with the 
Individual Tax Return (Form 1040) to analyze taxpayer 
contributions to 401(k) plans among taxpayers in the 
1999–2002 panel dataset. 


	Definition of 401(k) Plans  


The key provision of 401(k) plans, which are a type 
of employer-sponsored defined contribution plan, is the 
ability to defer salaries by making before-tax contribu-
tions (deferrals) to an account maintained in the given 
participant’s name.  In most instances, the participant 
directs the investment of the account assets, which 
grow tax-free until they are withdrawn.  In many cases, 
the plan sponsor may make a matching contribution 
(for example, contributing 50 cents for every dollar the 
participant contributes up to 6 percent of salary; for a 
detailed analysis of 401(k) plan participant contribution 
activity, see Holden and VanDerhei (October 2001)). 


Figure 7: Closer Look at Taxpayers With 
Traditional IRA Contributions for 1999 and No 
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Contribution limits in 401(k) plans are higher than 
in IRA’s. In Tax Year 1999, the participant deferral limit 
in 401(k) plans was $10,000 ($10,500 in 2000 and 2001, 
and $11,000 in 2002). “Catch-up” contributions were 
also permitted in 401(k) plans starting in 2002 under 
EGTRRA. 


	Persistency in 401(k) Contributions  


A comparison of persistency in 401(k) contributions 
(Figure 8) to that for the traditional IRA contributions 
(Figure 1) shows that persistency of contributors to 
401(k) plans is much higher.  Over 60 percent of con-
tributors to 401(k) plans in 1999 contributed for the 
following 3 years as well--as compared to 34.8 percent 
for contributors to IRA plans.  


	Note


The views in this paper are those of the authors and 
do not reflect those of the Investment Company Institute 
or its members, nor are they the official positions of the 
Internal Revenue Service.  Any errors are solely the 
responsibility of the authors.
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	Future Research


The Statistics of Income Division is developing 
a larger, stratified panel, which will contain data for 
over 140,000 individual taxpayers.  The data shown in 
this article will be rerun from this larger panel when 
it becomes available. In addition, further analysis of 
taxpayers with 401(k) contributions in 1999 and not in 
later years will be explored. 
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Statistics from individual income tax returns reveal
some dramatic changes in the past 18 years.  The tax re-
forms of 1981 and 1986 significantly lowered individual
income tax rates and, in the latter, substantially broadened
the income tax base [1].  Tax law changes effective for
1991 and 1993 initiated rising individual income tax rates
and further modifications to the definition of taxable in-
come.  In addition, two recessions have transpired, and
the U.S. economy has become more service-oriented and
global in nature.  With all of these changes, a question that
arises is what has happened to the distribution of individual
income and the shares of taxes paid by various income-
size classes?


This paper is an examination of recent trends in the
distribution of individual incomes based on a consistent
measure of taxable income.  The paper has four sections.
The first section briefly summarizes background informa-
tion on a measure of individual income derived as a “ret-
rospective concept” from individual income tax returns.
The second section highlights some of the more substan-
tial changes to the Internal Revenue (Tax) Code, particu-
larly those affecting individual income tax liabilities.  The
third section examines and analyzes aggregate time series
data on individual income and taxes based on income tax
return filings with the IRS.  The last section summarizes
some of the results, presents conclusions, and describes
future research plans.


A Retrospective Definition of Income
In order to analyze changes in income and taxes over


a period of years, a consistent definition of income must
be used [2].  However, the most commonly used income
concept available from Federal income tax returns, adjusted
gross income (AGI), was designed to facilitate tax admin-
istration, and its definition has changed over time to re-
flect modifications to the Internal Revenue Code.


The new tax laws of the 1980’s and 1990’s, including
the Economic Recovery Tax Act of 1981 (ERTA), the Tax
Reform Act of 1986 (TRA), the Revenue Reconciliation Act
of 1990 (RRA), and the Omnibus Budget and Reconcilia-
tion Act of 1993 (OBRA) made significant changes to both
the tax rate schedules and the components of AGI.  These
changes made it more difficult to use AGI for accurate
intertemporal comparisons of income.  For this reason, an
income definition that would be applicable over


several years was developed to allow comparisons both
before and after the major tax legislation [3].


The “1979 Income Concept” was developed to address
this problem by providing a more uniform measure of in-
come across tax years.  This “retrospective income” con-
cept was calculated by including the same income and
deduction items in each year’s income calculation and from
items available on Federal individual income tax returns.
Tax Years 1979 through 1986 were used as base years in
identifying the income and deduction items included in
this concept.  As a result, the definition of the 1979 In-
come Concept is consistent throughout the base years and
was used for later years to compare income by including
only income components common to all years [3,4].


The calculation of the 1979 Income Concept is shown
in Figure A.  Several items partially excluded from AGI
for the base years were fully included, the largest of which
was capital gains.  The full amounts of all capital gains, as
well as all dividends and unemployment compensation,
were included in the income calculation.  Total pensions,
annuities, IRA distributions, and rollovers were added,
including the nontaxable portions that were excluded from
AGI.  Social Security benefits were omitted because they
were not reported on tax returns until 1984.  Also, any
depreciation in excess of straight-line depreciation, which
was subtracted in computing AGI, was added back [4].


The 1979 Income Concept applied to 1996 includes
many income and deduction items that are components of
AGI and also includes nontaxable (i.e., tax-exempt) amounts
of income reported on individual income tax returns, as
well as disallowed passive loss deductions.  Deductions
that are subtracted in the calculation of the 1979 Income
Concept include employee business expenses, alimony
paid, and moving expenses.  These same items were sub-
tracted in computing AGI until 1987, when unreimbursed
business expenses and moving expenses were changed
from adjustments to itemized deductions.  (For 1996, mov-
ing expenses were once again an adjustment to income.)
The amounts reported for moving expenses (for 1987-1993)
and employee business expenses by taxpayers who item-
ized deductions were also subtracted in the calculation of
the 1979 Income Concept.  Taxpayers who did not itemize
deductions, however, could not claim either of these two
expenses because they were not allowed as adjustments
after 1986 (until 1994, when moving expenses were once







Figure A.--Components of the 1979 Income Concept for
Tax Year 1996


1979 Total Income Concept =


Salaries and wages1


Plus (+):
Interest1
Dividends1


Taxable refunds1


Alimony received1


Capital gains minus allowable losses reported on
   Schedule Dl


Capital gains and losses not reported on Schedule D1


Other gains and losses (Form 4797)1


Business net income or loss1


Farm net income or loss1


Rent net income or loss1


Royalty net income or loss1


Partnership net income or loss1


S Corporation net income or loss1


Farm rental net income or loss1


Estate or trust net income or loss1


Unemployment compensation1


Depreciation in excess of straight-line depreciation 2
Total pension income3


Other net income or loss1


Net operating loss1


Minus (-):
Disallowed passive losses (Form 8582)4


Moving expenses1


Alimony paid1


Unreimbursed business expenses4


1  Included in adjusted gross income (AGI) for Tax
Year 1996.


2 Adjustment to add back excess depreciation (ac-
celerated over straight-line depreciation) deducted
in the course of a trade or business and included
in net income (loss) amounts.


3   Includes taxable and tax-exempt pension and re-
tirement distributions, including IRA distributions.


4 Not included in AGI for Tax Year 1996.


again allowed as an adjustment).  For this reason, the de-
duction for these two expenses beginning in 1987 is not
completely comparable to that for previous years [4].


Comparison between AGI and retrospective income. --
As stated, the Tax Reform Act of 1986 (TRA) made ex-


tensive changes to the calculation of AGI beginning with
1987, and these changes made necessary a revision of the
calculation of the 1979 Income Concept, in order to make
tax years beginning with 1987 comparable to the base
years, 1979 through 1986.  TRA limited the deduction of
passive losses and eliminated unreimbursed employee
business expenses and moving expenses as adjustments
in figuring AGI beginning with Tax Year 1987.  Since pas-
sive losses had been fully deductible for both income mea-
sures prior to 1987, the disallowed passive losses had to
be deducted in the 1979 Income Concept calculation for
tax years after 1986 [4].


Before TRA became effective, a comparison of income
measured by AGI with that measured by the 1979 Income
Concept showed significant differences at income levels
of $200,000 or more.  But, with the elimination of prefer-
ential treatment of various income items by TRA, such as
the exclusion of a portion of capital gains, much of the
difference disappeared.  Under tax law prior to 1987, the
capital gains exclusion accounted for the largest differ-
ence between the two income measures at the higher in-
come levels.  For 1996, the 1979 retrospective income
amount was 8.3 percent higher than income calculated us-
ing AGI.  This difference was primarily attributed to the
inclusion of more than $130.6 billion in nontaxable pen-
sions and annuities (including IRA distributions) in retro-
spective income.


Some limitations of the data.--The Statistics of Income
(SOI) Division of IRS produces annual studies of indi-
vidual income and taxes by sampling and compiling data
from Forms 1040, U. S. Individual Income Tax Return.
Returns are selected as part of random, stratified cross-
sectional samples.  For this study, returns are then tabu-
lated into size classes of retrospective income, and the
percentile thresholds are estimated by interpolation [5].


While the 1979 retrospective income concept is a con-
sistent measure for interyear income comparisons, its ap-
plication in this study still has shortcomings.  First, since
the data set is based on successive cross-sectional samples,
it is not a panel.  In the underlying microdata, individuals
can move in and out of annual studies, as well as move
across size classes.  For example, a person with a large
windfall gain could appear in the top 5-percent class in
one year, but then fall to a lower size class or even out of
the samples in other years.


It should also be noted that cash and in-kind public
assistance, as well as Earned Income Tax Credit refunds,
are all excluded from the income measure.  Further, while
Federal individual income taxes are included in the data-
base, Social Security (FICA) taxes, corporation income
taxes, and excise taxes are not.  Therefore, the database is
a good measure of what it includes but does have some
limitations in content or scope.







Marginal and Average Tax Rates
Marginal tax rates for a specific individual income tax


return depend on the types and amounts of income reported
and assumptions concerning the order in which the income
is taxed.  This determination is complicated by the pres-
ence of the alternative minimum tax, various tax credits,
limitations on itemized deductions, and phaseout of ex-
emptions, all of which are not specifically addressed in
this study.  However, despite these limitations, it is still of
interest to compare the highest individual marginal tax rate
and the highest marginal tax rate for capital gains to the
empirically-determined average effective tax rate, all of
which are shown in Figure B [6].


Of the three series, the average tax is clearly the lowest
and the most stable over the time period.  The average tax
rate, which was computed from the retrospective income
and tax liabilities, varies between 12.5 percent and 15.1
percent over this 18-year period.  The variation between
years is small despite the frequent and substantial changes
to the marginal tax rates, which are at considerably higher
levels and show substantially more change.


From an historical perspective, what is most striking
about the top individual marginal tax rate is that it was as
high as 70 percent for the highest income levels (such as
married filing joint returns with taxable income over
$215,400) for 1979 through 1981.  These historically high
marginal tax rates declined substantially with the passage
of the Economic Recovery Tax Act (ERTA) in 1981, effec-
tive for Tax Year 1982, which lowered the top marginal rate
to 50 percent, where it remained through 1986.  The pas-
sage of the Tax Reform Act of 1986 (TRA), the most com-
prehensive revision of the Internal Revenue Code since
1954, broadened the individual tax base by curtailing or


rescinding many provisions that had previously eroded
the base, while lowering the top marginal tax rate to 28
percent (once fully phased in for 1988).


The new rate structure remained in effect through Tax
Year 1990, but, beginning for Tax Year 1991, the top indi-
vidual rate began to climb.  For 1991, the top marginal tax
rate climbed to 31 percent, and it again increased, this time
to 39.6 percent, under the Omnibus Budget and Reconcili-
ation Act (OBRA) beginning for 1993.  The highest mar-
ginal rate for capital gains income is also shown in the
figure, since it is a key determinant of the overall effective
rate, particularly for high-income individuals who often
have substantial capital gains.  Despite the high marginal
tax rates, particularly in the pre-TRA period, capital gains
have generally been taxed at significantly lower levels.  In
the pre-TRA period, this was mainly attributable to the fact
that 60 percent of long-term gains could be excluded.  So,
even with top marginal rates of 70 percent in the early
1980’s, the 60-percent exclusion effectively created a maxi-
mum tax rate of 28 percent (40 percent of 70 percent) [7].
When the top individual marginal tax rate was lowered to
50 percent, effective for 1982, the top capital gains rate
declined correspondingly to 20 percent (40 percent of 50
percent).


Time Series Data on Income and Taxes
This section of the paper examines the income per-


centile data for 1979 through 1996 with attention to the
income and tax shares by percentile and  average tax rates.
The database for this study ranks individual taxpayers from
highest to lowest, by size of retrospective income annu-
ally, for the period 1979 to 1996 and groups them into in-
come-size classes.  The income-size classes were converted


Figure B.--Average and Marginal Tax Rates, 1979-1996
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Figure B.--Average and Marginal Tax Rates, 1979-1996
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to percentiles and were collapsed to:  the top 1 percent; the
next 1 to 10 percent; the next 10 to 50 percent; and the
bottom 50 percent of the overall income distribution.  In
addition to the numbers of individual tax returns and the
amount of retrospective income in each size class, the da-
tabase includes taxes paid.  Using these data, the income
and tax shares and the average taxes have all been com-
puted for each income-size class for all years.


With this database, we sought to answer the following
questions--have changes to the tax laws or, more specifi-
cally, the tax rates, affected the distribution of individual
incomes (i.e., income shares), the shares of taxes paid by
income-size classes, and the average tax burdens or effec-
tive rates of taxation?


Income shares.--The data on income shares by income-
size class are shown in Figure C.  The share of income
accounted for by the top 1 percent of the income distri-
bution has climbed steadily from a low of 9.6 percent for
1979 to a high of 16.5 percent for 1996.  While this in-
crease is quite steady, there were some significantly large
jumps, particularly for 1986, due to a surge in capital gains
realizations after the passage, but before the implementa-
tion, of TRA.  The top 1-percent share also increased for


year period.  However, the 10-to-50 percent group still ac-
counted for the largest share of income in all years.


Tax shares.--Data on tax shares by income-size groups are
shown in Figure D.  The share of taxes accounted for by
the top 1-percent group also climbed steadily in this pe-
riod, from initially at 19.8 percent for 1979, then declining to
a low of 17.4 percent for 1981, but then rising to a high of
31.7 percent for 1996.  As for incomes, there were some
unusually large increases, particularly for 1986, but also
for 1993, the first year of the 39.6-percent marginal tax rate.
As for incomes, the tax share of the top 1-percent group
declined in recession years.


The 1-to-10 percent size class exhibited relatively little
change in the overall share of taxes paid, increasing from
30.1 percent to 30.3 percent in the 18-year period.  The 10-
to-50 percent class and the bottom 50-percent class both
had declining shares of total taxes paid.  The 10-to-50 per-
cent class accounted for the largest share in taxes paid, but
had a decline from 43.0 percent to 33.6 percent of the total
in the 1979 to 1996 period.  The bottom 50-percent class
had a decline in share of taxes paid from 7.0 percent to 4.4
percent in this period.


1995 and 1996.  Notable declines in the top 1-percent  share
occurred in the recession years of 1981 and 1990-1991.


This pattern of an increasing share of total income is
mirrored in the 1-to-10 percent class, but to a lesser ex-
tent.  For this group, the income share increased from 23.5
percent to 26.0 percent in this period.  The lower income-
size classes, 10-to-50 percent and the bottom 50 percent,
both show declines in shares of total incomes over the 18-


Effective tax rates.--Average tax rates by income-size class
are presented in Figure E.  In looking at these data, what is
most striking is the progressivity of the tax system--aver-
age tax burdens increase with income-size classes in all
years, since none of the lines intersects.  Clearly, the over-
all progressivity of the individual tax system is reaffirmed.


Average tax rates declined between 1979 and 1996 for
all income-size classes; however, the trends are not as


Figure C.--Income Shares by Income Percentiles by Year, 1979-1996
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steady as those for the income and tax shares.  For ex-
ample, all size classes show declines in average taxes in the
pre-TRA years, but all show increases in the 1994-96 pe-
riod.  The top 1-percent group clearly shows the effects of
the 1986 capital gains realizations, in anticipation of the
ending of the long-term gains exclusion, which began in
1987.  This brought about a substantial increase in realiza-
tions that swelled the income amounts in the highest in-
come groups.  This effect caused a significant increase in
income, taxes, and the income threshold of the top 1-per-
cent group for 1986.


As a result of the OBRA-initiated 39.6-percent top mar-
ginal tax rate, both the average tax rate and the income tax


shares of the 1-percent group increased sharply beginning
for 1993.  This was an expected result, but average tax
increases were also evident in smaller income-size classes as
well.


Conclusions and Future Research
Some conclusions can be drawn from examination of


these data.  First, the income and tax shares of the top 1-
percent group increased substantially in this period.  The
income share of the top 1-percent rose considerably from
9.6 percent to 16.5 percent of total income, while the share
of taxes paid by this group also increased significantly,
rising from 19.8 percent to 31.7 percent, an increase


Figure D.--Tax Shares by Income Percentiles by Year, 1979-1996
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Figure E.--Effective Tax Rate for Income Percentile Classes by Year, 1979-1996
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examine distributional effects.  Plans are also to extend this
analysis and compare these results to those of other re-
searchers.
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Corporation Life Cycles:  Examining Attrition 
Trends and Return Characteristics in Statistics 


of Income Cross-Sectional 1120 Samples   
Matthew L. Scoffic, Internal Revenue Service


E very year, the Statistics of Income (SOI) Di-
vision of the IRS produces a cross-sectional 
study of 1120 series corporation tax returns 


based on a weighted sample of the population of cer-
tain Forms 1120.  The microdata from this study are 
used to produce tabular data for public dissemination 
through SOI’s Taxstats Web site and many regular and 
occasional paper publications.  SOI also uses these data 
to produce custom tabulations for internal and external 
customers in many disciplines.


While these data provide an excellent source for 
annual financial tabulations and for developing an un-
derstanding of the implications of tax policy for the 
taxpaying public, there is less focus on the implicit 
longitudinal characteristics of the SOI sample or the 
changing population of 1120 filers from which SOI 
draws its sample.  This paper examines the extent to 
which business entities in the SOI sample survive, per-
ish, or appear inconsistently, and to what extent returns 
from these three categories differ in certain financial 
characteristics.  Examining these issues can provide in-


sight into what types of business entities tend to survive 
and perish over a period of time and can provide users 
of SOI tabular data with insight into whether estimates 
are based on the same entities over time, or a sample 
that changes with regularity.


u The SOI 1120 Sample


Before examining the performance of the SOI 
sample over a period of years, it is first useful to under-
stand the structure of the cross-sectional SOI sample 
itself.  The SOI study’s target population consists of all 
for-profit corporations that are required to file an 1120 
series tax return that is included in the SOI study.  SOI 
studies Forms 1120, 1120-A, 1120-F, 1120-L, 1120-
PC, 1120-REIT, 1120-RIC, and 1120-S.  The survey 
population consists of those returns that are selected 
for the SOI sample and are processed on the IRS Busi-
ness Master File (BMF).  SOI has been using a sample 
of 1120 series returns to estimate population values for 
over 50 years.  The first SOI sample was implemented 
for Tax Year 1951, when 41.5 percent of the 1120 fil-


Year Sample Size Population Size Sample as Percentage of Population 


1993 91,687 4,340,688 2.11 


1994 95,021 4,700,268 2.02 


1995 97,461 4,852,305 2.01 


1996 94,172 4,968,490 1.90 


1997 98,204 5,102,958 1.92 


1998 137,600 5,204,810 2.64 


1999 140,984 5,315,461 2.65 


2000 144,917 5,429,473 2.67 


2001 146,479 5,563,781 2.63 


2002 145,353 5,701,024 2.55 


2003 141,678 5,845,672 2.42 


Figure A—Sample and Population Size for SOI 1120 Study 1993–2003
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ing population was sampled.  In 1951, the total num-
ber of Forms 1120 filed was 687,000, and SOI selected 
285,000 returns for its study.  The sample size as a per-
centage of the population has fluctuated over time, and, 
in the last tax year for which data are available, 2003, 
the SOI sample was 2.4 percent of the total population 
of over 5.8 million 1120 returns, or 141,678 returns.  
In the 10 years that are the focus of this paper, the SOI 
sample size has increased from 91,687 returns in 1993 
to 141,678 returns in 2003.


To determine whether an individual return is to be 
sampled, an algorithm is used to transform the Employ-
er Identification Number (EIN) of the tax return, and a 
Transform Taxpayer Identification Number (TTIN) is 
produced.  This TTIN can be characterized as a pseu-
dorandom number; the same algorithm is used to pro-
duce the TTIN every year, so that the same algorithm 
applied to the same EIN will produce the same TTIN in 
any study year.  This implies that, with no change in the 
selection probability of the applicable stratum and no 
change in the stratum into which the return falls, a re-
turn selected in year one should be selected in year two, 
providing it is present in the population (and providing 
it has not changed its EIN).  The sample is stratified by 
form type, size of total assets, and income, or in some 
cases form type and size of total assets alone.


Each stratum is associated with a sampling rate. 
The sampling rate is multiplied by 10,000 to create a 
four-digit number between 0000 and 9999.  If the last 
four digits of the TTIN for a given return are less than 
or equal to this number, the return is selected for the 
SOI study.  For example, the last four digits of a TTIN 
may equal 3025.  If the product of the sampling rate * 
10,000 is equal to 7777 (0.7777 * 10,000) for this stra-
tum, the return will be selected for the SOI study.  If the 
product is 2222 (0.2222 * 10,000), the return will not 
be selected for the SOI study.  The stratum’s sampling 
rate determines the probability of a return in that stra-
tum being selected.  A higher value of the sampling rate 
for a given stratum equates to a higher probability of a 
return in that stratum being selected for the SOI study.  
This probability can range from a fraction of 1 percent 
to 100 percent.  The rate at which returns are sampled 
depends on their size (measured in income and/or total 
assets) and form type.  Generally, the sampling rates in-


crease as size increases for all form types.  Over the 10 
years studied, sampling rates have tended to increase 
for most size classes and form types, but rates for some 
strata have declined [1].


This selection process takes place over a 24-month 
window of time.  Typically, more than 15 percent of 
corporations file tax returns based on a noncalendar 
year accounting period.  Therefore, a selection window 
of July through the following June is necessary for any 
given study year.  The time necessary is extended fur-
ther due to optional extensions of the filing deadline 
which are used by many corporations, and by admin-
istrative processing delays on the part of the IRS.  A 
study for Tax Year X is therefore composed of returns 
selected from July of year X through June of year X+2.  
Some returns can also be added after this time if their 
presence in the SOI study is deemed critical [2].


Returns that would meet the sampling criteria may 
not be selected because they have been filed later than 
SOI’s deadline for selection, because the returns were 
not available to the SOI Division while being held by 
another IRS function, or because data processing errors 
caused the returns to fall into an incorrect stratum [3].


u Data Description


In order to study the behavior of returns in the SOI 
sample, I compiled 10 years of selected data from SOI’s 
cross-sectional 1120 study, Tax Year 1994 to Tax Year 
2003.  To create the dataset, I first identified all unique 
EINs in the Tax Year 1993 study.  There were 86,632 
records in this dataset.  I used this file as the “base year” 
to which I compared SOI studies from other years to 
determine the presence or absence of the base-year re-
turns in subsequent years.  I performed these interyear 
comparisons by matching datasets on EIN.  For the 
subsequent 10 years of SOI studies from 1994 through 
2003, I compiled ten datasets containing selected data 
items of base-year returns which were selected again 
in the subsequent years, and ten datasets containing se-
lected data items of base-year returns not selected in 
the subsequent SOI study years [4].


In each year, I analyzed whether the base-year re-
turn was present or not in the SOI sample and compiled 
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an inventory dataset for each return which represents 
its life cycle throughout the 10 years.  This dataset con-
tained all EINs from the base year and an observation 
for each subsequent study year, 1994-2003.  The obser-
vation could take on a value of “0” if the return was not 
present in the study year, or “1” if the return was pres-
ent in the study year.  The dataset also contained a data 
item representing the life cycle of the return.  This data 
item was a concatenation of all the study-year observa-
tions (“0” or “1”) and represented the 10-year pattern 
of presence or absence for each base-year return.  The 
final data item in the dataset was a sum of all “1” or 
“0” study-year observations, representing the number 
of years in which the return appeared in the SOI study 
from 1994-2003.


I then used the inventory dataset to group the base-
year returns into three categories based on a character-
ization of their life cycles over the 10 years studied.  
The categories used were Consistent, Inconsistent, and 
Terminal.  I defined a Consistent return as one that is 
present in at least 8 out of the 10 years analyzed but 
has not been absent from the sample in the last 2 years, 
2002 and 2003 [5].  I defined an Inconsistent return as 
one that was present in less than 8 years of SOI stud-
ies and was not categorized as a Terminal Return.  I 
defined a Terminal return as one whose life cycle pat-
tern matched one of nine specific patterns that indicate 
a return left the sample and never returned.  Figure A 
shows the patterns used to characterize Terminal re-
turns.  A “1” indicates the return is present for the year, 
and a “0” indicates the return is absent.  Each of the ten 
characters comprising the life cycle pattern represents 
a study year, 1994-2003.


Because returns can be present in the SOI study and 
present in the population, absent from the SOI study 
and absent from the population, or absent from the SOI 
study but present in the population, I matched files of 
base-year returns not present in each subsequent year to 
administrative IRS population files to examine the ul-
timate status of the returns [6].  In some cases, it could 
be shown that, although base-year returns were missing 
from the SOI sample for a subsequent year, they were 
present in the population of 1120 filers.  These returns 
are in general presumed not to have met the SOI selec-
tion criteria for the study year, subject to the limitations 


of the selection process described previously.  In other 
cases, it could be shown that a base-year return not 
selected for a subsequent SOI study was not selected 
because it was no longer present in the population of 
1120 filers.  It is of use to determine which nonselected 
base-year returns remained in the population and are 
available for selection to demonstrate whether a return 
has simply failed to meet SOI sampling criteria or is in 
fact no longer required to file an individual 1120 series 
tax return [7].


In order to determine whether Consistent, Incon-
sistent, and Terminal returns differed qualitatively in 
terms of their financial characteristics or other charac-
teristics, I compiled these three groups of returns and 
determined the means of four key financial data items 
and the age of the entity.  I compared the means of the 
data items and the ages in each category and tested the 
differences to determine statistical significance.  The 
four financial items compared were Total Receipts, Net 
Income, Total Assets, and Net Worth [8]. The age of 
the entity is the number of years between the date of 
incorporation and the base year, 1993 [9].


u Data Analysis


Figure C presents the count of base-year returns 
present in each subsequent SOI study and filing pop-
ulation from 1994-2003 as well as the percentage of 


Life Cycle Patterns Characterizing Terminal Returns 
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Figure B—Criteria for Terminal Return Definition
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base-year returns present in the sample and population 
in subsequent years.  The same data are represented 
graphically in Figure D.


In the base year of 1993, some 86,632 returns were 
selected for the SOI study.  The number of base-year re-
turns remaining in the SOI study declined steadily over 
the 10 years analyzed, with 85.8 percent, or 74,303 of 
the original base-year returns selected for the 1994 SOI 
study and only 41.7 percent, or 36,159 of the original 
base-year returns still present in the most recent SOI 
study for 2003.  The number of base-year returns avail-
able to be selected from the population declined in a 
very similar fashion, with 91.5 percent, or 79,243 of the 
base-year returns remaining in the population in 1994 
and 49.0 percent, or 42,414 returns remaining in the 
population of 1120 filers in 2003.


The difference in the counts and percentages of 
base-year returns in the sample and population can be 
attributed to a number of factors.  Returns which exhibit 
a year-to-year change in total assets and/or income may 
qualify for a sampling rate different than that applied in 
a prior year in which the returns were selected for the 
SOI study.  Similarly, a change to the sampling rates 
for a stratum may cause returns that were selected in 
that stratum previously to no longer qualify for sample 


selection based on the values of their TTINs.  There 
are other administrative and processing reasons that 
may prevent a negligible number of returns from being 
included in the SOI study.  These reasons include re-
jection by tax examiners from the SOI study, improper 
coding or processing, unavailability of returns, or late 
filing of desired returns [10].


Since the difference between the base-year returns 
present in the sample and population is small and stable 
throughout the 10-year period, it can be concluded that 
the majority of returns which leave the SOI study have 
also left the population of 1120 filers.  For example, 
in 1994, only 5.7 percent (4,940) of base-year returns 
were absent from the sample but present in the popula-
tion.  In 2003, this percentage had increased to only 7.3 
percent (6,255).  Although the SOI sample size has in-
creased over the 10-year period studied, sampling rates 
for various strata have fluctuated.  This means that, in 
addition to any base-year returns with changes in to-
tal assets and/or income becoming ineligible for sam-
pling at prevailing rates, changes to the sampling rates 
in individual strata may make previously eligible re-
turns ineligible.  This helps explain why the percentage 
of  base-year returns in the population but not the sam-
ple has increased slightly over the 10 years observed.  
Since larger returns are sampled at a 100-percent rate, 


SOI Study 
Year


Base-Year 
Returns in 


Sample


Base-Year 
Returns in 
Population


Base Year % in 
Sample [1]


Base Year % in 
Population [2] 


1993 86,632 86,632 100 100 
1994 74,303 79,243 85.8 91.5 
1995 68,122 75,965 78.6 87.7 
1996 60,948 72,585 70.4 83.8 
1997 56,465 68,633 65.2 79.2 
1998 52,750 57,734 60.9 66.6 
1999 48,842 62,674 56.4 72.3 
2000 44,728 59,257 51.6 68.4 
2001 42,154 53,743 48.7 62.0 
2002 39,998 51,683 46.2 59.7 
2003 36,159 42,414 41.7 49.0 


[1] Percentage of base-year returns remaining in sample. 


[2] Percentage of base-year returns remaining in population.


Figure C—Presence of Base-Year Returns in SOI Sample and Population
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decreases in sampling rates tend to affect strata where 
smaller returns are located.  Any decreases in sampling 
rates could account for a loss of base-year returns, but 
only if they are still available in the target population.  
However, since Figures C and D indicate that the ma-
jority of the base-year returns leaving the sample have 
also left the population, it appears that most of the miss-
ing base-year returns have not survived as individual 
1120 return filers.  They may no longer exist, they may 
file a non-1120 tax return, or they may be included in 
the consolidated return of another 1120 filer.


When returns from the base year were grouped into 
categories based on their life cycle patterns, 37,614 re-
turns were observed to be consistently present in the 
SOI study from 1993-2003.  This category of returns 
was called Consistent.  The number of Inconsistent 
returns totaled only 9,482, showing that a relatively 
small number of returns appeared sporadically.  The 
Terminal return category contained a total of 39,536 
returns [11].


A pronounced and statistically significant differ-
ence in the means of all the data items was observed 
among the various categories of returns.  Figures F, 
G, and H summarize the means of the various catego-
ries.  The statistical significance of the differences of 
the means was determined by performing a t-test using 
SAS statistical software.  The results showed statistical 


significance above the 99-percent level for comparison 
of all means among all categories.  


The means presented in Figures F, G, and H clearly 
show that Consistent returns appear on average to be 
much larger in terms of financial characteristics than 
either returns that appear in the SOI study only incon-
sistently or returns that have dropped out of the SOI 
sample and most likely the population as well.  Graphi-
cal representations of financial comparisons are shown 
in Figures J through M in the appendix.  When financial 
items from Consistent returns are compared to those of 
Terminal returns, all items are larger for Consistent re-
turns by significant margins.  Average Total Receipts for 
Consistent returns are 2.9 times larger than the average 
for Terminal, Net Income 3.3 times larger, Total Assets 
4.8 times larger, and Net Worth 7.5 times larger.  The 
largest differences in the averages are between Consis-
tent and Inconsistent returns.  Average Net Worth for 
Consistent returns is 21.1 times that of Inconsistent.  
Clearly, the returns that are consistently selected for the 
SOI sample have higher average levels of assets and 
income.  Although this may seem intuitive since larger 
returns fall into strata with higher sampling rates, in 
fact, the design of the sample leads to the same returns 
being selected each year in each stratum.  Therefore, 
barring changes to the sampling rates of the relevant 
strata, a small base-year return exhibiting no drop in 
assets or income and no change in form type would 
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Figure E
By Type of Return


39,536, 46%


9,482, 11%


37,614, 43%


TERMINAL
INCONSISTENT
CONSISTENT


be expected in the sample again, just as would a large 
return in a stratum with a 100-percent selection rate.  In 
practice, sampling rates for certain strata have declined 
at times.  Most base-year returns that are not selected 
are demonstrably not in the population, but, for those 
smaller base-year returns that are in the population and 
are not selected, sampling rate changes are a possible 
explanation.


To conduct a more detailed analysis of the three 
categories of returns, I created another data item called 
Size.  This data item was determined by the size of total 
assets of the return.  Returns with less than $10,000,000 
in total assets were defined as “small,” returns with be-
tween $10,000,000 and $249,999,999 in total assets 
“medium,” and returns with $250,000,000 or more in 
total assets “large.”  I then grouped each of the three 
“consistency” categories of returns into subgroups of 
small, medium, and large returns to analyze differences 
in mean financial characteristics and mean age by both 
consistency and size.


After segmenting returns based on both their con-
sistency and their size, it was observed that large re-
turns made up a considerably higher percentage of 
consistent returns than they did inconsistent or termi-
nal returns.  For consistent returns, 16.6 percent were 
large, whereas only 1.6 percent and 5.5 percent were 
large for Inconsistent and Terminal respectively.  Con-
versely, small returns tended to make up a much larger 
percentage of Inconsistent and Terminal returns, as is 
indicated by Figure I.  The attrition rate was defined 
as the percentage of returns within each size catego-
ry—small, medium, and large—which was ultimately 
classified as Terminal.  Large returns had the lowest at-
trition rate at 26.4 percent, followed by medium-sized 
returns, (36.4 percent).  Small returns had the highest 
attrition rate at 55.0 percent.  This may partially be due 
to the fluctuating sampling rates for smaller returns, 
but, since most nonselected returns were also not pres-
ent in the population, most of these taxpayers did not 
file individually [12].


Examining Figure I can provide insight into why 
the averages of selected financial items tend to be much 
higher for Consistent returns than the other categories.  
The averages for Consistent returns are based on a much 


Figure F: Consistent Returns 


Variable N Mean Standard Deviation 


Total Receipts 37,744 $136,238,155 $1,498,106,574 


Net Income 37,744 $8,215,763 $96,288,521 


Total Assets 37,744 $304,742,101 $3,776,946,351 


Net Worth 37,744 $109,835,169 $902,754,411 


Age 37,744 19.4 21.0 


Figure G: Inconsistent Returns 


Variable N Mean Standard Deviation 


Total Receipts 9,459 $25,796,330 $238,476,363 


Net Income 9,459 $220,453 $14,196,113 


Total Assets 9,459 $37,207,485 $444,127,898 


Net Worth 9,459 $6,618,853 $70,868,775 


Age 9,459 14.8 16.6 


Figure H: Terminal Returns 


Variable N Mean Standard Deviation 


Total Receipts 39,926 $77,461,225 $814,956,006 


Net Income 39,926 $3,222,766 $58,191,247 


Total Assets 39,926 $205,827,618 $3,493,116,498 


Net Worth 39,926 $43,992,315 $583,865,566 


Age 39,926 15.7 19.6 


Figure E—By Type of Return
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higher proportion of large returns than are the other cat-
egories.  As a function of the definition of large returns, 
these financial items will tend to be greater on returns 
with more assets, so that averages based on a higher 
proportion of large returns will be greater.  All means 
and standard deviations of financial items and ages by 
consistency and size are reported in the appendix.  


In addition to being on average larger in terms of 
these selected financial items, this comparison indicates 
that Consistent returns tend to be older than Inconsistent 
or Terminal returns.  Age was defined in years as the 
base year (1993) minus the year of incorporation.  The 
average age of returns consistently in the SOI study is 
19.7 years.  The average ages of both Inconsistent and 
Terminal returns are lower at 14.6 years and 15.9 years, 
respectively.  With most of the base-year returns miss-
ing from the SOI study also missing from the popula-
tion of 1120 filers, the analysis indicates that, on aver-
age, business entities that were older in the base year 
tended to survive longer [13].  Younger returns were 
more likely to be Inconsistent or Terminal.  A graphical 
comparison of mean ages is shown in Figure N.


Of particular interest is the difference in mean ages 
of large Consistent, Inconsistent, and Terminal returns.  
The mean age of large Consistent returns is 20.6 years, 
while the mean ages of large Inconsistent and Termi-
nal returns are 22.4 years and 24.8 years, respectively.  
The difference between large Consistent and large In-
consistent returns is not statistically significant, but the 
difference between large Consistent and large Terminal 


returns is significant at the 99-percent level.  Although 
returns of all sizes exhibit higher mean ages for Con-
sistent returns than for Inconsistent or Terminal returns, 
breakouts by size showed that large Consistent returns 
were younger on average than large Terminal returns.


u Conclusions and Further Research


The analysis showed that the majority of base-year 
returns which left the SOI sample also left the popula-
tion of 1120 filers, indicating that the SOI sample se-
lects the same entities from year to year when those 
entities are available in the population.  Therefore, 
even though a small number of returns exited the SOI 
study due to changes in sampling rates, the conclusions 
drawn from analysis of the SOI studies largely apply to 
the population of 1120 filers as well as to the sample. 
After analyzing 10 years of data from SOI samples and 
10 years of population data from IRS Business Master 
Files, 41.7 percent of the base-year returns were shown 
to be present in the latest SOI study and 49.0 percent of 
base-year returns present in the filing population.  With 
the lowest attrition rate of all groups, large business en-
tities are more likely than smaller business entities to 
remain in the SOI sample and in the filing population.  
The group of returns defined as Consistent exhibited a 
larger proportion of returns with $250,000,000 or more 
in total assets than the other two categories of returns, 
and large returns made up the smallest proportion of 
Terminal returns at 5.5 percent.  The surviving busi-
ness entities also tended to be older on average than 
business entities that fell out of the population or were 


 Consistent Inconsistent Terminal Attrition Rate 


Small 19,041 (50.4%) 6,959 (73.6%) 25,479 (63.8%) 49.5% 


Medium 14,719 (39.0%) 2,322 (24.5%) 11,789 (29.5%) 40.9% 


Large 3,984 (10.6%) 178 (1.9%) 2,658 (6.7%) 39.0% 
Small returns are those with less than $10,000,000 in assets, Medium with $10,000,000 to $249,999,999 in assets, and Large with


$250,000,000 or more. 


Percentages following counts indicate the percentage of the total count for the group of Consistent, Inconsistent, or Terminal.


Attrition rate is the percentage of the total number of base-year returns in this size category which were categorized as Terminal


returns.


Figure I—Return Counts by Size and Consistency with Attrition Rate
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not selected for SOI studies.  This relationship was not 
true for the group of large returns however, where Con-
sistent returns were slightly younger on average than 
Terminal returns.


The next steps in corporation life cycle research 
will be to define specific reasons for attrition from the 
SOI sample and population and to more fully explain 
attrition based on these reasons.  This research should 
include the assembly of corporate family structures ca-
pable of accounting for previously individual returns 
which become part of consolidated groups.  A predic-
tive model could be implemented to determine if finan-
cial relationships are predictive of presence in the SOI 
sample or population.


Figure J


Figure K


Figure L


Figure M


Figure N
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u Endnotes


 [1] For a complete history of sampling rates for all 
sizes and form types, see SOI’s annual Publica-
tion 16, Corporation Income Tax Returns.


 [2] For an explanation of critical returns, see SOI’s 
annual Publication 16, Corporation Income Tax 
Returns.


 [3] For a more detailed description of SOI’s sam-
pling process and studies, see the most recent 
version of SOI’s annual Publication 16, Corpo-
ration Income Tax Returns.


 [4] For datasets where the returns were not present 
in the SOI sample, the data items were populated 
with values from the most recent SOI study in 
which the returns were available.


 [5] A return that was missing from the population in 
2002 and 2003 would qualify as Consistent if it 
was present in all earlier years because the sum 
of all presence observations would total eight.  
A classification of Terminal is more desirable 
because the return is not present for the latest 2 
years and will presumably not return.


 [6] SOI maintains a file of return transaction data 
extracted annually from the BMF.  This file 
contains a code that indicates whether an 1120 
return was processed on the BMF for a given 
EIN at any time in the Processing Year, roughly 
equivalent to a Calendar Year.  The file also con-
tains a tax period indicating the year to which 
the transaction relates.


 [7] The entity formerly filing its own 1120 return 
may no longer do so because it is included in the 


consolidated filing of another return or group of 
returns with a different EIN.


 [8] For SOI’s definition of financial items, see Pub-
lication 16, Corporation Income Tax Returns.


 [9] Age was calculated and carried through the 
analysis as of the base year rather than recom-
puted each year because increasing appearances 
in SOI studies would correlate directly with 
increasing age.


[10] For descriptions and counts of unavailable 
returns, see SOI’s Publication 16, Corporation 
Income Tax Returns.


[11] The sum of Consistent, Inconsistent, and Ter-
minal returns does not equal the total of the 
base-year returns due to legitimate “duplicate” 
records.  Duplicate records can be present in one 
study when part-year returns are selected in ad-
dition to full-year returns.


[12] These entities may be filing a non-1120 type 
return or may be included in the consolidation of 
another return or group of returns.


[13] Entities counted as not surviving may be filing 
a non-1120 type return or may be included in 
the consolidation of another return or group of 
returns.
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Appendix


Consistent Returns 
Size Data Item Mean Standard Deviation 


Small Total Receipts [1] $6,371,580.79 $57,384,713.78 


 Net Income $120,879.88 $4,079,558.5 


 Total Assets $1,807,835.87 $2,312,005.37 


 Net Worth $639,986.34 $ 4,270,068.29 


 Age 16.4479282 16.6014683 


Medium Total Receipts $53,895,910.61 $106,779,628 


Net Income $2,511,693.13 $7,407,540.48 


Total Assets $69,825,074.13 $57,974,136.63 


Net Worth $29,494,265.47 $44,890,136.91 


Age 22.7388410 24.0182814 


Large Total Receipts [2,3] $1,061,133,974 $4,499,784,062 


 Net Income [4] $67,978,026.03 $289,082,191 


 Total Assets [2,3] $2,620,483,834 $11,364,833,471 


 Net Worth $928,540,800 $2,638,900,731 


 Age [2] 21.5155622 25.4626241 


Inconsistent Returns 
Size Data Item Mean Standard Deviation 


Small Total Receipts [5] $4,077,602.06 $15,518,169.88 


 Net Income [5] -$34,503.10 $1,936,312.34 


 Total Assets $1,479,486.82 $2,162,763.78 


 Net Worth [5] $200,645.81 $4,779,648.44 


 Age [5] 13.2152608 14.5542741 


Medium Total Receipts $41,511,957.43 $79,428,394.05 


Net Income $-598,765.04 $13,179,286.11 


Total Assets $43,880,737.74 $44,024,985.24 


Net Worth $8,721,769.96 $62,242,205.94 


Age [6] 18.8165375 20.1862701 


Large Total Receipts [5] $669,891,521 $1,583,578,000 


 Net Income [5] $20,874,759.10 $88,900,726.62 


 Total Assets [5] $1,346,959,444 $2,956,099,587 


 Net Worth [5] $230,109,460 $405,911,755 


 Age [5] 24.9157303 25.7444784 


u Appendix


Footnotes at end of table.







- 113 -


corporation Life cycLeS


Terminal Returns 
Size Data Item Mean Standard Deviation 


Small Total Receipts $4,952,880.42 $70,038,460.90 


 Net Income -$71,616.51 $6,520,985.17 


 Total Assets $1,382,087.57 $2,069,756.45 


 Net Worth $133,487.37 $5,351,577.13 


 Age 12.9184034 14.8322453 


Medium Total Receipts $47,605,901.58 $95,661,811.13 


Net Income $1,147,350.28 $9,267,561.22 


Total Assets $67,945,915.83 $57,212,181.19 


Net Worth $17,690,263.35 $59,872,085.44 


Age 20.0385105 24.1205414 


Large Total Receipts $904,927,191  $3,025,364,570 


 Net Income $44,007,051.15 $219,787,529 


 Total Assets $2,777,142,544 $13,275,372,904 


 Net Worth $580,019,080 $2,190,282,973 


 Age 23.2558315 29.4368933 


u Appendix—Continued


Difference across means statistically significant at the 99-percent level unless otherwise noted.
[1] Difference between Consistent and Terminal statistically significant only at the 97-percent level.
[2] Difference between Consistent and Inconsistent not statistically significant.
[3] Difference between Consistent and Terminal not statistically significant.
[4] Difference between Consistent and Inconsistent statistically significant only at the 97-percent level.
[5] Difference between Inconsistent and Terminal not statistically significant.
[6] Difference between Inconsistent and Terminal statistically only at the 97-percent level.
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D ata collection for the SOI Individual Study 
 begins with a sample of administrative tax  
 records.  While the sample is being tran-


scribed, small subsamples of returns are randomly 
chosen and independently transcribed and processed for 
a quality evaluation.  The IRS Statistics of Income (SOI) 
Division has an Individual Systematic Improvement 
(ISI) System which is the tool used to create the quality 
review sample and improve the Individual Tax Return 
Study data.  The purpose of this paper is to estimate a 
component of nonsampling error in the SOI Individual 
Study.  The data from the quality review process is used 
for this purpose.    


The paper is organized as follows.  We describe 
SOI’s Individual sample design along with some sources 
of nonsampling error.  We describe the editing process 
and the Individual Systematic Improvement (ISI) Sys-
tem used by SOI to evaluate and improve the quality of 
the Individual 1040 Program.  We describe the study and 
its limitations.  We explain the model used to estimate 
nonsampling error.  We show the Index of Inconsistency.  
We cover the Intra-Editor Correlation Coefficient and 
Design Effect by element followed by conclusions.


 Individual Sample and Nonsampling 
 Error Description


The statistics for the SOI Individual Study are 
estimates from a probability sample of unaudited Indi-
vidual Income Tax Returns filed by U.S. citizens and 
residents during Calendar Year 2004.  The estimates 
represent all returns filed for Tax Year 2003 with a small 
number representing prior years.  For Tax Year 2003, 
some 184,988 returns were sampled from a population 
of 131,291,334.         


The sample consists of two parts.  The first part is 
a stratified probability sample, in which the population 
of tax returns is classified into subpopulations, called 
strata, and a sample is randomly selected independently 


Measuring Nonsampling Error in the Statistics of Income 
Individual Tax Return Study


Jana Scali, Valerie Testa, Maureen Kahr, and Michael Strudler, Internal Revenue Service


from each stratum.  Strata are defined by the type of 
return submitted by the taxpayer.  A Bernoulli sample 
is independently selected from each stratum with rates 
ranging from .05 percent to 100 percent.  The second part 
of the sample is a random sample based on the primary 
taxpayer’s Social Security number.  If the last four digits 
of the primary taxpayer’s Social Security number listed 
on the tax return equals one of five predetermined end-
ings, then the tax return is included in the sample.


The quality of a sample estimator is a function of 
both sampling and nonsampling errors.  Sampling er-
rors arise due to drawing a probability sample rather 
than conducting a census.  Nonsampling errors are due 
to data collection and processing procedures.  They can 
be the result of misleading definitions and concepts or 
defective methods of data collection, tabulation, and 
coding.  Nonsampling errors may increase with sample 
size, and, if not properly controlled, they can be more 
damaging to a study than sampling errors.


There are four components of nonsampling error.  
Coverage or frame errors occur when someone does 
not file a tax return.  Nonresponse errors (missing data) 
arise when the Statistics of Income Division is unable to 
obtain the tax return because another function within the 
Internal Revenue Service has the return.  Measurement 
errors are differences in the reported and the actual val-
ues.  These errors are taxpayer errors.  Processing errors 
occur at the data processing stage.  They include editing, 
coding, data entry, and programming errors. This paper 
will describe and measure processing errors, which arise 
due to the following factors:


1. Lack of trained and experienced editors in-
cluding quality supervisors.


2. Errors in data processing operations such as 
coding, keying, verification, and tabulation.


3. Procedural, Systemic, or Organizational 
Defects such as improper instructions, in-
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adequate training, and insufficient time to 
complete a return.


Nonsampling errors are very important to measure 
because they can cause large biases and produce unreli-
able estimates if not controlled.  By following the correct 
procedures during sample selection through the analysis 
of results, nonsampling errors can be controlled and 
dramatically decreased.


 SOI Editing and Quality Review   
 Processes


For SOI purposes, when we mention editing, it refers 
to the process of an individual transcribing data items 
or elements from the tax return into our database.  An 
element is a specific line item from a tax return.  The 
individual transcribing the data is referred to as an editor.  
For the SOI Individual Study, 97 editors at four IRS Sub-
mission Processing Centers edited data from Individual 
income tax returns selected for the 2003 SOI sample.  
The data extracted come from Forms 1040, 1040A, and 
1040EZ individual income tax returns and approximately 
45 associated forms and schedules.  


To assist the editors in this process, SOI’s National 
Office analysts in Washington, DC, implement various 
procedures to make the edited data adhere to individual 
tax standards and to try to keep the editing process 
as consistent as possible across the four centers.  For 
example, the editors receive extensive training on the 
data editing process and correction procedures before 
they begin editing individual tax return data for the 
SOI sample.  Then, as data are edited, numerous com-
puterized tests are performed on the extracted data to 
ensure that certain accounting conditions are satisfied 
and that data are consistent across forms.  All of these 
computerized tests are reviewed and tested by National 
Office staff prior to data extraction in a process called 
Systems Acceptability Testing.  Various utilities and help 
features to aid in the edit process are also built into the 
computer edit system.  For instance, there are utilities 
that list valid codes and definitions for a particular item.  
In addition, there is a feature that allows data from the 
previous year’s tax return to be viewed.  There is also 
a comprehensive editing manual that contains detailed 
instructions and procedures that editors are expected to 


follow while transcribing and correcting the tax return 
data.  The editing manual for the 2003 sample was just 
over 600 pages. 


During data editing, a simple random sample of 
one or two returns each week is selected for each edi-
tor for regular quality review.  The goal is to have ap-
proximately 50 returns per editor selected for quality 
review over the course of the editing of the sample.  The 
purpose of the quality review is to assess the accuracy 
of the data, evaluate the work of the editor, and look for 
improvement opportunities in the editing process.  When 
an editor’s return is randomly selected for quality review, 
a different editor from the same team independently 
re-edits the return.  The two edits of the return are then 
compared line by line, and discrepancies between the 
two edits, above a certain tolerance, are stored in the 
SOI database.  For money amount fields, the tolerance 
is $10; so, money amount fields that differ by $10 or 
less are not included.  However, there is no tolerance 
for character and code fields.  The next step is for a lead 
editor to review the discrepancies and determine the 
correct value: the first editor’s value, the second editor’s 
value, both, or neither.  During the process of reviewing 
discrepancies, if the first editor value is determined to be 
incorrect, it is corrected, and the error is charged to the 
first editor.  Then, the reason for the error is determined 
and coded.  There are 32 types of errors; the six most 
common are shown below.       


Table 1.--Types of Errors


 


Type of Error Description 


Affected Entry Item was incorrect due to an 
incorrect related item. 


Improper 
Allocation 


An amount that should have 
been allocated to another item 
was not moved or was moved 
incorrectly. 


Incorrect Amount An incorrect amount was 
entered.  


Entry on Omitted 
Form 


An item was not edited because 
the form or schedule was not 
edited. 


Omitted Entry A blank or zero item should 
have had an entry. 


Interpretation 
Item was edited incorrectly due 
to being interpreted in a 
different way than expected. 
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Affected entries were the most frequent type of error.  
These types of error occur when multiple errors are the 
result of one line item being incorrect.  For example, if 
one line item on Form 1040, such as Salaries, Wages, 
and Tips, is edited incorrectly, then this causes other 
line items that use that amount, such as total income, 
adjusted gross income, and taxable income, to also be 
incorrect.


 Study and Limitations 


A total of 2,907 returns was selected for regular 
quality review.  Using data from these quality review 
returns, variables of interest were chosen for this paper.  
The variables are Salaries, Wages, and Tips; Other In-
come; Total Credits; Income Tax After Credits; Balance 
Due/Overpayment; Total Depreciation Deduction; Net 
Investment Income; Tentative Alternative Minimum 
Tax; Rental Real Estate and Other Passive Activity Net 
Income/Loss; Other Taxes; Investment Interest; Other 
Investment Interest; Contract Labor Expense; Utili-
ties Expense; Sole Proprietorship Other Expenses; Net 
Profit/Loss from Business; Long-Term Gains/Losses 
from Sale of Capital Assets; Partnership Nonpassive In-
come; and S Corporation Nonpassive Loss.  These items 
were chosen by the subject-matter specialists because of 
the combination of a high number of editor errors and 
interest in the items.


All returns sampled for the Statistics of Income 
Individual Tax Return Study are subject to consistency 
tests.  Subject-matter analysts review any returns that 
fail the consistency tests before the values are consid-
ered final.  As a result of this review, some values are 
adjusted; however, there is no information available 
on these adjustments.  The adjusted values replace the 
original ones.


Several statistics are presented in this discussion of 
nonsampling error. Net Difference Rate (NDR), t-test, 
and Index of Inconsistency (IOI) use only the quality 
review data, while Design Effect (DEFF) uses the entire 
sample.


 Simple Response Variance Model


We will consider a simple model that was first pro-
posed by Hansen et al. (1952) and Sukhatme and Seth 
(1952) for measurement error.  Their model specifies that 
the true value iµ (the final value) is different from the 
observed value iy (the editor’s value) by an unobserved 
additive error term iε .  For unit i (i = 1, 2, … , n), the 
assumed model is


Table 2.--Number of Errors, by Element


Element Number of  
Errors


Error
Rate 


Salaries, Wages, and Tips 41 0.014 
Other Income 51 0.018 
Total Credits 13 0.004 
Income Tax After Credits 20 0.007 
Balance Due / 
Overpayment 31 0.011 


Total Depreciation 
Deduction 42 0.038 


Net Investment Income1 19 0.023 
Tentative Alternative 
Minimum Tax 18 0.014 


Rental Real Estate and 
Other Passive Activity 
Net Income/Loss 


21 0.027 


Other Taxes2 28 0.028 
Investment Interest2  11 0.011 
Other Investment 
Interest2


11 0.011 


Contract Labor Expense3 24 0.021 
Utilities Expense3 27 0.023 
Sole Proprietorship Other 
Expenses3 109 0.093 


Net Profit/Loss from 
Business3 20 0.017 


Long-Term Gains/Losses 
from Sale of Capital 
Assets


19 0.010 


Partnership Nonpassive 
Income 15 0.008 


S Corporation 
Nonpassive Loss 17 0.009 


¹ Reported on Form 4952 
² Reported on Schedule A 
³ Reported on Schedule C
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iiiy εµ +=   .        (5.1)


While we did not measure response error, we adopted 
these models to our data to measure processing error and 


estimate bias.  The distribution of the editor error variable iε  
is conceptual; it could be viewed as sampling from a hypo-
thetical population of errors.  Thus, the further assumptions 
for model (5.1) are


In words, a systematic bias exists because the mean of the 
errors is not zero and the error variances are not equal.  
Also, all errors are uncorrelated.  This means that errors 
made to a return by the first or second editor do not affect 
other returns edited in the same edit period. 


Following Brick et al. (1996), we will assume that 
the quality review sample is an unrestricted simple ran-
dom sample, thus 


Under model (5.1), we assume that the first editor’s 
error term no longer averages to zero, possibly due to 
editor bias, defined as


            
( )∑ =


−=
N


i iiyB
1


µ
 .               (5.2)


The bias can be estimated by the Net Difference Rate 
(NDR), which is given by


           µ−= yNDR   ,                   (5.3)
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sample size.  It can be shown that, if iµ is the true value, 
then the expected value of the NDR is the bias, and its 
variance exists (Biemer and Atkinson, 1992). Table 3 
shows the estimated NDR and t-test values.


Since the values for the t-test are greater than 1.96 for 
Total Depreciation Deduction (2.43) and Long-Term 
Losses from Sale of Capital Assets (2.23), these items 


Table 3.--Net Difference Rate and T-Test, by Element
Element NDR t-test 


Salaries, Wages, and Tips 5,159 0.97 
Other Income -5,895 1.11 
Total Credits 3 1.73 
Income Tax After Credits -3 0.76 
Balance Due 9 0.45 
Overpayment -19 1.30 
Total Depreciation 
Deduction -1,016 2.43 


Net Investment Income1 -2,820 0.88 
Tentative Alternative 
Minimum Tax -3,144 1.34 


Rental Real Estate and 
Other Passive Activity 
Net Income/Loss 


1,581 1.13 


Other Taxes2 186 1.41 
Investment Interest2 -79 0.61 
Other Investment Interest2 79 0.61 
Contract Labor Expense3 -1,109 1.57 
Utilities Expense3 -43 0.15 
Profit/Loss from Business 
Other Expenses3 -670 0.18 


Net Profit/Loss from 
Business3 842 0.59 


Long-Term Gains from 
Sale of Capital Assets  -6,524 0.99 


Long-Term Losses from 
Sale of Capital Assets  -5,828 2.23 


Partnership Nonpassive 
Income 461 1.68 


S Corporation 
Nonpassive Loss -512 1.82 


¹ Reported on Form 4952 
² Reported on Schedule A 
³ Reported on Schedule C


[ ]
[ ]
[ ] .,0,


2


jiCov
V
E


ji


i


i


≠=


=


=


µµ


σµ


µµ


µ


[ ] 0≠= iBiiE ε


[ ]
[ ]
[ ] .,0,


22


2


jijiCov
iE


iiiVar


≠=


=


=


εε


σσ


σε







- 119 -


measuring nonsamPLing error in inDiviDuaL tax return stuDy


have significant bias.  This means that the editors are 
editing these fields differently. 


 Index of Inconsistency 


Index of Inconsistency and Design Effect cannot 
be calculated for those elements with a significant 
bias because these equations assume the elements 
have zero bias.  For the remaining elements in Table 
3 with insignificant bias, we assume the bias is zero, 
[ ] 0== ii BiE ε  , and calculate the following statistics:        


       (6.1)


 The sampling variance, SV, is the ordinary variance 
with no editor error. The editor variance, EV, is the vari-
ability of returns averaged over conceptual repetitions 
of editing under the same conditions.  


Hansen et al. (1964) define the Index of Inconsistency 


(IOI) as            ,             (6.2)


which we use to estimate the proportion of random errors as-
sociated with editor error in total variance.  The IOI obtains 
values between 0 and 1.0.  Estimated IOI values are shown 
in the Table 4.


Yu et al. (2000) define that the reliability of the data 
can be expressed in this equation:


                       IOIr −= 1  .                       (6.3)       


In other words, the reliability of an element is the 
information without the inconsistent portion.  All of 
the elements, except for Other Income, have index of 
inconsistencies less than .01, which means that they are 
over 99-percent reliable.  Other Income, with the highest 
Index of Inconsistency (0.18419), is the element with 
the least amount of reliability, 82-percent, and the largest 
amount of processing errors.  


 Design Effect


By treating the editors as clusters, the Intra-Editor 
Correlation Coefficient and Design Effect can be used 
to measure the editor effect on the variance if the sample 
was an unrestricted simple random sample.  


The Intra-Editor Correlation Coefficient (ρ) mea-
sures the correlation between the values that is due to 
editor error.  It is a measure of the similarity of the editors 
in the way the editors edit a specific element.


Kish (1965) defines the Intra-Editor Correlation 
Coefficient as


                                                .                 (7.1)


The ideal range is 0 to 0.1 which indicates no editor 
variance.  


Table 4.--Index of Inconsistency, by Element
Element IOI 


Salaries, Wages, and Tips 0.00184 
Other Income 0.18419 
Total Credits 0.00000 
Income Tax After Credits 0.00000 
Balance Due 0.00000 
Overpayment 0.00000 
Net Investment Income1 0.00014 
Tentative Alternative 
Minimum Tax 0.00086 
Rental Real Estate and Other Passive 
Activity Net Income/Loss 0.00009 


Other Taxes2 0.00034 
Investment Interest2 0.00002 
Other Investment Interest2 0.05339 
Contract Labor Expense3 0.00743 
Utilities Expense3 0.00870 
Profit/Loss from Business  
Other Expenses3 0.01072 


Net Profit/Loss from Business3 0.00476 
Long-Term Gains from Sale of Capital 
Assets 0.00171 


Partnership Nonpassive Income 0.00005 
S Corporation Nonpassive Loss 0.00007 


¹ Reported on Form 4952 
² Reported on Schedule A 
³ Reported on Schedule C
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Once the Intra-Editor Correlation Coefficient is 
calculated, we can use ρed to determine the design effect.  
Design Effect is a measurement of the degree to which 
an estimate is affected by editor variance, 


              edBdeff ρ)1(1 −+=  ,                      (7.2)


where B is the average editor workload or 1,728 returns.


An Editor Design Effect of 1 indicates no increase in 
variance resulting from the editors.  A value of 2 indicates 
that the variance is doubled.


As Table 5 shows, Overpayment has the largest 
intra-editor correlation coefficient (0.0124) and design 
effect (22.40), but one of the smallest Coefficients of 
Variation.  The design effect represents the inflation 
of variation of the sample if it were treated as a simple 
random sample with replacement.  The design effect 
for Overpayment can be reduced if editor workload is 
reduced, but, because the CV is so low, reducing the edi-
tor workload in order to reduce the design effect would 
not be worth the cost.  


From the calculations of Net Difference Rate and 
Index of Inconsistency, we can conclude that bias can 
be significantly reduced if we work on the editing proce-
dures for Long-Term Gains/Losses from Sale of Capital 
Assets, Total Depreciation Deduction, and Other Income.  
Most of the time, processing errors of several elements 
can be reduced if the editors concentrate on one element.  
For example, Other Income has one of the largest Net 
Difference Rates and the largest Index of Inconsistency, 
but the smallest Design Effect.  In other words, more 
editors than desired are consistently editing the element 
incorrectly.  Since editors are making similar errors, 
the data quality can be increased if clearer directions 
or explanations in the edit manuals are provided.  Also, 
more intense training and examples might lead to smaller 
processing errors.  In addition, this will improve the large 
positive Net Difference Amount, or overestimate, for 
Salaries, Wages, and Tips because Other Income alloca-
tion is most likely the cause of this problem.  


Overall, the editors are producing high-quality 
work with the exception of specific elements that re-
quire more than just transcribing.  From the research 
in this paper, improvement opportunities have become 
available, and subject-matter analysts can put proce-
dures in place to check the editing quality of specific 
elements.  In addition, editing procedures for elements 
with high processing errors can be revised and clarified 
to enhance the accuracy and reliability of the Individual 
Tax Return Study.
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Overpayment 0.0124 22.40 0.38% 
Other Taxes1 0.0004 1.62 4.46% 
Investment Interest1 0.0005 1.94 1.73% 
Long-Term Gains from 
Sale of Capital Assets 


0.0053 10.22 1.36% 


¹ Reported on Schedule A


 Conclusions


This paper was written to estimate the nonsampling 
error and measure the reliability of the Individual Tax 
Return Study.  Quality Review data were used to measure 
processing errors and determine how editor error affects 
the accuracy of specific elements.


Table 5.--Design Effect and Coefficients of Variation, by 
Element
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D ifferent approaches have been used to measure 
the distribution of individual income over time.  
Survey data have been compiled with compre-


hensive enumeration, but under reporting of incomes, 
inadequate coverage at the highest income levels, and 
omission of some key sources of income jeopardize 
the validity of results.  Administrative records, such as 
income tax returns, may be less susceptible to under 
reporting of income but exclude certain nontaxable in-
come types and can be inconsistent in periods when the 
tax law has been changed.  Record linkage studies have 
capitalized on the advantages of both approaches, but 
are costly and severely restricted by the laws governing 
interagency data sharing. 


This paper is the seventh in a series examining trends 
in the distribution of individual incomes and tax burdens 
based on a consistent and comprehensive measure of 
income derived from individual income tax returns [1].  
In the previous papers, we demonstrated that the shares 
of income accounted for by the highest income-size 
classes clearly have increased over time, and we also 
demonstrated the superiority of our comprehensive and 
consistent income measure, the 1979 Retrospective In-
come Concept, particularly in periods of tax reform.  In 
this paper, we continue the analysis of individual income 
and tax distributions, adding for 8 years (1996-200�) 
Social Security and Medicare taxes to this analysis and 
using panel data (for 1996-200�).  The paper has three 
sections.  In the first section, we briefly summarize this 
measure of individual income derived as a “retrospec-
tive concept” from individual income tax returns.  In the 
second section, we present the results of our analysis of 
time series data.  We conclude with an examination of 
Gini coefficients computed from these data.


Derivation of the Retrospective    
 Income Concept


The tax laws of the 1980s, 1990s, and early 2000s 
made significant changes to both the tax rates and defini-
tions of taxable income.  The tax reforms of 1981 and 





1986 significantly lowered individual income tax rates, 
and the latter also substantially broadened the income tax 
base.  The tax law changes effective for 1991 and 199� 
initiated rising individual income tax rates and further 
modifications to the definition of taxable income [2].  
Law changes effective for 1997 substantially lowered 
the maximum tax rate on capital gains.  The newest law 
changes, beginning for 2001, lowered marginal rates 
and the maximum tax rate on long-term capital gains, 
as well as decreased the maximum rates for most divi-
dends.  With all of these changes, the questions that arise 
are what has happened to the distribution of individual 
income, the shares of taxes paid, and average taxes by 
the various income-size classes?


In order to analyze changes in income and taxes 
over time, consistent definitions of income and taxes 
must be used. However, the Internal Revenue Code has 
been substantially changed in the last 26 years—both 
the concept of taxable income and the tax rate sched-
ules have been significantly altered. The most com-
monly used income concept available from Federal 
income tax returns, Adjusted Gross Income (AGI), has 
changed over time making it difficult to use AGI for 
intertemporal comparisons of income.  For this reason, 
an income definition that would be both comprehensive 
and consistent over time was developed [�].  The 1979 
Retrospective Income Concept was designed to include 
the same income and deduction items from items avail-
able on Federal individual income tax returns. Tax Years 
1979 through 1986 were used as base years to identify 
the income and deduction items, and the concept was 
subsequently applied to later years including the same 
components common to all years. 


The calculation of the 1979 Retrospective Income 
Concept includes several items partially excluded from 
AGI for the base years, the largest of which was capital 
gains [4].  The full amounts of all capital gains, as well 
as all dividends and unemployment compensation, were 
included in the income calculation. Total pensions, an-
nuities, IRA distributions, and rollovers were added, 
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including nontaxable portions that were excluded from 
AGI.  Social Security benefits (SSB) were omitted be-
cause they were not reported on tax returns until 1984.  
Also, any depreciation in excess of straight-line depre-
ciation, which was subtracted in computing AGI, was 
added back. For this study, retrospective income was 
computed for all individual income tax returns in the an-
nual Statistics of Income (SOI) sample files for the period 
1979 through 2004.  Loss returns were excluded, and the 
tax returns were tabulated into income-size classes based 
on the size of retrospective income and ranked from 
highest to lowest.  Percentile thresholds were estimated 
or interpolated for income-size classes ranging from 
the top 0.1 percent to the bottom 20 percent [5].  For 
each size class, the number of returns and the amounts 
of retrospective income and taxes paid were compiled.  
From these data, income and tax shares and average taxes 
were computed for each size class for all years.


The Distribution of Income and Taxes


With this database, we sought to answer the fol-
lowing questionshave the distribution of individual 
incomes (i.e., income shares), the distribution of taxes 
(i.e., tax shares), and the average effective tax rates (i.e., 
tax burdens) changed over time?  As a first look at the 
data, we examined the income thresholds of the bottom 





(or entry level) of each income-size class, and a clear 
pattern emerged. While all of the income thresholds have 
increased over time, the largest increases in absolute 
terms, and on a percentage basis, were with the highest 
income-size classes.


For example, $2��,5�9 were needed to enter the top 
0.1 percent for 1979, and $1,6�9,047 were needed for 
entry into this class for 2004.  This represents more than 
a 600-percent increase.  Also, $79,679 of retrospective 
income were needed to enter the top 1-percent size class 
for 1979, and $�6�,905 were needed for entry into this 
size class for 2004, an increase of �57 percent.  For the 
top 20 percent, the threshold increased by 179 percent, 
and, for the bottom 20 percent, the increase was only 1�9 
percent. Since much of these increases is attributable to 
inflation, we computed constant dollar thresholds, using 
the Consumer Price Index [6]. 


What is most striking about these data are the chang-
es between 1979 and 2004 for the various income-size 
percentile thresholds (see Figure A).  For example, the 
threshold for the top 0.1 percent grew (using a 1982-1984 
base) from $�21,679 for 1979 to $867,680 for 2004, an 
increase of 170 percent.  Similarly, the threshold for 
taxpayers in the 1-percent group rose from $109,751 for 
1979 to $192,644 for 2004, an increase of just over 75 


Figure A—Constant Dollar Income Thresholds, 1979-2004 (1982-84=100)
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percent.  However, the thresholds for each lower percen-
tile class show smaller increases in the period; the top 
20-percentile threshold increased only 7.2 percent, and 
the 40-percent and all lower thresholds declined.


Income Shares


The share of income accounted for by the top 1 
percent of the income distribution has climbed steadily 
from a low of 9.58 percent (�.28 for the top 0.1 percent) 
for 1979 to a high of 21.55 (10.49 for the top 0.1 percent) 
for 2000.  With the recession and, then, the stagnating 
economy of 2001 and 2002, this share declined for 2 
years but has increased from then to 19.65 percent (9.06 
for the top 0.1 percent) for 2004. While this increase 
has been mostly steady, there were some significantly 
large jumps, particularly for 1986, due to a surge in 
capital gain realizations after the passage, but prior to 
implementation, of the Tax Reform Act of 1986 (TRA).  
The top 1-percent share also increased rapidly for 1996 
through 2000, when sales of capital assets also grew 
considerably each year.  Notable declines in the top 1-
percent share occurred in the recession years of 1981, 
1990-1991, and 2001.


This pattern of an increasing share of total income is 
mirrored in the 1-to-5-percent class but to a considerably 
lesser degree.  For this group, the income share increased 
from 12.60 percent to 15.19 percent in this period.  The 


5-to-10-percent class’s share of income held fairly steady 
over this period, going from 10.89 percent for 1979 to 
10.99 percent for 2004.  The shares of the lower percen-
tile-size classes, from the 10-to-20-percent classes to the 
four lowest quintiles, show declines in shares of total 
income over the 26-year period (see Figure B). 


Tax Shares—Income Tax


The share of income taxes accounted for by the top 
1 percent also climbed steadily during this period, from 
19.75 percent (7.�8 for the top 0.1 percent) for 1979, then 
declined to a low of 17.42 percent (6.28 for the top 0.1 
percent) for 1981, before rising to �6.�0 percent (18.70 
for the top 0.1 percent) for 2000 (see Figure C).  The 
corresponding percentages for 2000 for the 1-percent and 
0.1-percent groups are �7.68 percent and 19.44 percent, 
respectively, accounting for the 2000 tax rebate, which 
is discussed below.  For the recession year of 2001 and 
the subsequent year (2002) with its large decline in net 
gains from the sale of capital assets, these shares declined 
to �2.5� percent for the top 1 percent and 15.06 percent 
(15.25 percent including the rebate of the child tax credit) 
for the top 0.1-percent group (�2.95 percent and 15.25 
percent, respectively, including a rebate of a portion of 
the child tax credit).  These have since increased to �5.7� 
percent for the top 1-percent group and 17.16 percent for 
the top 0.1 percent.  As with incomes, there were some 
years with unusually large increases, though a common 


Figure B—Income Shares by Income Percentile Size Classes, 1979-2004
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feature for these years was double-digit growth in net 
capital gains [7].  The 1-to-5 percent size class exhibited 
relatively modest change in its share of taxes, increasing 
from 17.5� percent to 20.50 percent in the period.  The 
5-to-10 percent class, and all lower income-size classes, 
had declining shares of total tax.  


Average Tax Rates—Income Tax


What is most striking about these data is that the 
levels of the average tax burdens increase with income 
size in most years (the only exceptions being 1980 
through 1986 for just the highest group).  The progres-
sive nature of the individual income tax system is clearly 
demonstrated.


Despite the fact that the overall average tax rate 
remained virtually the same for 1979 and 2001, the 
average rate for all but the very lowest size class actu-
ally declined (see Figure D) [8].  While this at first ap-
pears to be inconsistent, it is clear how this did in fact 
occur—over time, an increasing proportion of income 
has shifted to the upper levels of the distribution where 
it is taxed at higher rates (see Figure B).  For 2003, the 
average tax rate fell to 11.6� percent, the lowest rate 
over the 26 years of this study.  For 2004, this increased 
slightly to 11.81 percent.


In examining the average tax data by income size, 
four distinct periods emerge.  First, the average tax rates 
were generally climbing up to the implementation of the 
Economic Recovery Tax Act (ERTA) effective for 1982.  
This was an inflationary period, and prior to indexing 
of personal exemptions, the standard deduction, and tax 
brackets, which caused many taxpayers to face higher 
tax rates.  (Indexing  became a permanent part of the tax 
law for Tax Year 1985 [9].)  Also, this period marked the 
recovery from the recession in the early 1980s.


Similarly, average taxes also climbed in the period 
after 1992, the period affected by the Omnibus Budget 
and Reconciliation Act (OBRA).  This was not surpris-
ing for the highest income-size classes, ones affected 
by the OBRA-initiated 39.6-percent top marginal tax 
rate, but the average tax rate increases are also evident 
in the smaller income-size classes for most years in the 
199�-to-1996 period as well.


For the majority of intervening years (i.e., 1982 
through 1992), average tax rates generally declined by 
small amounts for most income-size classes, although 
the period surrounding the implementation of the 1986 
Tax Reform Act (TRA) gave rise to small increases in 
some classes.  Despite the substantial base broadening 
and rate lowering initiated by TRA, for most income-size 
classes, the changes to average rates were fairly small.  


Figure C—Income Tax Shares by Income Percentile Size Classes, 1979-2004
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However, it should be kept in mind that individuals can 
and do move between income-size classes.  The rates 
for the top 0.1 percent clearly show the effects of the 
1986 capital gain realizations, in anticipation of the end 
of the 60-percent long-term gain exclusion, which began 
in 1987.  The average tax rate for this income-size class 
dropped for 1986, but it rose sharply for 1987, before 
dropping again for each of the next � years.


To assess what happened, it is important to look 
at the underlying data.  The substantial increase in 
capital gain realizations for 1986 swelled the aggregate 
income and tax amounts for upper income classes and 
also raised the income thresholds of these top classes.  
However, since much of the increase in income for 
these size classes was from net long-term capital gains, 
which had a maximum effective tax rate of 20 percent, 
it is not surprising that the average tax rate for these top 
size classes declined.


Next, we consider if those years are affected by 
the Taxpayer Relief Act of 1997 (1997 through 2000), 
when the top rate on long-term capital gains was reduced 
significantly from 28 percent to 20 percent.  For 1997, 
the first year under this law, when the lower rates were 
only partially in effect, the average tax rate fell for the 


top 0.1-percent group of taxpayers but increased for all 
other groups.  However, for 1998, the first full year under 
lower capital gain rates, all groups above and including 
the 40-to-60-percent class had reduced average tax rates 
(while the lowest two quintiles had virtually the same 
average tax rates).  For all groups (except for the 20-to-40 
and the 60-to-80-percent groups in 1999), the average 
rates returned to increasing for both 1999 and 2000.


The Economic Growth and Tax Relief Reconcilia-
tion Act of 2001 (EGTRRA) further reduced marginal 
tax rates over several years.  One of these reductions 
was the introduction of a 10-percent bracket on the 
first $6,000 ($12,000 if married filing a joint return) of 
taxable income.  In an attempt to fuel a recovery from 
recession, this reduction was introduced retroactively 
in the form of a rebate based on Tax Year 2000 filings.  
Therefore, we simulated the rebate on the Tax Year 2000 
Individual File to see its effects on average tax rates. 
When the rebate (estimated at $40.5 billion) is taken 
into account, the average rates for 2000 decreased for 
all groups, except for the top 0.1 percent and the 1-to-5 
percent, reversing the prerebate increases. Tax Year 2001 
was a mixture of increases and decreases in average tax 
rates by income group.  Most groups paid higher average 
taxes; however, the 1-to-5-percent and 5-to-10-percent 


Figure D—Average Tax Rates by Size Classes, 1979-2004
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groups paid lower average taxes along with the bottom 
20-percent group.  


For 2002, when the 10-percent rate applied to all 
returns and all rates above 15 percent were reduced by 
one-half of 1 percentage point, the average tax rate fell 
for every group.  Further, as the economy stagnated, 
another rebate of $400 per child was sent to individu-
als who received a child tax credit for that year.  This 
was in lieu of receiving the additional amount for 200� 
as part of the increased child tax credit provided by 
the Jobs and Growth Tax Relief Reconciliation Act of 
200� (JGTRRA).  Simulating this on Tax Year 2002, 
we estimated that $14.2 billion were sent to taxpayers 
further reducing average taxes for 2002.  The individuals 
who gained the most from this rebate were in the 5-to-
10-percent group through the 40-to-60-percent group.  
For 200� and 2004, with further reductions in marginal 
rates, capital gain rates (to 15 percent), and the introduc-
tion of the same rates for qualified dividends, average 
tax rates decreased further to 11.6� percent and 11.81 
percent, respectively.  These were the lowest averages 
over the 26 years of this study.  Further, aside from 
the 0.1-percent group in 1986 and the 0.5-to-1-percent 
group in 1991, all groups had their lowest average rates 
in these 2 years.


Tax Shares—Income Plus Social  
Security Tax


For individual taxpayers, Social Security taxes com-
pose a fairly large portion (about 40 percent for 200�) of 


their Federal tax burden [10].  To broaden our analysis, 
we merged data from W-2s with individual income tax 
records for the years 1996-200�.  Total Social Security 
taxes included self-employment taxes and taxes on 
tips reported on tax returns and two times the Social 
Security taxes (representing both the taxpayers’ and the 
employers’ shares) reported on W-2s.  The employers’ 
share of this tax was added into retrospective income, 
as well.  Also, in order to have a better income concept 
over time, we altered retrospective income by including 
total Social Security benefits.  As stated above, this was 
not included in income because it was not on older (pre-
1984) tax returns, but, since this part of our study began 
with 1996, we were able to relax this constraint.


Including Social Security taxes (see Figure E), an 
interesting trend occurred.  Through 2000, the tax share 
of all the higher income groups up to the 5-percent class 
increased each year, while the share of all the groups 
above the 20-percent class went down.  However, after 
2000, the top 0.1-percent group paid a decreasing share 
each year, while individuals in the 20-40-percent class 
paid an increasing share each year.  The tax shares of 
other groups varied between the years.  Overall, the top 
20 percent paid a lower tax share (68.0� percent) in 200� 
than they did in 2000 (70.27 percent), but this share 
was still higher than they paid in 1996 (66.21 percent).  
This occurred despite the fact that the share of the top 
0.1-percent group declined from 9.�0 percent for 1996 
to 9.02 percent for 200�. 


Year Total < .1%1 - .25%25 - .5% .5 - 1% Top 1%   1-5%   5-10% 10-20% Top 20% 20-40% 40-60%  60-80% Low 20%
1996 100.00 9.30 3.59 3.55 4.44 20.88 16.40 12.29 16.64 66.21 19.82 10.23 3.19 0.55
1997 100.00 9.69 3.75 3.64 4.57 21.66 16.35 12.10 16.36 66.46 19.38 10.27 3.28 0.60
1998 100.00 10.39 3.82 3.65 4.61 22.46 16.63 12.11 16.13 67.34 18.78 9.96 3.32 0.61
1999 100.00 11.24 3.91 3.82 4.70 23.66 17.05 12.06 15.85 68.62 18.23 9.48 3.12 0.55
2000 100.00 12.32 3.96 3.92 4.70 24.90 16.99 11.87 15.58 69.34 17.69 9.26 3.16 0.55


2000 Rebate 100.00 12.65 4.06 4.01 4.80 25.52 17.26 11.95 15.54 70.27 17.34 8.89 2.95 0.55
2001 100.00 9.95 3.74 3.57 4.64 21.90 17.16 12.51 16.44 68.01 18.59 9.74 3.12 0.54
2002 100.00 9.08 3.58 3.56 4.60 20.82 17.47 12.87 16.96 68.12 18.87 9.60 2.90 0.51


2002 Rebate 100.00 9.17 3.62 3.60 4.65 21.03 17.64 12.89 16.91 68.47 18.71 9.46 2.85 0.52
2003 100.00 9.02 3.54 3.57 4.63 20.77 17.54 12.73 16.99 68.03 19.08 9.58 2.78 0.53


-3.01% -1.39% 0.56% 4.28% -0.53% 6.95% 3.58% 2.10% 2.75% -3.73% -6.35% -12.85% -3.64% % change in share


Figure E—Tax Shares (Including Social Security Taxes) by Percentile Size Classes, 1996-2003
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returns out of the 120 million returns filed for 1996.  
Using inflation-indexed income, we then combined the 
income and taxes over time to create a “combined income 
and tax” for each of the tax returns.  We then reclassified 
each return into percentile classes, with the 5-percent 
income class being the highest class analyzed (due to the 
high sampling variability at levels above this). Looking 
at average taxes for the combined income groups (see 
Figure F), while all groups’ average tax rated declined 
over the period between 1996 from 200� by 11.6 percent, 
the largest decline was in the higher income groups.  The 
average tax rate of the top 5-percent group went down 
by 1�.8 percent (from 28.0 percent to 24.2 percent) and 
the 5-to-10-percent group by 12.9 percent.  The rates fell 
for all groups below the 80-percent level.  The bottom 
20-percent group, however, paid 19.1 percent higher 
average tax rates in 200� than in 1996 (from 8.9 percent 
to 10.6 percent).  


Analysis of Gini Coefficients


To further analyze the data, we estimated Lorenz 
curves and computed Gini coefficients for all years. The 
Lorenz curve is a cumulative aggregation of income from 
lowest to highest, expressed on a percentage basis. To 
construct the Lorenz curves, we reordered the percen-
tile classes from lowest to highest and used the income 
thresholds as “plotting points” to fit a series of regression 
equations for each income-size interval in the 26 years, 
both before and after taxes.





Average Tax Rates Including Social 
 Security Taxes Using Panel Data


For 1996 through 200�, we used a panel of indi-
vidual tax returns that were selected at a 1-in-5,000 return 
random sample embedded in each year’s Individual 
Statistics of Income (SOI) sample.  These returns were 
based on the primary taxpayer having certain Social Se-
curity number endings and are part of Social Security’s 
Continuous Work History Sample (CWHS).  The rea-
son for studying a panel of returns is to obtain a more 
well-rounded approach to analyzing tax returns over 
time.  While “the rich” may appear to be getting greater 
concentrations of income over time, the composition of 
who “the rich” are may also be changing over time.  By 
looking at the panel, we defined income groups from 
the combined data (indexed for inflation) over this time 
period.  As with the 1996-200� cross-sectional study, 
in order to have a better income concept over time, we 
altered retrospective income by including total Social 
Security benefits.  Then, we analyzed how income and 
taxes changed in each of these years, classifying each 
year’s returns in quintile classes.  


In analyzing this panel over time, we classified re-
turns into quintile classes for each of the 8 years, 1996 
through 2003.  We started with 120 million returns filed 
for 1996 and followed these returns.  In analyzing this 
panel over time, we only included returns that were filed 
for each of the 8 years.  This left us with 76.8 million 





Year Total Top 5% 5-10% 10-20% 20-40%  40-60%  60-80% Low 20%
1996 22.78 28.01 24.73 23.23 21.82 19.53 16.53 8.91
1997 22.76 27.44 24.34 23.73 21.87 19.86 16.89 9.23
1998 21.83 25.05 23.78 22.59 21.00 19.33 16.76 9.53
1999 22.37 26.91 24.19 22.96 21.34 19.25 16.86 9.88
2000 22.44 26.60 24.13 23.11 21.50 19.38 17.32 10.92
2001 22.13 26.27 24.06 23.00 21.42 19.38 17.17 10.31
2002 21.55 26.78 22.85 22.00 20.33 18.41 16.22 10.01
2003 20.14 24.15 21.55 20.90 19.30 17.72 15.78 10.61


All years 21.94 26.30 23.66 22.64 21.02 19.06 16.68 10.02
% change 96-03 -11.59% -13.78% -12.86% -10.03% -11.55% -9.27% -4.54% 19.08%


Figure F—Combined Panel 'P': Average Tax Rates (Including Social Security Taxes) by Size Classes, 1996-2003
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Once the Lorenz curves were estimated for all years, 
Gini coefficients were calculated for all 26 years. The 
Gini coefficient, which is a measure of the degree of 
inequality, generally increased throughout the 26-year 
period signifying rising levels of inequality for both 
the pre- and posttax distributions.  This result was not 
unexpected since it parallels the rising shares of income 
accruing to the highest income-size classes.  Over this 


period, Figure G shows that the beforetax Gini coeffi-
cient value increased from 0.469 for 1979 to 0.588 (25.4 
percent) for 2000, while the aftertax Gini value increased 
from 0.4�9 to 0.558 for a slightly higher percentage in-
crease (25.5 percent).  The economic downturn in 2001 
and 2002 actually decreased the levels of inequality to 
0.555 (pretax) and 0.525 (aftertax).  For 2004, these rose 
back to 0.575 (pretax) and 0.549 (aftertax).


1979 0.469 0.439 0.030 6.3%
1980 0.471 0.441 0.031 6.5%
1981 0.471 0.442 0.029 6.2%
1982 0.474 0.447 0.027 5.7%
1983 0.482 0.458 0.025 5.1%
1984 0.490 0.466 0.024 4.9%
1985 0.496 0.471 0.024 4.9%
1986 0.520 0.496 0.024 4.6%
1987 0.511 0.485 0.026 5.1%
1988 0.530 0.505 0.026 4.8%
1989 0.528 0.504 0.024 4.6%
1990 0.527 0.503 0.024 4.5%
1991 0.523 0.499 0.024 4.6%
1992 0.532 0.507 0.025 4.7%
1993 0.531 0.503 0.028 5.2%
1994 0.532 0.503 0.028 5.3%
1995 0.540 0.510 0.029 5.4%
1996 0.551 0.521 0.030 5.5%
1997 0.560 0.530 0.030 5.4%
1998 0.570 0.541 0.029 5.1%
1999 0.580 0.550 0.030 5.2%
2000 0.588 0.558 0.031 5.2%


2000 Rebate 0.588 0.557 0.032 5.4%
2001 0.564 0.534 0.030 5.4%
2002 0.555 0.525 0.030 5.3%


2002 Rebate 0.555 0.525 0.030 5.3%
2003 0.559 0.533 0.026 4.7%
2004 0.575 0.549 0.026 4.6%


Figure G–Gini Coefficients for Retrospective Income, Before and After Taxes,
1979–2004


Year Gini Before Tax Gini After Tax Difference
Percent


Difference


Figure G—Gini Coefficients for Retrospective Income, Before and After Taxes, 1979-2004
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So, what has been the effect of the Federal tax sys-
tem on the size and change over time of the Gini coef-
ficient values?  One way to answer this question is to 
compare the before- and aftertax Gini values [11].   Look-
ing at this comparison, two conclusions are clear. First, 
Federal income taxation decreases the Gini coefficients 
for all years.  This is not surprising in that the tax rate 
structure is progressive, with average rates rising with 
higher incomes so that aftertax income is more evenly 
distributed than beforetax income.  A second question 
is whether the relationship between the beforetax and 
aftertax Gini coefficient values has changed over time.  


The aftertax series closely parallels the beforetax 
series, with reductions in the value of the Gini coefficient 
ranging from 0.024 to 0.0�2.  The largest differences, 
which denote the largest redistributive effect of the Fed-
eral tax system, have generally been in the periods of 
relatively high marginal tax rates, particularly 1979-81 
and for 199� and later years. In fact, simulating the tax 
rebate for Tax Year 2000 results in the largest difference 
(0.0�2) over all the years.  If this were the only change in 
marginal rates of the new tax law (EGTRRA), the results 
would have been to increase the redistributive effects of 
Federal taxes.  However, for Tax Year 2001 and beyond, 
the marginal rates of higher income classes were reduced 
from �8.6 percent to �5 percent for 2004. 


To investigate further, the percentage differences 
between before- and aftertax Gini values were com-
puted. These percentage changes in the Gini coefficient 
values, a “redistributive effect,” show a decline ranging 
from 4.5 percent (1990) to 6.5 percent (1980).  As for 
the differences, the largest percentage changes are for 
the earliest years, a period when the marginal tax rates 
were high.  The largest percentage reduction was for 
1980, but the size of the reduction generally declined 
until 1986, fluctuated at relatively low levels between 
1986 and 1992, and then increased from 199� to 1996.  
However, coinciding with the capital gain tax reduction 
for 1997, the percentage change again declined for 1997 
and 1998.  Nevertheless, it increased for 1999, 2000, and 
2001 (although the 2001 percentage increased slightly 
if the rebate is included with the 2000 data).  For 200� 
and 2004, this difference declined to 4.7 percent and 4.6 
percent, respectively, approaching the 1990 level.


So, what does this all mean?  First, the high marginal 
tax rates prior to 1982 appear to have had a significant 
redistributive effect.  But, beginning with the tax rate 
reductions for 1982, this redistributive effect began to 
decline up to the period immediately prior to TRA 1986. 
Although TRA became effective for 1987, a surge in late 
1986 capital gain realizations (to take advantage of the 
60-percent long-term capital gain exclusion) effectively 
lowered the average tax rate for the highest income 
groups, thereby lessening the redistributive effect.


For the post-TRA period, the redistributive effect 
was relatively low, and it did not begin to increase until 
the initiation of the �9.6-percent tax bracket for 199�.  
But since 1997, with continuation of the 39.6-percent 
rate but with a lowering of the maximum tax rate on 
capital gains, the redistributive effect again declined. 
Data from 200� and 2004 show that the new tax laws 
have continued this trend.  Analysis of panel data shows 
that these trends are not quite as great as seen by looking 
at annual cross-section data, but the trends cited above 
are still apparent. 
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The Impact of the Followup Process on the 2002 
Foreign Tax Credit Study Data


Rob Singmaster and Lissa Redmiles, Internal Revenue Service


The followup process is an important step in the 
data cleansing process of the Foreign Tax Credit 
study conducted by the Statistics of Income Divi-


sion of the IRS.  The study itself collects data from corpo-
rate tax forms and their attached Form 1118’s.  Analysts 
review the data, correct anomalies, and disseminate the 
results.  In certain cases, the analysts request additional 
information beyond what was originally reported by the 
taxpayer.  This paper focuses on the 290 returns selected 
for additional data requests and the impact of the data 
received as a result on the study as a whole.


	Overview of the Foreign Tax Credit


The need for a foreign tax credit became apparent 
with the advent of the modern U.S. income tax in 1913.  
Since this date, U.S. taxpayers have been subject to 
taxation on their worldwide incomes.  U.S. corporations 
with international operations or investments may also be 
taxed on their foreign-source incomes in the country in 
which the income is earned.  The result is double taxa-
tion.  To correct this problem, the United States passed 
into law foreign tax credit provisions, beginning with 
the Revenue Act of 1918.  This credit allows U.S. cor-
porations to offset the U.S. tax on their foreign-source 
taxable incomes with a credit for the foreign taxes that 
were already paid.


In the close to 90 years that the foreign tax credit 
has been in existence, the rules and ways in which this 
credit is reported have undergone many transforma-
tions.  Perhaps the change that most affected the way 
the credit is calculated today occurred with the passage 
of the Revenue Act of 1962.  It required corporations 
to compute a separate limitation for nonbusiness-re-
lated interest income.  This step prevented corporations 
from combining foreign-source income from business 
operations taxed at rates higher than the U.S. rate with 
interest-bearing investments abroad that was subject to 
little or no foreign tax.   


For Tax Year 2002, taxpayers were required to 
compute a separate foreign tax credit limitation for 
each of 11 different income categories. The taxpayer 
is required to report gross income, various deductions, 
taxable income, and foreign taxes paid or accrued by 
country in each appropriate income category.  Within 
each category, taxpayers separate their income, deduc-
tions and taxes by type.


The foreign tax credit remains the largest credit that 
U.S. corporations claim to reduce their U.S. income tax.  
For Tax Year 2002, 9,383 corporations claimed a total 
credit of $42.4 billion.  Corporations report the foreign 
income and taxes related to the credit on Form 1118, 
Computation of Foreign Tax Credit‑‑Corporations, filed 
with their income tax returns.  Gross income, deductions, 
and taxable income attributed to various countries are 
reported on Schedule A, while foreign taxes paid or ac-
crued and the foreign tax credit calculation are reported 
on Schedule B.   Schedules C  through Schedule J support 
items on Schedules A and B.


The statistics in this article are based on information 
reported on Forms 1118 and related corporate returns 
filed with accounting periods ending between June 30, 
2001, and July 3, 2002.  The returns in our study were 
selected after administrative processing but prior to any 
amendments or audit examination.  The estimates are 
based on a stratified probability sample of 4,157 returns 
selected from a population of corporations filing a Form 
1118 and are subject to sampling error.  Each return in 
the sample is given a distinct weight, calculated by di-
viding the number of returns in a certain section of the 
study (industry, accounting period, etc.) by the number 
of sample returns for the same section.  The purpose of 
these weights is to adjust for the various sampling rates 
used, relative to the population.  For the purposes of 
this paper, weighted totals are used for all counts and 
numerical values. 
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	The Followup Process


During entry of the Form 1118 data, the system 
performs close to three hundred consistency tests.  
The data entry personnel resolve some of these tests, 
and some are shipped to SOI headquarters for further 
review.  If the analysts cannot resolve the remaining 
errors, and the taxpayer reports a foreign tax credit, a 
letter may be sent to the taxpayer asking for additional 
information. (Many corporations with an overall loss 
file a Form 1118 in order to compute the carryover of 
taxes available for use in subsequent tax years. Since 
the form is not required in these cases, we do not typi-
cally ask for additional information for these returns.)    
We ask that the taxpayer respond within 60 days of the 
original letter but usually grant requests for extensions.   
If we did not receive a response before the deadline, we 
phoned the taxpayer.  The responses received are used 
for statistical and analytical purposes only and are not 
part of tax enforcement or administration.


The most common error that will trigger a letter is 
missing country detail.  We also frequently send let-
ters to those missing Schedule H or Schedule F.  Other 
data requested include explanations for discrepancies 
between the various schedules on Form 1118 and dis-
crepancies between Form 1120, Corporation Income 
Tax Return, and Form 1118.  On Form 1118, the most 
common discrepancies are between:


•	 Total not definitely allocable deductions on 
Schedule A and Schedule H, for the same 
income type


•	 Schedule A, total gross income and Schedule 
F, branch income, for the same country


•	 Schedule A, definitely allocable deductions 
and Schedule F, deductions


•	 Schedule A, total income or loss before ad-
justments and Schedule B, taxable income


•	 Total income or loss before adjustments on 
Schedule A and Schedule J, for the same 
income type


Between Form 1118 and Form 1120, the most com-
mon differences are between:


•	 total taxable income 


•	 total U.S. income tax against which  
 credit is allowed 


•	 total foreign tax credit


•	 deemed dividends (subpart F dividends)


•	 other foreign dividends


•	 dividend gross-up


By far the most common discrepancy between these 
two forms is a discrepancy in the dividends and/or divi-
dend gross-up reported on Schedule C of Form 1120 
and the sum of the dividends and gross-up reported on 
Schedule A of Form 1118.  This is partly because Sched-
ule C tends to be poorly filed and partly because there are 
some legitimate reasons for differences in the dividend 
amounts reported on these forms. In general, we do not 
ask taxpayers to account for the dividend discrepancies 
unless we are already requesting other information.  


The table below lists the number of requests sent 
by type.  (Since we often requested more than one type 
of information from one company, the total number of 
requests exceeds the number of returns in the followup 
process.)


Number of Requests Sent, by Type


Reason for Followup Number of 
 Requests


Missing country detail 178 
Discrepancies between Form 
1120 and Form 1118 


84


Schedule F missing 52 
Schedule H missing 32 
Missing amounts from Sch. H 28 
Discrepancy between Sch. A 
and Sch. F 


8


Taxable income discrepancy 
(Sch. A and J or B and J) 


7


Missing Form 1118 7 
Other 12 
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This paper focuses on those returns missing coun-
try detail for foreign-source income and/or foreign 
taxes paid, those missing Schedule F, and those missing 
Schedule H, because these problems were most likely 
to be the primary reason for requesting additional in-
formation.


	Followup Response


The Foreign Tax Credit study for Tax Year 2002 
included data from 4,157 corporate tax returns, repre-
senting a population of 9,383.  A weighted total of 290 
returns were selected for additional data requests.   At the 
end of the study, we had received a response from 206 of 
these requests, a response rate of 71 percent.  Of those 
that responded, a majority, (166 or 81 percent) provided 
a fully satisfactory answer to our inquiries and supplied 
the missing data that they had failed to provide in their 
original filed tax returns.  A smaller group of responses, 
31 out of 206 (15 percent), supplied us with at least 
some information that they had previously withheld.  
It should be noted that, in many of the cases where we 
were requesting country detail for either income or taxes 
paid, the taxpayer was unable to provide this information 
due to software or time constraints.  We chose to rate 
only 9 out of 206 responses (4.4 percent) as completely 
unsatisfactory.    The remainder of our requests, 84 out 
of 290 (29 percent), did not respond in any form.


The followup letters sent out for the Tax Year 2002 
study represent companies from a wide range of indus-
tries.  Using NAICS (North American Industry Classifi-
cation System) to sort these corporations, we discovered 
that the most well-represented industry in our study was 
manufacturing, accounting for 121 out of the 290 (41.7 
percent) additional data requests.  Although manufactur-
ing returns overall accounted for just 18 percent of the 
total number of returns, they comprised 50 percent of 
the total foreign-source gross income so that the rate of 
followup is perhaps slightly lower than expected.  The 
next most populous group was the finance/insurance 
industry, with 48 out of 290 (16.6 percent).  This is as 
expected, as this industry accounts for about 11 percent 
of all returns and, more importantly, 16 percent of total 
foreign-source gross income.  The third most populous 
group was the  information industry, with 34 out of the 
290 (11.7 percent) total, compared to 6 percent of the 


total number of returns and almost 10 percent of the total 
foreign-source gross income. Although more additional 
data requests were sent to certain industries than others, 
we did not find a substantially better or worse response 
rate when comparing these industries at the end of our 
study.


	Missing Schedule F


One of the Form 1118 supporting schedules that 
tends to be missing or poorly filed is Schedule F, Gross 
Income and Definitely Allocable Deductions for Foreign 
Branches.  Amounts from this schedule are included in 
the total gross income and definitely allocable deduc-
tions on Schedule A but are not directly carried forward.  
The only indication we have that a Schedule F may be 
missing is if branch taxes were reported on Schedule B, 
Part I, but no Schedule F was filed and the branch in-
come and branch deductions associated with those taxes 
are therefore unknown.  Sometimes, we can impute a 
Schedule F using the Schedule A and prior-year data.  In 
other cases, we must write to the taxpayers.  Since 261 
taxpayers had this condition, we generally limited our 
requests to those returns that reported over $1,000,000 of 
branch taxes or whose branch taxes equaled 25 percent 
of the total foreign taxes paid or accrued.  Of course, if 
we were sending a letter to a taxpayer due to some other 
problem, we included a request for the missing Schedule 
F even if the return did not meet either criterion. 


We requested a Schedule F from 52 corporations that 
reported branch taxes but had not included a completed 
Schedule F with their Forms 1118.  These taxes totaled 
to about one billion dollars, approximately 20 percent 
of the total foreign branch taxes reported by all corpora-
tions.  Of these corporations, 32 or 62 percent, sent in 
Schedule F data.  The total foreign branch gross income 
reported in response to our letter for these returns was 
about $12 billion, 15 percent of the total for all returns.  
These taxpayers also supplied almost $7 billion in pre-
viously unreported foreign branch definitely allocable 
deductions, about 17 percent of the total for all returns.  
By the conclusion of the study, taxpayers had sent in 
Schedule F’s to support a total of $751 million in branch 
taxes paid, or about 69 percent of all the unsupported 
branch taxes from the returns that received letters.  Un-
supported taxes from all returns then declined from 22 
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percent of all foreign branch taxes to 6 percent, due to 
the followup process.


When we examine the ratio of supported taxes, post 
followup, to the original unsupported tax amounts for 
those returns selected for followup, by industry, we see 
most of the major industry groups supplied Schedule F’s 
to support more than 70 percent of the originally unsup-
ported branch taxes.  The one exception is the wholesale 
and retail trade industry group, which provided support 
for only 29 percent of the taxes missing support from 
Schedule F.  


Followup Returns Missing Schedule F
[Money amounts are in millions of dollars]


	Schedule H


Another of the supporting schedules included within 
Form 1118 is the Schedule H, Apportionment of Deduc‑
tions Not Definitely Allocable.  This schedule is used to 
apportion deductions that cannot be definitely allocated 
to a certain item or class of income.  Schedule H is filed 
only once with each Form 1118 and has two distinct 
parts.  Part I is comprised of research and development 
deductions, while Part II is a combination of interest 
deductions and other miscellaneous deductions that do 
not fit into a specific category.  These two parts are then 
added together to arrive at a total not definitely allocable 
deduction figure for the schedule.  This total figure is 
also reported on Schedule A, along with the company’s 
definitely allocable deductions.


Every corporation filing a Form 1118 that reports not 
definitely allocable deductions is required to complete a 
Schedule H that documents these deductions.  We con-


tact taxpayers whose Schedule H is missing and whose 
not definitely allocable deduction amount exceeds $10 
million.


In Tax Year 2002, taxpayers failed to report a Sched-
ule H to support a total of $6.8 billion in not definitely 
allocable deductions.  This was approximately 7 percent 
of the $100.4 billion in total not allocable deductions 
from all returns.  We wrote followup letters to 32 com-
panies with a request to provide a completed Schedule 
H.  These corporations represented a total of $4.8 bil-
lion in not definitely allocable deductions on Schedule 
A that were not supported by a Schedule H.  This figure 
accounted for roughly 71 percent of the not definitely 
allocable deductions not supported by a Schedule H in 
our study prior to followup.  As a result of this process, 
we received responses from 18 (56 percent) of the 
companies.  They provided supporting Schedule H’s 
that accounted for $3.18 billion of the $4.8 billion (66 
percent) total represented by the 32 companies. Thus, the 
followup process decreased the amount of apportioned 
deductions not supported by a Schedule H from 7 percent 
to 3.6 percent of the total apportioned deductions.


	Unallocated Income


From a data analysis standpoint, it is desirable for 
taxpayers to assign as much of foreign income, deduc-
tions, and taxes paid total to a specific foreign country 
as possible.  However, they do have the option of cat-
egorizing either all or part of their incomes, deductions, 
or foreign taxes paid or accrued to other or various 
countries.  One of our main goals in sending followup 
letters is to obtain specific country detail for any large 
amounts assigned to various countries.


As with the missing schedules, we established 
criteria for requesting additional country detail when 
the taxpayer failed to allocate a significant amount of 
foreign-source gross income to the country or region of 
source.  Generally, we send a letter to those corporations 
with $25 million or more of unallocated gross foreign-
source income or $10 million of unallocated foreign-
source taxable income.  Although we will ask for country 
detail for the definitely allocable deductions if the return 
meets the income test and some or all of the deductions 
have not been sourced, country detail here is not con-


Industry Unsupported 
Branch
Taxes Paid 


Taxes
supported
by
Schedule F 
after
Followups  


Percent   
(col. 2/ 
col. 1) 


Manufacturing $634 $453 72% 
Wholesale/
Retail  Trade 


13 4 29 


Information 30 28 93 
Finance/
Insurance 


97 80 82 


Services 230 185 80 
Total $1,003 $749 75% 
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sidered essential to the study.  (Many taxpayers prorate 
their deductions to countries based on each country’s 
share of foreign gross income, and our system therefore 
prorates any amounts remaining in “other countries” at 
the end of the study accordingly.)


We sent followup letters to a total of 160 companies. 
The unallocated foreign-source gross income for these 
returns was approximately $79 billion; about 89 percent 
of the total unallocated income ($88.8 billion) and 20 
percent of the total foreign-source gross income ($390 
billion).  Other income accounted for 42 percent of the 
unallocated amount, while the next largest category, 
gross rents, royalties, and license fees, comprised 23 per-
cent.  Some of these returns had not allocated any of their 
incomes, but many had already allocated a considerable 
portion before we requested additional country detail.  
Overall, the unallocated amount for these returns was 50 
percent of total foreign-source gross income. 


A Comparison of Total, Unallocated, and 
Allocated Income, by Type
[Money amounts are in billions of dollars]


Of these 160 companies, 88 sent in a satisfactory 
response, 19 sent in a partial response, 5 included an 
unsatisfactory response, and the remaining 48 never 
responded.   


By comparing the percentage of total foreign-source 
income and the percentage of unallocated income from 
all returns, across industries, we can get an indication 
of which industries were more or less likely to allocate 
their incomes to the country of source.  Manufacturing 
companies, for example, earned 50 percent of the total 
foreign source gross income but accounted for 36 per-


Type of 
Income 


Total FS 
Gross


Income 
from All 
Returns


Unallocated
Income 


from 
Followup
Returns


Allocated
Income from 


Followup
Returns


Dividends $95.4 $6.6 $5.5 
Interest 55.2 12.4 8.1 
Rents 67.1 18.3 5.1 
Services 21.8 8.8 2.9 
Other 150.8 33.0 21.1 
Totals $390.3 $79.0 $42.7 


cent of the unallocated income.  On the other hand, the 
information industry comprised just 10 percent of the 
total but 26 percent of the unallocated income.  Finance 
and insurance companies had only a slightly higher per-
cent of unallocated income than expected based on their 
percentage of gross income. The other industry groups 
accounted for about the same fraction of unallocated 
income as total foreign-source income.


Total Foreign-Source (FS) and Unallocated Income, by 
Industry Group
[Money amounts are in billions of dollars]


Taxpayers allocated $42.7 billion of their total gross 
foreign source incomes to countries and or regions; 
about 54 percent of the original unallocated amount.  
They were much more likely to allocate their interest 
or other income than gross rents, royalties, and license 
fees or their income from the performance of services.  
Roughly half of the allocated income was other income, 
while almost 20 percent was interest income. Most 
significantly, the total gross foreign-source income at-
tributed to countries or regions as a result of taxpayer 
correspondence accounted for approximately 11 percent 
of the total foreign-source gross income for all returns. 


The rates of followup response for those corpora-
tions missing country detail for gross income and the 
percentage of foreign source gross income allocated in 
response to our requests also vary by industry.  The pro-
fessional, technical, and scientific industry group and the 
management of companies and enterprises group had the 
highest satisfactory response rates.  Manufacturing and 
the wholesale and retail trade group also had satisfactory 


Industry
Group


Total
Gross 


FS
Income 


Percent 
of 


Total


Unallocated
Income 


Percent
of 


Total


Manufacturing $194.6 50% $32.1 36%


Information 37.2 10% 23.2 26%


Finance/Insurance 60.9 16% 17 19%
Management of  
Companies  45.2 12% 5.0 6%


Other Industries 52.3 5% 11.6 3%


Totals $390.3   $88.8   
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response rates that were well over 50 percent.  Rates 
for transportation and warehousing, information, and 
the finance and insurance group, however, ranged from 
33 percentto 42 percent. A comparison of the original 
amount not attributable to specific countries or regions to 
the amount allocated after receiving our requests yields 
similar results.  Top of this list is again the professional, 
technical, and scientific services industry, with an alloca-
tion rate of 81 percent.  The management of companies 
and enterprises industry and the manufacturing industry 
follow close behind, with 79 percent and 71 percent re-
spectively.  Finance and insurance, however, allocated 
just over half of the amount missing country detail, while 
the information industry allocated about 37 percent.  


A Comparison of Unallocated and Allocated Income for 
Followup Returns, by Industry
[ Money amounts are in billions of dollars ]


While the percentage allocated from the profes-
sional, technical, and scientific industries may be impres-
sive, it is important to remember that the total allocated 
amounts received from this industry group is relatively 
small.  Of the total allocated amount received, manufac-
turing comprised nearly 45 percent while the finance and 


insurance industry group and the information industry 
each accounted for 19 percent of the data.


	Unallocated Taxes Paid or Accrued


As with the other conditions that cause us to send a 
followup letter to a certain company, it is necessary to set 
a minimum threshold for foreign taxes paid amounts for 
which we want to obtain country detail.  After a review 
of taxpayer reporting trends, we decided to request addi-
tional country detail for any unknown foreign tax amount 
totaling more than $5 million.  Using this number as a 
guideline, we sent followup letters to 79 U.S. corpora-
tions requesting additional taxes paid country detail.    


For Tax Year 2002, these companies represented a 
total of $5.51 billion in foreign taxes paid, $2.7 billion 
(48.5 percent) being attributed to unknown or various 
countries before followup.  This second figure represents 
85 percent of the $3.1 billion total unknown foreign 
taxes paid amount prior to followup in our study. These 
totals were broken down by category as follows: $170.8 
million of foreign taxes paid on interest income, $10.7 
million (6.2 percent) for country unknown; $906.5 mil-
lion of foreign taxes paid on rents, royalties, and license 
fees, $703.3 million (77.6 percent) unknown; $2.1 billion 
of foreign taxes paid on foreign branch income, $905.4 
million (43.8 percent) unknown; $234 million of foreign 
taxes paid on services, $219.7 (93.9 percent) unknown; 
and $1.8 billion of foreign taxes paid on other income, 
$641.2 million (36.2 percent) unknown.[1]


By the conclusion of our Tax Year 2002 study, we 
received responses from 55 of the 79 companies (69.6 
percent) we had contacted to obtain taxes paid country 
detail for $2.7 billion of taxes paid attributed to vari-
ous/unknown countries, approximately 14 percent of the 
total taxes paid from all returns and roughly 85 percent 
of the total unallocated taxes from all returns.  Taxpayers 
allocated a majority of their previously unallocated taxes 
paid on service income, while they provided country 
detail for about a third of their taxes paid on interest 
and other income.   


Industry
Group


Income 
Not


Allocated


Allocated
Income 


Percent 
Allocated


Manufacturing $27 $19 71%
Wholesale/
Retail Trade 3 1 40%
Transportation/ 
Warehousing 4 1 13%


Information 22 8 37%


Finance/ Insurance 15 8 53%
Professional/ 
Scientific/
Technical Services 1 1 81%
Management of 
companies  4 3 79%


Other industries 2 1 57%


Totals $79 $42.7 54%
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A Comparison of Total, Unallocated, and Allocated 
Taxes, by Type
[Money amounts are in millions of dollars]


The additional information we received substantially 
enhanced the accuracy and usefulness of the study data.  
Overall, the total amount of taxes paid attributed to 
various/unknown countries was reduced by $1.2 billion, 
from $2.7 billion to $1.5 billion, a 45-percent reduction. 
This $1.2 billion amounted to almost 7 percent of the 
total foreign taxes paid. 


Taking a closer look at the followup letters we sent 
for foreign taxes paid country detail, we discovered that 
the manufacturing industry accounted for the highest 
percentage of these requests, with 26 out of 79 (32.9 
percent) total.  The finance/insurance and information 
industries were also well represented, with 19 (24.1 
percent) and 13 (16.5 percent) requests, respectively.   
Even though the information industry accounted for 
less overall requests than manufacturing and finance/
insurance, it possessed the most foreign taxes paid to 
unknown countries, with $976.3 million (36.6 percent) 
of the total prior to followup.  Manufacturing was a 
close second, with $943.8 million (35.3 percent) of the 
total.   The finance/insurance industry accounted for 
only a fraction of these totals prior to followup, with 
$221.7 million (8.3 percent).  At the end of our study, 
each of these industries saw a decrease in the amount 
and percentage of foreign taxes paid to various countries.  
The most significant drop in unallocated taxes paid was 
seen in manufacturing, whose unknown foreign taxes 
paid went from $943.8 million to $307.7 million, a 


67-percent decrease.  The finance and insurance sector 
experienced the largest percentage decrease in unknown 
foreign taxes paid of these three industries, going from 
$221.7 million to $91.3 million (59 percent).  The in-
formation industry showed the smallest change between 
pre- and post-followup taxes paid data, going from 
$976.3 million to $931 million, a 5-percent reduction.  
 


A Comparison of  Unallocated and Allocated Taxes for 
Followup Returns, by Industry
[Money amounts are in millions of dollars]


	Conclusions


Overall, the response rate for followups was suf-
ficient to make the process worthwhile.  Since our data 
requests covered almost 90 percent of the unallocated 
income and 87.5 percent of the unallocated taxes, it 
appears that our thresholds for these data requests are 
adequate.  In future studies, we may want to keep in mind 
that the information industry is far less likely than the 
other significant industry groups in our study to provide 
additional country detail for both foreign-source income 
and foreign taxes paid.  Our criteria for missing Schedule 
F’s also appear adequate, as we sent followups for 92 
percent of the unsupported branch taxes.  Although we 
sent followups for a lower percentage of the total unsup-
ported apportioned deductions (71 percent), it is not clear 


Type of 
Income


Unal-
located 
Taxes 
from 


Followup 
Returns 


Allocated 
Taxes 
from 


Followup 
Returns 


Percent
Allocated 


Interest $10.7 $3.1 29% 
Rents 703.3 216.6 31% 
Branch 
Income 905.4 459.5 51% 
Services 219.7 206.7 94% 
Other 641.2 204.7 32% 
Total $2,675 $1,214.9 45% 


Industry
Group


Taxes
Not


Allocated


Allocated
Taxes


Percent 
Allocated


Manufacturing $943.8 $636.1 67%
Wholesale/
Retail Trade 86.1 61 71%
Transportation/ 
Warehousing 24.9 24 96%


Information 976.3 45.3 5%


Finance/Insurance 221.7 130.4 59%
Professional/ 
Scientific/
Technical services 6.7 3.5 52%
Management  
of companies  263.4 228.9 87%


Other industries 152.1 85.7 56%


Total $2,675 $1,214.9 45%
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whether lowering our thresholds for writing to taxpayers 
to see if we can acquire Schedule H support is justified, 
since the total unsupported apportioned deductions was 
just 7 percent of the total.  


Reflecting on our results, it appears that the followup 
process has a substantial impact on the overall quality 
of our data. By requesting missing Schedule H’s, we 
obtained support for about 3 percent of the total not 
definitely allocable deductions. Asking for additional 
country detail enabled us to allocate 11 percent of the 
total foreign gross income and nearly 7 percent of the 
total foreign taxes paid or accrued to the source country 
or region.  Although our figures for gross branch income 


and deductions are still underreported, without our re-
quests for missing Schedule F’s, we would be missing 
15 percent of the gross foreign branch income and 17 
percent of the foreign branch deductions now reported 
for this study year. The improvement in the quality of 
the data as a result of our followup letters more than 
justifies the effort involved in this process and will be 
continued in future studies.


	Endnote


[1] For the purposes of this paper we chose not to examine 
totals for foreign taxes paid on dividends or 863(b) 
income.
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      For Tax Year 1993, the Statistics of Income
Division (SOI) created a more elaborate database of
individual income tax data than ever before.  It
contained not only a sample of individual income tax
returns, but also matching information documents of
every description— documents filed by the taxpayers’
employers, banks, brokerage houses, pension funds,
etc.  In addition, through matches to other adminis-
trative files, we gender-coded and age-coded the file.
We matched the spousal and dependent SSN’s on the
file to other records on the Master File of tax
documents, and put together families of tax returns. To
address issues of changes in taxpayer behavior over
time, we included a sub-sample consisting of
individuals who were in our Tax Year 1987 sample.
By matching to business tax returns, we obtained
industry codes for the taxpayers’ employers, and by
coding the entry in the occupation box or boxes, we
generated occupation codes.


      In this paper, we describe how the occupation and
industry coding of this database was accomplished.
We also compare our results to statistics on employ-
ment available from the Bureau of Labor Statistics.
Previous papers have detailed the information returns
match and age and gender coding aspects of the
database (Sailer and Weber, 1998), as well as the
family linkages it makes possible (Sailer and Weber,
1996 and 1997).


Industry Coding the File


      In theory, at least, generating industry codes for a
sample of tax return-filing employees is quite easy and
inexpensive, given the files at the IRS’s disposal.  The
tax return has SSNs for the primary and secondary
taxpayers.  These allow the IRS to match the return to
the Form W-2 issued by the employer.  The W-2, in
turn, contains an Employer Identification Number or
EIN.  The EIN can be used to access the business tax
return of the employer, on which an industry code is to
be reported.  As long as all the returns have been filed,
an industry code is just two matches away.  Even if the
worker has not filed a return, all we need is a Form W-
2 that matches to an employer’s return record, and we
have an industry coded employee.


      Actually, the process turned out to be a little more
complicated than that.  For it was not only the
employees who could be non-filers; employers could
be non-filers as well.  This was pretty unlikely for
businesses with employees, but governmental bodies
are not required to file tax returns.  And while many
non-profit organizations do file information returns,
these were not on the Business Master File. However,
since the employer names were available from the W-
2’s, we could in many cases generate occupation codes
from those names.  For example, “Department of”
followed by one of the names of the U.S.
Government’s cabinet agencies definitely indicated a
government employee, as did “State of” followed by a
State name.  And then we had many documents with
the words “school” or “college” or “university” in the
employer name.  These turned out to be a bit of a
problem, since public schools and private schools get
completely different SIC codes.  At the two-digit level,
public schools are included with other governmental
institutions, whereas private schools have their own
SIC code.  We decided our tabulations would just show
a general education (governmental and non-
governmental) category.


      The problems enumerated in the previous
paragraph were the ones we had figured out before
starting the process of industry-coding the file.  Once
we ran a preliminary table of our data, we realized that
14 percent of all employees who should have been
coded (i.e., individuals with salaries and wages,
whether they were primary or secondary taxpayers, or
non-filers) were listed as “non-codable.”


      As mentioned previously, the source of the industry
codes on the SOI side is, for the most part, the Master
File of Business Income Tax Returns.  It relies on self-
coding by the individuals— generally accountants—
who fill out the tax returns.  A lot of them appear to be
somewhat lacking in imagination and simply don’t
bother to fill in one of the numbers provided by IRS on
the handy list of industry codes right in the filing
instructions. When we pulled up the names of the
uncoded employers, we saw a regular Who’s Who of
industrial giants— companies with words like “airline,”
“petroleum,” or “tobacco” right in their names.  The
obvious solution was to enter SIC codes for these
companies.  And to code those employer names that
did not clearly indicate the industry, we could look up
the names in “Moody’s On-Line Service,” to which the







SOI Division subscribes, and find an industry code
there.  These corrections brought our non-codable
employees down to 4 percent of the file.


A Look at the Industry Data


      Table 1 compares the industry distribution from the
SOI  (tax return) database to data from the Bureau of
Labor Statistics (BLS), covering wage-earners by
industrial division.  In contrast to the SOI data, which
were produced by generating industry codes for each of
the 112,167 taxpayers and non-filers in our sample, the
BLS data came from a survey of employers.  In the
Current Employment Statistics program, 400,000 non-
farm establishments were asked to report on the
number of employees on their payrolls.  Each
establishment was assigned an industry code.


      The two major differences between the IRS and the
BLS data at the industrial division level are in the
manufacturing division (where the IRS data appear
high) and in the wholesale division (where the IRS data
appear low).  These differences may be related to each
other.  There is a general rule in the IRS Instruction
Booklets that tells the company to choose the industry
code corresponding to the activity from which it
derives the largest percentage of its gross receipts.
This code then applies to the whole company, not just
(as is true for the BLS data) to a single establishment.
Many manufacturing companies are likely to have
establishments that engage in wholesaling its products,
but these establishments would not be coded separately
on the SOI side.  In addition, the instruction booklet for
Form 1120 (Corporations) specifies that if the company
purchases raw materials and sells finished products, it
is a manufacturer, even if it contracts out for the labor
to make the finished products.


      When the data are examined below the industrial
division level, such as for the industrial group, the “one
code must fit all operations” rule has an even stronger
effect.  In addition, some industrial group codes do not
appear in all the instruction booklets.  For example,
there is no specific code for engineering and
accounting firms on the corporation form, no specific
code for petroleum refining on the partnership form,
and no specific code for the production of tobacco
products on the sole proprietorship form.  So the
preparer will have no choice but to use the “other”
category for such taxpayers.  Some of these problems
were overcome through the judicious combination of
industrial group codes (the first two digits of the 4-digit
“Standard Industrial Classification” or SIC code).
However, a few groups (notably the miscellaneous
manufacturing industry) remain overstated in Table 1.


      A few more words about the comparability of SOI
and BLS data.  Several compromises had to be made
when Table 1 was produced.  For example, the BLS
figures are monthly (based on the pay period that
contained the 12th day of each month); the IRS figures,
by contrast, are on an annual basis.  Since our main
goal was to check whether the IRS figures were
reasonable, we selected the month with the highest
employment figure for the year.  On the IRS side, we
chose one W-2 for each taxpayer with salaries and
wages— the W-2 with the largest salary amount for the
year— and used that employer’s industry code.  So the
BLS figures represent the highest employment rate for
a given industry, whereas the IRS figures represent, in
general, the industries in which taxpayers worked the
most.  So you would expect the IRS figures to be a
little lower than the BLS figures— indeed, the overall
IRS figure falls short by 1.92 percent.  All in all, given
the limitations of the coding methods— one code must
fit the whole firm, and not all industrial group codes
were available to all taxpayers— we are satisfied that
the industry coding worked quite well.


Occupation Coding the File


      The tax return offers the U.S. population its only
annual opportunity to tell the Federal government what
kind of work it is doing.  Unfortunately, taxpayers are
given very little help in making this report.  For
industry coding, they may have only one page of codes
and one instruction.  But for the occupation, they have
zero pages of codes and zero instructions— just two
boxes that are about 2½ inches long and 1/4 inch tall,
labelled “Your occupation” and “Spouse’s
occupation,” respectively, and a gentle reminder:
“Don’t forget to enter your occupation”.  SOI gets to
decipher what the taxpayers’ entries mean.


      Now, luckily, we have been doing this for some
years, ever since the 1980 Standard Occupational
Classification system was devised.  For the most part,
these have been small studies for subsets of the U.S.
taxfiling population, although we did code the full
1979 Statistics of Income sample.  Extensive analyses
of this projects were presented at various meetings of
the American Statistical Association (see Sailer et al.,
1980, 1983, 1989, 1990, 1991).  Tax Year 1993 marks
the first full SOI sample coding effort since then. Of
course, we kept all our coding decisions in a
computerized dictionary, so any occupation titles coded
in previous studies were coded automatically by the
computer.  (In some cases, it took both the title and an
industry code).  To help us code new titles that were
similar to ones already coded, we hired a contractor to
develop a utility similar to a spell-checker— when an
uncoded title appeared, it looked for similar word that







had already been coded.  All in all, this utility was a
great help, although some operators may have been a
bit too eager to click the “OK” button.  For example,
when one taxpayer simply called himself a
“professional,” the utility helpfully found the code for
“Professional Athlete.”  One simple click of the “OK”
button, and all “professionals,” no matter what their
industry, became athletes.  We trust that our
subsequent quality review found most of these errors.


      From our previous experience, we already knew
that, given the level of precision of many taxpayer
entries, it would be futile to try to code the file at
anything below the two-digit SOC level.  Even the
two-digit major occupational groups were sometimes
too detailed.  For example, a frequent taxpayer
occupational entry is “nurse;” in order to code it at the
two-digit level, we would need to know whether the
person was a licensed practical nurse or a registered
nurse.  Another frequent entry was “operator,” which
can be coded in conjunction with an industry code.
However, to code the individual at the two-digit level,
you would need to know whether he was a set-up
operator or a production operator.  So we ended up
consolidating the 60 occupational groups shown in the
SOC manual into the 31 groups shown in Table 2.  For
comparison purposes, we used occupational data for
1993 derived from the Current Population Survey
(CPS), a monthly survey by the Census Bureau of
60,000 occupied households.  The CPS occupational
data are published by the Bureau of Labor Statistics in
the series Employment and Earnings.   As is true of the
SOI data, CPS estimates are subject to sampling
variability.  Since the BLS occupation data (in contrast
to the industry data cited earlier) included self-
employed individuals, self-employed taxpayers were
included on the SOI side as well. However, contrary to
what we did with the industry distribution, we could
not include non-filers in this tabulation, since we
needed a tax return to get an occupation title.  We did
follow the SOI convention of including late-filed prior-
year returns received during 1994, as a stand-in for
1993 returns yet to be filed.


      In presenting the SOI occupational data, we
decided to create one additional group not part of the
SOC coding manual.  Because of the vagueness of
some titles (most notably, “government worker”), and
because an extraordinary number of taxpayers with
government industry codes had no occupation entries,
we decided to create another category “Government
Workers Not Elsewhere Classified.”


      One more adjustment to the data was needed.  The
Statistics of Income Division has found that it is not
necessary to do an independent edit of Form 1040-EZ


for statistical purposes.  All the money amounts for
these simple returns are already on the IRS Master File
of Individual Income Tax Returns, so why not just
bring them into the SOI sample unchanged, unless a
consistency test shows that the income items are out-
of-balance?  The plan worked perfectly for all data
items except the occupation title.  In our database, it is
present for the electronically filed Forms 1040-EZ, but
not for the corresponding paper forms.


      Since the object of this analysis is to evaluate the
coverage of various occupations on tax returns, we did
not want to simply exclude the filers of paper Forms
1040-EZ.  A detailed examination of all Forms 1040-
EZ in our sample revealed that all income classes and
most industrial divisions represented by paper Form
1040-EZ filers were accounted for among the
electronically filed Forms 1040-EZ— although the low-
income returns were proportionately underrepresented.
Therefore, we weighted up the electronically filed
1040-EZ’s to represent all 1040-EZ’s.   The method we
devised controlled both for income size and for
industry.  By doing this, we made our non-codable
records go down from 28 million to 16 million.  And
while we were doing so, we increased considerably the
numbers of transportation, production, and construc-
tion workers shown in our tabulations.


A Look at the Occupation Data


      Table 2 presents the results of our occupation
coding effort.  It shows that we succeeded in assigning
actual 2-digit SOC codes to 84 percent of the file, with
the remainder falling in the “Government Workers Not
Elsewhere Classified” or “Non-codable” categories.
(Note to all bureaucrats: “Government Worker” is not
an occupation.)  Not unexpectedly, those occupational
groups associated with government work— public
officials, social scientists and urban planners,
protective service, archivists and curators— are
somewhat understated.  The only category that is
severely overstated is “engineers.”  At first we thought
that a problem we had encountered in the 1979 study—
the “building engineer” (who is really a janitor) and the
“railroad engineer” (who is really a locomotive
operator)— had reappeared.  But a careful examination
of the occupation titles, employer names, and employer
industry codes for everybody coded as an engineer
revealed no such obvious problems.  One interesting
phenomenon we observed was the presence of a fair
number or taxpayers who put “Engineer” as their first
entry, followed by “Professor” or “Instructor.”  In the
case of multiple entries, we always code to the first
entry, on the assumption that it represents the
taxpayer’s primary concept of his or her job.  We could
have tweaked the data a little more and brought down







the engineers and raised the college and university
teachers a bit— but unless we were going to come up
with an alternative coding principal that we could
replicate across the board, we did not think that would
be the right thing to do.


      The understatement of college and university
teachers is probably directly related to the
overstatement of engineers, architects, and surveyors.
There may be some  teachers hidden in the data for
other professions as well.  The understatement of the
service occupations, especially private household
workers, is probably a true reflection of  their under-
representation in the tax filing population.   The same
is probably true of agricultural workers.


      Our main objective in this study was to develop
procedures that would allow us to occupation-code
statistical files relatively quickly and cheaply, using
automation as much as possible.  It is the authors’
opinion that this objective has largely been met.      The
occupation–coded database should be helpful in a
number of ways.  Obviously, if anybody wants to do a
study of the taxation of the top managers in private
industry, of lawyers, of educational counselors, of
people in the health diagnosing and treating
professions, of technologists, or of mechanics, we can
assure them that we have a reasonably good sample of
these individuals.  If they want to study engineers, they
can do that as well, as long as they understand that the
sample will include some teaching engineers. Other
occupational groupings can still be used, as long as it is
clear to the user that they are incomplete.  When the
Treasury Department builds its Tax Model once every
four years or so, it does a statistical match to other
files, including the public use file from the CPS.
Having good occupation and industry data for over 80
percent of the file will give them two more variables to
use for their statistical match, and should improve the
quality of their model, even if we haven’t coded every
last taxpayer.


      At this point, it is traditional to say that, of course,
much more research is needed.  In this case, it is hard
to see how much good could come from more research.
There are obvious ways improving the occupation data,
such as providing more detailed reporting instructions,
or asking employers to provide occupation codes on
Forms W-2.  Because of the additional reporting
burden these solutions would impose on taxpayers,
they are unlikely to happen.  For the foreseeable future,
the methods of industry- and occupation-coding
described in this paper will be the best that can be done
with tax returns.
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One of the main functions of the Statistics of
Income Division of the Internal Revenue Service is to
provide files for the Office of Tax Analysis (or OTA)
at the Treasury Department, so that they can analyze
not only how the income tax system is working, but
also project how it might work under many different
proposals for tax law changes.  Longitudinal files can
help accomplish some of this analysis.  With
longitudinal files, one can study how the same group of
taxpayers reacted to certain tax law changes; and one
can see how the tax system affected this group over a
number of years, as their incomes rose or fell, they
married or divorced, had children, and retired.  Over
the years, SOI has  produced a number of panels.  each
successive panel incorporated many improvements,
and each, in its own way, somehow managed to be
more difficult to use than had been anticipated.


With this paper, the authors propose to summarize
some of the problems involved in putting together a
panel of tax returns.  For this purpose, we are using a
very simple panel which was created by  incorporating
two four-digit Social Security Number endings, taken
from the Continuous Work History Sample (CWHS),
in the design of our annual cross-sectional sample.
Any 1992 return with a primary Social Security
Number ending in either of these four-digit
combinations was included in the Individual Statistics
of Income file, without regard to income level.  Using a
weight of 5,000 (these two endings represent two of
10,000 possible endings), this file weighted up very
nicely to the 1992 population of individual income tax
returns filed.  By selecting returns with the same two
four-digit Primary SSN endings in subsequent years,
we created an embedded panel of tax returns that could
be used to do longitudinal analysis for any series of
years desired.  This kind of an unstratified sample is
much easier to use than a panel highly stratified by size
of income.  With this sample, we need not worry about
variability increasing at the upper income levels as
taxpayers migrate from lower to higher income levels,
and vice versa.  With this sample, our income estimates
for the very rich don’t deteriorate— they are just not
very good from the beginning.


Nonetheless, this sample has in common with all
other panels we have devised two major problems


inherent in the study of income tax returns: incomplete
panel units, and panel units that change composition.


In this paper, we will attempt to quantify the
magnitude of these problems, determine the reasons
they exist, and suggest some strategies for constructing
panels that are both more complete and more
comparable.  This research has been made even more
important by the fact that we are in the midst of
designing another large panel: a panel which is
scheduled to begin with Tax Year 1999.


Construction of the 1992 base year sample


According to published data (Internal Revenue
Service, 1994), there were 113,604,503 returns for Tax
Year 1992.  SOI’s 1992 CWHS sample contained
22,609 returns.  Using the theoretical weight of 5,000,
they weighted up to 113,045,000  returns, a very good
estimate.  Unfortunately, we immediately had to throw
out 513 of these returns before we could even start
forming a panel.  This is because they were either
prior-year returns, duplicate returns for the same SSN,
or, in many cases, both.  The standard SOI procedure
of using late-filed prior-year returns as stand-ins for
current-year returns to be received after the close of the
processing year works well for the cross-section, but
makes little sense for a panel.  So we were only able to
use the 22,096 returns for 1992 that were timely filed,
giving us a population estimate that fell short by about
3 percent.


However, it was not necessary to settle for this
shortfall.  Presumably, those late Tax Year 1992 filers
would file in some subsequent year.  Indeed, within the
SOI cross section files for Tax Years 1993 through
1998, we found enough returns to make up the
shortfall.  Our final count of Tax Year 1992 returns
(filed between calendar year 1993 and 1999) with the
two SSN endings was 22,739, giving us a weighted
estimate of 113,695,000.


Status of the Sample in 1993


Column 1 of table 1 shows where the individuals
from 1992 ended up in 1993.  The initial match of
SSNs in the CWHS sample for 1992 to those in the
1993 file yielded a match rate of only 90 percent.  We
were able to match an additional 2 percent of the SSNs
when we checked the  1993  master  file of  tax  returns







for the unmatched 1992 SSNs in the secondary SSN
slot.  Most of these individuals were women who got
married and switched from single primary filers to
married secondary filers.


An additional 2 percent of the 1992 individuals
did eventually file tax returns for 1993— but they did
not do so until much later.  Two thirds of these late
filers filed a year late, but IRS was still receiving Tax
Year 1993 returns as late as Processing Year 1999.


About 1 percent of the individuals for Tax Year
1992 had died before the year was over, and thus could
not be expected to file for 1993.  We identified these
individuals by matching to the “Numident” file IRS
receives from the Social Security Administration each
year.


Finally, about 4 of the remaining missing 5
percent were found in a match to the 1993 Information
Returns Master File (IRMF) , leaving only 1 percent of
the 1992  individuals unaccounted for in 1993.  While
we never got a 1993 record for this 1 percent, over 2/3
resurfaced again with documents for one of the next
five years.


Characteristics of Taxpayers Who Were Not Timely
Primary Filers in 1993


It would be simplest to confine any analysis of
changes from 1992 to 1993 to the 90 percent of all
taxpayers who remained primary filers and filed timely
returns for 1993.  However, such analysis would be
valid only if the characteristics of the taxpayers
dropped from the study were similar to those who
remained in the sample.  This is not the case.


Overall, in the population as a whole, 69 percent
of primary taxpayers were male; this is a reflection of
the fact that married couples filing jointly generally
look upon the husband as being the primary taxpayer.
Not surprisingly, the taxpayers who switched from
primary to secondary were overwhelmingly female—
only 13 percent were male.


The most noticeable fact about the late filers is
that they are even more predominantly male than the
population of primary filers as a whole: about 76
percent, as opposed to 69 percent for the whole
population.


Taxpayers who died after filing their 1992 returns
were, on average, older than the population as a whole:
their average age was about 74, as opposed to an
average age of 41 for all taxpayers.  On the other hand,
those who dropped out of the IRS system entirely
without dying were quite a bit younger than the
population as a whole— about 28 years old, on average.
Their ranks may include students who had held part-
time or summer jobs, but who returned to college full
time for the year.  And it may include young mothers
who went on Aid to Families with Dependent Children.


Looking at income: The individuals who went
from tax return filers to information document
recipients between 1992 and 1993 tended to have low
incomes, even in 1992.  Their mean adjusted gross
income— the bottom-line figure on page 1 of the
income tax return— was $8,569, as opposed to $33,159
for the population as a whole.


The average 1992 income of the taxpayers who
dropped completely out of all IRS systems for 1993
was even lower: $6,421.  So this is definitely a group
of poor, young people.


In summary, if SOI removed all these individuals
from the sample, it would change the demographic and
economic mix of the panel.  That is why SOI plans to
check the secondary taxpayer SSNs on the Master File
of all tax returns; to check the information documents
for non-filers; to keep the file open for a year or more
to bring in the late filers; and to check out the
Numident file to make sure that the missing are truly
deceased.


Status of the Sample in 1997


Column 2 of table 1 shows the status of the 1992
sample in 1997.  Obviously, more of our 1992 cohort
has died, gotten married, gotten divorced, moved into
the information documents only group, or simply
dropped out  Only 79 percent are left as primary filers,
as opposed to 90 percent for 1993.  And there are
further complications.


Column 1 of table 2 breaks the data in column 2
of table 1 into greater detail.   The  last  three lines—
deceased, unmatched, and matched to information
documents  only— remain  the same.   However,  the 86


Table 1: 1992-base panel, 1 & 5 years later
1993 1997


Base year sample 22,739 22,739
Ending year percentages: 100 100


Match to primary taxpayer 90 79
Match to secondary taxpayer 2 6
Match to late-filed return 2 1
Match to info. doc. only 4 7
Deceased 1 4
Unmatched remainder 1 3







percent of the 1992 population who filed for 1997 is
divided up differently.  Five percent of the panel units
are missing returns for some year from 1993 through
1996, making a complete historical analysis difficult.
Six percent of the 1992 population started off as joint
return filers, but ended up either as non-joint filers or
as married to somebody other than their 1992 spouse.
So the data of the former spouse are now no longer in
our sample. Twelve percent of the sample started off as
non-joint, but became joint filers.  So their income,
deduction, and tax information has now become
intertwined with that of a taxpayer not present in the
base year.  Only the remaining 63 percent of the file is
easy to analyze--the 31 percent who remained joint
return filers married to the same spouse for all six
years, and 32 who remained non-joint filers for all six
years.


Using the Panel File


How should a researcher use a panel file with so
many unstable units?  The answer may depend on the
type of research being conducted.  We will suggest five
possible solutions to this dilemma.  We are greatly
indebted to John Czajka and Larry Radbill for getting
us started in thinking about strategies for analyzing
multi-person units (see Czajka and Radbill, 1995).  As
a generalization, the simpler the solution, the smaller
the proportion of the file that can be used.


Solution 1— use unchanged filing units only
Solution 1 is the very simplest— you use just


those returns that represent the same taxpayers for all
six years.  Czajka and Radbill dismiss this solution as
ignoring the most interesting returns, but we think we
can make a case for using it in some limited situations.
Let us say we want to test the hypothesis that taxpayers
who have sole proprietorship farm income, as well as
income from other sources, tend to time their farm net


profits and/or losses in such a way as to even out their
taxable incomes over the years.  Since marriages or the
dissolution thereof may have a major effect on the
relationships between income types and amounts, it is
probably best to go with only the consistent family
units.  The 63 percent that file every year and do not
change filing units are usable, and receive a weight of
5,000.


Solution 2— follow the primary taxpayer only
Our second solution is the equivalent of Czajka


and Radbill’s solution 3: choose one taxpayer and
follow that person throughout the six-year period.  For
example, if you wanted to test how many base-year tax
return filers remained in, fell into, or got out of poverty
throughout the length of the study, you would just
recompute the poverty level each year based on family
size, but follow only those returns containing the
selected 1992 taxpayer.  Under this solution, 81 percent
of the base-year sample would usable— all panel
members for whom we have a return every year; and
the weight remains 5,000.  It should be noted that,
while secondary taxpayers are not followed under this
solution, their presence and their incomes still form an
important part of the analysis.


Solution 3— follow primary taxpayers using tax returns
and information documents


Solution 3 is a variation on solution 2.  It still
demands a tax return in the beginning and ending year,
but is content with information documents in the
intermediate years.   Of course, we would have to make
the assumption that the demographics on marital status
and family size remained the same over the years for
which no tax return data were available (which is
probably safe if they are the same at the beginning and
the end of the non-filing period).  In the case of joint
returns, information documents for both taxpayers
would be used.  More about the use of information
documents later; but we are making the assumption
that they can be used to compute the unit’s income
level where no return is present.  The panel weight
remains at 5,000 for solution 3, and 86 percent of the
file is usable.


Solution 4— follow all taxpayers individually
A fourth solution is to keep all the returns


reflecting changed marital status in the sample, and
express the results in terms of numbers of taxpayers.
As a matter of fact, for some types of analysis, the
individual taxpayer may be the only logical unit to
follow. Let us assume you want to follow the wages of
men and women separately, along with the marginal
tax rates to which they are subjected.  Obviously, you
do not want to drop any individuals from the sample
just because they get married or divorced— these may


All 1 2 3 4 5
Total used, by solution 100 63 81 86 96 81
Non-joint, all years 32 32 32 32 32 32
Same couple, all years 31 31 31 31 31 31
Non-joint to joint 12 12 12 12 12
Jnt to non-jnt/diff.spouse 6 6 6 6 6
Missing intervening years 5 5 5
Match to info. doc. only 7 7
Unmatched remainder 3 3
Deceased 4


Additional sample 18


Solution


Table 2: 1992 sample of 22,739 returns:
% of primary taxpayers by status, 1997







in fact be the most interesting individuals to study.
What you can do, thanks to the availability of
information documents, is get separate earnings data
for each taxpayer on a joint return from the appropriate
Forms W-2.  Each taxpayer in 1992 gets a weight of
5,000, and is followed through all subsequent years.
Tax returns are used strictly for the purpose of
obtaining marginal tax rates, which are the same for the
primary and the secondary taxpayer.  But the absence
of a tax return— assuming enough time has been left
for one to come in— does not interrupt the series.  No
tax return means a marginal rate of zero.  For that
matter, you could argue that you don’t need a W-2,
either.   No W-2 simply means no salaries and wages.
We’ll call this extreme solution 4; it includes every-
body who has not died, and weights up to the total
survivors of 1992 taxpayers.


Solution 5— obtain additional records to complete
panel units


There are many analyses for which it is essential
to have tax return data for every year in the series, and
for which the tax return is the only logical unit of
analysis.  For example, to what extent did taxpayers
use the various tax law breaks on capital gains in
successive years, and what effect did they have on
capital gains realizations?  Here is our fifth solution: a
way you could build complete panel units for a sample
of base-year tax returns, even if they include taxpayers
who got married or divorced.  You start from your
base-year sample chosen on primary SSN with a
weight of 5,000.  If this is a joint return, and the two
taxpayers split, you duplicate the returns for the
previous year or years, then attach one set to each of
the following years’ separate returns.  For this, you
have to cut the weight in half, to 2,500, so that you will
be weighting up to the correct number of returns.


More complicated to deal with is the situation
where tax units are formed in an out-year through the
joining of two single taxpayers into joint filing status,
and one (but not the other) is a panel member.  If we
are to constitute two complete series of tax returns, we
need to get the earlier years’ returns for the “visitor” to
the panel.  They would then get weights of 2,500, and
the weight for the pre-marriage years of the panel
member would also be reduced to 2,500.  After the
marriage, the joint return would be duplicated, and
each copy assigned a weight of 2,500.


In order to do this for future panels— we have not
done so for the one currently under discussion— we
will be accumulating master files of all individual
income tax returns for every year of our next panel.
While the Master Files do not contain all of the
information in our typical SOI samples, it will be a


start.    In solution 5, you get to use the 81 percent of
the base-year filers who filed a return in all subsequent
years, and get a bonus of  bringing in matching spousal
return for the 18 percent who changed marital status
during the duration of the panel.


Using Information Documents


In two of the above solutions (3 and 4), we
recommended the use of information documents (such
as Forms W-2, 1099-INT, 1099-DIV) to augment data
from the tax return (see Sailer and Weber, 1998).  In
one case, they were to stand in for tax returns when
none were filed.  In the other, they were to be used to
divide up income amounts between taxpayers on joint
returns.  It is, therefore, advisable to discuss what
information documents can and cannot do.  In table 3,
data are shown for joint returns in the 1993 SOI
sample.


The clearest one-for-one substitution, at least in
theory, comes from salaries and wages.  In actuality,
about 97 percent of 1040 salaries and wages on Form
1040 appear on Form W-2, allowing you to neatly
divide income amounts between husband and wife.
The remaining 3 percent of salaries and wages are
frequently documented on Forms 1099-MISC,
although this form also feeds into other parts of the
1040.  Unemployment compensation is also pretty
much an identical item on the 1040 and information
document side, although 5 percent of it appears not to
have made it to the 1040 side.


Investment income is a bit of a problem when it
comes to dividing income between husband and wife,
since much of it may, in fact, belong to both taxpayers,
and be filed using only the primary taxpayer’s SSN.
However, when used as a substitute for 1040 data,
dividends appear to be a rough equivalent, whereas
interest, even when the amounts reported on Form
1099-OID (original issue discounts) are included, falls
short of the 1040 total.  Social security income is
actually more complete on the information document
side, since taxpayers with no taxable benefits do not
have to show total benefits on the 1040.  Pensions on
the information document side include some rollovers,
which are frequently not reported on the 1040.  Rents
and royalties on the information document side
compare very nicely with rents and royalties plus farm
rental income on the tax return side, but this is largely a
coincidence.  Many rents are not covered by 1099
forms, while many rents reported on Form 1099 are
actually reported as business income on the 1040.
Royalties from Form 1099 are also frequently reported
as business income.  It is in large part serendipity that
the two figures both came out to $33 billion.







Generally, there are no information documents
that show the business income of non-filers, although
most business people do have to file for self-
employment tax purposes.  If a return is filed, there are
two ways to separate the business income of husbands
and wives.  Each Schedule C can be gender-coded,
based on the name shown on that schedule, as is done
in the SOI program.  Or Schedule SE, which must be
submitted separately for a husband and a wife on a
joint return, can be used to obtain total self-
employment income (including that from farms and
partnerships where the taxpayer is a working partner).


Future Plans


The next panel SOI prepares will include a larger
CWHS component (five 4-digit endings) plus a
stratified high-income cohort.  The stratified nature of
this panel will add a whole new set of technical
difficulties to the weighting and interpretation of the
data (see Czajka and Schirm, 1992).  We will collect
information document data for the same five 4-digit
endings throughout the period of the panel, whether the
individual files a tax return or not.  Data for base-year
panel members (primary and secondary) will be
collected from both tax returns and information
documents.  We are also planning to keep copies of
selected items from all IRS Master File systems, so that
data on visitors can be traced back to the base year.
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Table 3: 1040-Information Records Comparisons


Form 1040 Info. documents Info. documents Source of
Amount Amount as % of 1040 info. documents


Employee compensation 1,916,612,019 1,992,645,840 103.97%
  Salaries & wages 1,916,612,019 1,855,387,621 96.81% W-2
  Awards * 2,570,019 * 1099-MISC
  Non-wage compensation * 134,688,200 * 1099-MISC
Unemployment compensation 15,933,502 16,813,345 105.52% 1099-G
Interest 80,886,025 51,463,388 63.62% 1099-INT
OID interest ** 1,119,698 ** 1099-OID
Dividends 49,611,822 51,129,369 103.06% 1099-DIV
State income tax refunds 8,506,263 10,132,863 119.12% 1099-G
Social Security income 76,773,806 116,787,936 152.12% SSA-1099
Pensions 194,545,359 222,085,011 114.16% 1099-R
Rents and royalty gains 31,108,715 33,140,785 106.53% 1099-MISC
Rents & royalties + farm rental 33,347,744 33,140,785 99.38% 1099-MISC
Business income 137,193,782 137,215,048 100.02% Sch. C
Other self-employment income *** 32,236,312 *** Sch.SE - Sch.C
* Some taxpayers show these amounts as salaries and wages on Form 1040.
** Generally reported on the "Interest" line of Form 1040.
*** On Form 1040, most of these amounts appear as farm or partnership income.


(Estimates based on a sample of TY 1993 matched joint returns and information documents)
Money amounts in thousands of dollars
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The Tax Year 1999-2003 Individual Income Tax 
Return Panel:  A First Look at the Data


Michael E. Weber, Internal Revenue Service


T his paper represents the Statistics of Income (SOI) 
Division’s first release of data from its Tax Year 
1999 Panel of Individual Income Tax Returns.  


A previous ASA paper explained the history and devel-
opment of this panel so that only a brief review of the 
panel’s history and design will be provided in this paper 
[1].  SOI’s mission is to produce and publish data on the 
operation of the Federal tax system.  Policy analysis and 
the development of recommendations on the operation 
of the tax system are not part of SOI’s mission.  SOI 
microdata files, tabulations, and articles are accepted as 
the nonbiased starting point for policy discussions by 
individuals of all ideological backgrounds.  The fact that 
virtually all of SOI’s published tabulations are based on 
cross-sectional samples where the sampling frames and 
sampling techniques are established and well-known cer-
tainly helps SOI fulfill this mission.  The publication of 
tabulations based on panel samples, however, presents a 
more complicated situation as will be discussed later. The 
purpose of this paper is to work through some of those 
complications and to arrive at a series of panel tabula-
tions that can be viewed in the same unbiased light as the 
more standard SOI tabulations.  Already today, income 
tax return panels provide policy organizations such as 
the Treasury Department’s Office of Tax Analysis (OTA) 
and Congress’s Joint Committee on Taxation (JCT) with 
powerful policy analysis tools that are not available to 
researchers outside of those organizations.  But it is not 
OTA or JCT’s responsibility to provide voluminous 
amounts of tabular panel data to the public; it is SOI’s 
responsibility, and this paper is hopefully a first step in 
meeting that responsibility.    


Background


Each year, the Statistics of Income Division pro-
duces a sample of individual income tax returns.  The 
Tax Year 1999 sample included 176,966 returns sampled 
in 92 stratifications.  The sampling rates ranged from 100 
percent to .05 percent based on classifications of income 
and the type of forms and attachments included on each 
return [2].  The 1999 Edited Panel is an 83,434-return 





subsample of the 1999 cross-sectional sample.  The 
1999 Edited Panel contains only 21 stratifications with 
sampling ranging from 100 percent to .05 percent.  


The base year of this panel represents a sample of tax 
returns.  Subsequent years represent a sample of the re-
turns filed by individuals listed as taxpayers on the 1999 
base year return.  This is a significant difference because 
it means that the base year sample unit can break apart 
into two returns through divorce or double the number 
of individuals in the unit through marriage.  Even worse, 
a unit can divide into two returns through divorce and 
then, through a second marriage for each original tax-
payer, end up representing four individuals.  It is these 
changes that present problems in tabulating, presenting, 
and interpreting income tax return panel data.  


Potential Solutions


One solution to the changing marital status problem 
is to follow only the primary taxpayer listed on the tax 
return.  The main problem with this approach is that 
approximately 95 percent of primary taxpayers listed 
on jointly filed returns are male, and, thus, a significant 
gender bias would be introduced into any analysis.  


Another possible solution to the changing filing 
status problem would be to follow both the primary 
and secondary taxpayers separately.  The main prob-
lem with this approach is the complexity involved in 
trying to divide up income between the primary and 
secondary taxpayers on jointly filed returns.  Even if the 
income could be divided correctly, the act of doing so 
has implications.  For example, do married individuals 
make independent or joint economic decisions?  If their 
incomes are divided, how is the joint decisionmaking 
aspect retained in the data?


Finally, another possible solution is to simply exam-
ine only those panel units where the marital status has 
not changed.  The main problem with this approach is 
that it excludes all taxpayers who, during the course of 










- 20 -


Weber


the study, either get married, divorced, or had a spouse 
die.  If changes in a taxpayer’s marital status or the death 
of a spouse affect his or her economic well-being and 
decisionmaking process, then that information is lost 
under this approach.


Obviously, none of these solutions is really adequate, 
and perhaps the best solution is to utilize all three and 
compare the results.  Unfortunately, such an exercise 
is beyond the scope of this paper.  But given time and 
resource constraints, and the basic structure of the panel, 
the easiest and quickest solution to implement is the third 
solution:  examine only those panel units where the filing 
status has not changed.


An Analysis of Panel Units That Did  
 Not Change Marital Status from 1999  
 to 2003


The first step is to subset the file to only those panel 
units where there are returns present for all 5 years of 
the study.  This is not a required step in analyzing panel 
data. For example, one might want to examine only two 
points in time, 1999 and 2003, in which case the file 
would only need to be subset to returns where both of 
those years were present.  But for this paper, the 5-year 
average Adjusted Gross Income (AGI) is computed and 
used in subsequent tables, and, in order to keep the basis 





for all tables consistent, only panel units with returns 
present for all 5 years will be used.  (Another solution 
would be to impute missing returns, but that is beyond 
the scope of this paper.)  


As Figure 1 shows, in 1999, the panel contained an 
estimated 127 million returns or panel units.  But, as 
of 2003, only 106 million panel units had filed returns 
for all 5 years.  Where did the 21 million panel units 
go?  First, any single taxpayer who died during this 
time period obviously is part of the 21 million miss-
ing units, as are any 1999 filers who no longer met the 
filing threshold for any or all of the subsequent years.  
Another portion represents taxpayers who should have 
filed a return but did not. Often, these taxpayers file, but 
do so in a subsequent calendar year.  Roughly 3 percent 
of the returns filed each year are for a previous tax year.  
In other words, the returns are eventually filed with 
the IRS, and generally within 2 years of the due date.  
Because of the way returns are selected for this panel, 
these returns will eventually be sampled and included in 
the panel file.  But this presents SOI with an interesting 
publication issue.  Should the tabulation of panel data 
be held up for 2 years while we await the addition of 3 
percent of 1 year’s data?  For example, the file used for 
this paper is only complete for the period 1999 to 2001.  
This is a topic for further research.  


Figure 1—Derivation of 1999-2003 Edited Panel Sample Used in Subsequent Tabulations
At least one Column (1) and Column (2) and


return present only one return the same marital status
in all years present in each year in all years


TaxYear (1) (2) (3)
1999 127,029,487                  127,029,487                            127,029,487                        


1999 through 2000 120,887,311                  119,794,388                            114,807,823                        
1999 through 2001 115,810,399                  113,770,493                            104,860,374                        
1999 through 2002 111,048,409                  108,251,388                            96,043,680                          
1999 through 2003 105,938,164                  102,549,251                            87,617,774                          


Notes:  * 2002 and 2003 data are for returns received by IRS through Calendar Year 2004.
                 Additional returns for 2002 and 2003 were filed in Calendar Years 2005 and 2006.
             *  Married filing separately returns have been removed in columns 2 and 3 to simplify processing.
             *  Base-year prior-year returns (approximately 9,000 weighted returns) have been removed.
             *  Base-year single panel members who married another panel member in a subsequent
                 year (approximately 4,000 weighted returns) have been removed.


1999-2003 Edited Panel


PANID Present
PANID Present in all Years &


TaxYear Present all years Only one return Same Marital Status 
1999 127,029,487                  127,029,487                            127,029,487                        


1999 through 2000 120,887,311                  119,794,388                            114,807,823                        
1999 through 2001 115,810,399                  113,770,493                            104,860,374                        
1999 through 2002 111,048,409                  108,251,388                            96,043,680                          
1999 through 2003 105,938,164                  102,549,251                            87,617,774                          


And same individual(s) on returns in 1999 and 2003 87,495,652                          


PANID Present
in all Years &


TaxYear One Return per Year
1999 127,029,487                            


1999 thru 2000 119,794,388                            
1999 thru 2001 113,770,493                            
1999 thru 2002 108,251,388                            
1999 thru 2003 102,549,251                            


TaxYear Returns
1999 127,029,487                        


1999 thru 2000 114,807,823                        
1999 thru 2001 104,860,374                        
1999 thru 2002 96,043,680                          
1999 thru 2003 87,617,774                          
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The second step is to subset the file to those panel 
units where a return is filed in every year and only one 
return is filed each year.  As is shown in Figure 1, by 
2003, this step removes another 3.4 million returns from 
the panel.  These 3.4 million returns generally represent 
joint filers who divorced and where each taxpayer now 
files independently of his or her former spouse and 
couples who on at least one occasion during this 5-year 
period filed using a marital status of married filing 
separately.  Note that it is possible to add items from a 
married couple’s two married filing separately returns 
to generate a combined return, but this process was not 
undertaken for this paper. 


The final step is to subset the file to those panel units 
where a return is filed in every year and only one return 
is filed each year and where the marital status does not 
change.  As Figure 1 shows, 14.9 million panel units 
were removed in this step.  Only 87.6 million panel units 
remain.  They generally consist of taxpayers who married 
during the 1999-2003 period or married couples where 
one of the spouses died during this period.        


As Table 1 shows, in order to create the database 
that will be used for the subsequent tabulations in this 
paper, 31 percent of the panel units or base year returns, 
accounting for 19.4 percent of base year AGI, have been 
removed.  Further research must be conducted to under-
stand the impact of removing these panel units, including 
answering an important fundamental question:  is it even 
legitimate to produce tabulations where 31 percent of 
the units have been removed.  And if so, what data about 
the 31 percent should also be presented?  


1999-2003 Edited Panel Tables


Table 2 is probably the most basic and straightfor-
ward panel tabulation that it is possible to produce.  It 
is produced using the 87.6 million weighted panel units 
where each panel unit filed one and only one return for 
each year of the 5-year period under study and where 
each panel unit maintained the same marital status for 
the entire 5-year period.  The panel units are classified 
by the AGI shown on the 1999 return and by the AGI 
shown on the 2003 return.  The 2003 AGI amounts, as 
well as all other amounts shown in this paper, have been 





deflated to 1999 levels using the price deflator applied 
in other SOI Individual taxation data [3].  


It should be noted that returns filed by dependents 
are included in Table 2.  If an individual can be claimed 
as a dependent by another taxpayer, yet has income 
sufficient to require the filing of a return, the individual 
is required to file a tax return that is separate from the 
return on which he or she was claimed as a dependent.  
In the sample design of this panel, as in the standard 
SOI individual cross-sectional samples, no attempt was 
made to create a separate sample stratum for dependent 
returns.  Thus, if sampled, a dependent return represents a 
unique panel unit as does the return, if sampled, on which 
that individual was listed as a dependent.  Dependents, 
however, may exhibit significant income changes when 
they move from dependent status to independent tax filer.  
For example, a college student earning $4,000 a year at 
McDonald’s may graduate and earn $40,000 in his or her 
first professional job.  In Table 2, this situation cannot 
be separated from the case of an adult who is 35 years 
old and supporting a family who moves from an income 
of $4,000 in 1999 to $40,000 in 2003.  Consequently, 
Table 3 excludes returns filed by base year dependents. 
This eliminates another 7.2 million panel units.  But as 
can be seen from comparing both tables, the reduction 
in panel units is almost exclusively in the $1 under 
$10,000 AGI class.  


A possible concern with Table 3 is that it only pres-
ents two points in time.  A taxpayer may have earned 
$50,000 in 1999 and $50,000 in 2003 indicating no real 
change in income.  But what if the taxpayer earned only 
$10,000 in 2000, 2001, and 2002?  The 5-year average 
income is significantly different than the income at the 
beginning and the end points of the study period.  Con-
sequently, Table 4 is classified by the 1999 AGI and by 
the 5-year average AGI (in 1999 dollars).  As mentioned 
earlier in the paper, Table 4 is the reason why, in con-
structing the database of panel units to be used in this 
study, only panel units where a return was filed for the 
entire 5-year period were used.  As noted earlier, another 
alternative would be to ease this restriction and develop 
an imputation method for the missing data.  Such an ap-
proach was beyond the scope of this paper but should be 
explored in future research.  Imputations of this nature 
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may become essential as the panel ages and more panel 
units are found to be missing at least one return over 
the course of the study and thus reducing the number 
of panel units available for tabulations such as Table 4.  
Finally, another way to present the 5-year average AGI 
is in terms of the percentage change from the 1999 AGI.  
This has been done in Table 5.  


Endnotes


[1]   Weber, Michael (2005), “The 1999 Individual 
Income Tax Return Edited Panel,” 2005 Proceed-
ings of the American Statistical Association, Social 





Statistics Section, Government Statistics Section,  
American Statistical Association, Alexandria, VA.


[2]   For additional information on the sample design of 
the annual Complete Report sample, see Internal 
Revenue Service, Statistics of Income Individual 
Income Tax Returns, Publication 1304 (1999), 
“Section 2:  Description of Sample.”


[3]   AGI is shown in constant dollars, calculated using 
the U.S. Bureau of Labor Statistics consumer price 
index for urban consumers.  U.S. Department of 
Labor, Bureau of Labor Statistics, Monthly Labor 
Review.
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Table 1—1999-2003 Full Edited Panel and Limited Edited Panel Differences


Number of Amount of Number of Amount of 


Size of AGI Returns AGI Returns AGI


No adjusted gross income......................................... 1,016,365 -49,057,319 547,216 -35,182,329


$1 under $10,000....................................................... 26,210,180 132,336,387 13,381,189 70,987,103


$10,000 under $20,000.............................................. 23,966,960 357,434,358 14,953,415 224,834,852


$20,000 under $30,000.............................................. 18,359,111 453,687,690 12,513,685 309,450,548


$30,000 under $40,000.............................................. 13,368,846 464,230,987 9,700,429 337,085,999


$40,000 under $50,000.............................................. 9,812,207 438,993,580 7,584,758 339,966,538


$50,000 under $75,000.............................................. 16,897,458 1,031,747,639 13,882,868 849,235,065


$75,000 under $100,000............................................ 7,755,507 666,429,881 6,653,302 572,107,910


$100,000 under $200,000......................................... 7,188,685 944,083,593 6,271,959 825,602,106


$200,000 under $500,000......................................... 1,891,017 546,818,812 1,640,006 475,056,961


$500,000 under $1,000,000...................................... 355,710 241,057,746 309,944 210,134,851


$1,000,000 under $1,500,000................................... 88,847 107,343,480 76,779 92,732,047


$1,500,000 under $2,000,000................................... 38,160 65,801,348 33,102 57,095,640


$2,000,000 under $5,000,000................................... 57,547 172,372,870 49,710 148,937,801


$5,000,000 under $10,000,000................................. 14,176 97,281,129 12,123 83,216,258


$10,000,000 or more................................................. 8,711 215,765,177 7,289 181,949,562


Total........................................................................... 127,029,487            5,886,327,358         87,617,774           4,743,210,912         


Number of Amount of Number of Amount of 


Size of AGI Returns AGI Returns AGI


No adjusted gross income......................................... 469,149                   (13,874,990)             46.2% 28.3%


$1 under $10,000....................................................... 12,828,991              61,349,284              48.9% 46.4%


$10,000 under $20,000.............................................. 9,013,545                132,599,506            37.6% 37.1%


$20,000 under $30,000.............................................. 5,845,426                144,237,142            31.8% 31.8%


$30,000 under $40,000.............................................. 3,668,417                127,144,988            27.4% 27.4%


$40,000 under $50,000.............................................. 2,227,449                99,027,042              22.7% 22.6%


$50,000 under $75,000.............................................. 3,014,590                182,512,574            17.8% 17.7%


$75,000 under $100,000............................................ 1,102,205                94,321,971              14.2% 14.2%


$100,000 under $200,000......................................... 916,726                   118,481,487            12.8% 12.5%


$200,000 under $500,000......................................... 251,011                   71,761,851              13.3% 13.1%


$500,000 under $1,000,000...................................... 45,766                     30,922,895              12.9% 12.8%


$1,000,000 under $1,500,000................................... 12,068                     14,611,433              13.6% 13.6%


$1,500,000 under $2,000,000................................... 5,058                       8,705,708                13.3% 13.2%


$2,000,000 under $5,000,000................................... 7,837                       23,435,069              13.6% 13.6%


$5,000,000 under $10,000,000................................. 2,053                       14,064,871              14.5% 14.5%


$10,000,000 or more................................................. 1,422                       33,815,615              16.3% 15.7%


Total........................................................................... 39,411,713              1,143,116,446         31.0% 19.4%


Percentage Difference


Full 1999-2003 Edited Panel Limited 1999-2003 Edited Panel


Difference
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Table 2—Tax Year 1999 filers present in 2000, 2001, 2002, and 2003 with no change in marital status 
by 1999 AGI class and 2003 AGI class in 1999 dollars


$1 $10,000 $20,000 $30,000 $40,000 $50,000 $75,000


No under under under under under under under


1999 AGI Class Total AGI $10,000 $20,000 $30,000 $40,000 $50,000 $75,000 $100,000


No adjusted gross income................... 547,216        214,867        102,604        61,466          40,622          35,825          22,864          30,292          10,536          


$1 under $10,000................................. 13,381,189   323,254        6,080,426     4,256,066     1,739,812     560,508        191,054        177,047        30,662          


$10,000 under $20,000........................ 14,951,380   162,757        2,767,133     6,933,350     3,317,825     1,053,740     401,280        230,442        45,944          


$20,000 under $30,000........................ 12,513,684   92,699          963,453        2,558,577     4,851,252     2,620,841     769,204        495,761        97,250          


$30,000 under $40,000........................ 9,700,429     53,742          428,201        965,912        1,927,920     3,214,677     1,843,690     1,043,636     150,678        


$40,000 under $50,000........................ 7,584,758     43,461          220,012        457,085        705,715        1,416,150     2,228,147     2,162,117     262,504        


$50,000 under $75,000........................ 13,882,868   52,788          224,307        444,776        678,126        1,067,007     1,861,221     6,739,803     2,222,558     


$75,000 under $100,000...................... 6,653,302     31,444          82,435          123,614        184,404        205,300        346,463        1,700,573     2,591,549     


$100,000 under $200,000.................... 6,271,958     38,883          66,738          76,925          109,986        132,428        182,893        692,323        1,146,460     


$200,000 under $500,000.................... 1,640,006     31,180          12,752          20,562          25,463          20,003          20,508          91,604          104,496        


$500,000 under $1,000,000................. 309,944        8,161            2,629            3,949            1,908            2,698            3,565            12,991          9,220            


$1,000,000 under $1,500,000.............. 76,779          2,259            750               733               450               1,412            959               2,428            1,855            


$1,500,000 under $2,000,000.............. 33,102          1,405            225               676               468               450               225               1,195            953               


$2,000,000 under $5,000,000.............. 49,710          2,340            468               540               631               475               833               1,256            1,465            


$5,000,000 under $10,000,000............ 12,123          872               70                 143               127               207               84                 375               312               


$10,000,000 or more........................... 7,289            635               17                 53                 37                 47                 54                 127               131               


Total.................................................... 87,615,738   1,060,748     10,952,219   15,904,426   13,584,747   10,331,771   7,873,045     13,381,971   6,676,572     


2003 AGI Class 


Number of Returns


$100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000


under under under under under under under or


1999 AGI Class $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000 more


No adjusted gross income............................................ 15,653          7,457            3,382            253               875               342               153               27                 


$1 under $10,000.......................................................... 14,322          7,982            56                 -                -                -                -                -                


$10,000 under $20,000................................................. 33,182          4,994            728               -                -                5                   -                -                


$20,000 under $30,000................................................. 47,811          14,661          2,170            5                   -                -                -                -                


$30,000 under $40,000................................................. 63,304          8,651            17                 -                -                -                -                -                


$40,000 under $50,000................................................. 78,236          9,153            -                2,177            -                -                -                -                


$50,000 under $75,000................................................. 549,973        35,273          6,861            170               -                5                   -                -                


$75,000 under $100,000............................................... 1,311,996     68,024          5,471            2,030            -                -                -                -                


$100,000 under $200,000............................................. 3,354,523     438,767        23,075          6,785            2,173            -                -                -                


$200,000 under $500,000............................................. 501,362        678,530        109,881        11,920          5,039            6,644            49                 12                 


$500,000 under $1,000,000.......................................... 43,631          97,450          89,525          19,717          6,552            5,668            1,247            1,031            


$1,000,000 under $1,500,000....................................... 8,873            17,849          19,466          9,878            4,195            5,007            588               78                 


$1,500,000 under $2,000,000....................................... 4,008            5,833            4,990            4,937            3,084            3,532            748               372               


$2,000,000 under $5,000,000....................................... 4,605            7,173            7,306            4,783            4,720            10,053          2,175            887               


$5,000,000 under $10,000,000..................................... 904               1,691            1,081            850               638               2,280            1,802            686               


$10,000,000 or more.................................................... 436               849               622               380               299               988               960               1,653            


Total............................................................................. 6,032,817     1,404,338     274,631        63,886          27,575          34,525          7,721            4,746            


2003 AGI Class 


Number of Returns
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Table 3—Nondependent Tax Year 1999 filers present in 2000, 2001, 2002, and 2003 with no change 
in marital status by 1999 AGI class and 2003 AGI class in 1999 dollars


$1 $10,000 $20,000 $30,000 $40,000 $50,000 $75,000


No under under under under under under under


1999 AGI Class Total AGI $10,000 $20,000 $30,000 $40,000 $50,000 $75,000 $100,000


No adjusted gross income................. 496,602         195,761         87,897           57,329           36,345           34,034           18,587           28,153           10,536           


$1 under $10,000............................... 7,291,321      151,389         3,227,229      2,438,563      932,795         264,682         114,827         122,804         22,649           


$10,000 under $20,000...................... 14,138,652    144,810         2,564,971      6,730,330      3,128,836      937,373         345,113         214,340         39,967           


$20,000 under $30,000...................... 12,401,452    82,708           937,417         2,544,513      4,829,287      2,606,777      761,172         485,712         95,232           


$30,000 under $40,000...................... 9,658,255      47,747           408,131         959,854         1,925,940      3,208,625      1,843,690      1,041,619      150,678         


$40,000 under $50,000...................... 7,572,662      41,454           220,012         455,078         703,708         1,416,150      2,226,113      2,160,083      262,504         


$50,000 under $75,000...................... 13,866,782    50,781           220,367         444,776         676,097         1,067,007      1,861,221      6,733,728      2,220,524      


$75,000 under $100,000.................... 6,647,392      29,474           82,435           123,614         182,434         203,330         346,463         1,700,573      2,591,549      


$100,000 under $200,000.................. 6,263,968      36,913           66,738           74,955           109,986         132,428         182,893         690,242         1,146,460      


$200,000 under $500,000.................. 1,638,337      31,180           12,752           20,562           24,907           20,003           20,508           91,048           104,496         


$500,000 under $1,000,000............... 308,924         8,161             2,459             3,779             1,908             2,698             3,565             12,652           9,051             


$1,000,000 under $1,500,000............ 76,553           2,259             750                733                450                1,412             959                2,371             1,855             


$1,500,000 under $2,000,000............ 32,989           1,405             225                676                468                450                225                1,139             953                


$2,000,000 under $5,000,000............ 49,572           2,340             468                540                614                475                833                1,256             1,465             


$5,000,000 under $10,000,000.......... 12,113           872                70                  143                127                207                84                  375                312                


$10,000,000 or more......................... 7,286             635                17                  53                  37                  47                  54                  127                131                


Total.................................................. 80,462,859    827,890         7,831,937      13,855,497    12,553,939    9,895,700      7,726,307      13,286,222    6,658,361      


2003 AGI Class 


Number of Returns


$100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000


under under under under under under under or


1999 AGI Class $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000 more


No adjusted gross income........................................... 15,653           7,274             3,382             253                875                342                153                27                  


$1 under $10,000........................................................ 10,325           6,002             56                  -                -                -                -                -                


$10,000 under $20,000............................................... 29,184           2,996             728                -                -                5                   -                -                


$20,000 under $30,000............................................... 43,795           14,661           172                5                   -                -                -                -                


$30,000 under $40,000............................................... 63,304           8,651             17                  -                . -                -                -                


$40,000 under $50,000............................................... 76,229           9,153             -                2,177             -                -                -                -                


$50,000 under $75,000............................................... 549,973         35,273           6,861             170                -                5                   -                -                


$75,000 under $100,000............................................. 1,311,996      68,024           5,471             2,030             -                -                -                -                


$100,000 under $200,000........................................... 3,352,553      438,767         23,075           6,785             2,173             -                -                -                


$200,000 under $500,000........................................... 501,362         677,973         109,881         11,920           5,039             6,644             49                  12                  


$500,000 under $1,000,000........................................ 43,461           97,450           89,525           19,717           6,552             5,668             1,247             1,031             


$1,000,000 under $1,500,000..................................... 8,873             17,849           19,466           9,878             4,195             4,837             588                78                  


$1,500,000 under $2,000,000..................................... 4,008             5,777             4,990             4,937             3,084             3,532             748                372                


$2,000,000 under $5,000,000..................................... 4,587             7,173             7,306             4,783             4,720             9,984             2,140             887                


$5,000,000 under $10,000,000................................... 899                1,691             1,081             850                638                2,280             1,797             686                


$10,000,000 or more................................................... 436                849                622                380                299                986                959                1,653             


Total............................................................................ 6,016,638      1,399,564      272,633         63,886           27,575           34,284           7,680             4,747             


2003 AGI Class 


Number of Returns
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Table 4—Nondependent Tax Year 1999 filers present in 2000, 2001, 2002, and 2003 with no change
in marital status by 1999 AGI class and average 1999-2003 AGI class in 1999 dollars


$1 $10,000 $20,000 $30,000 $40,000 $50,000 $75,000


No under under under under under under under


1999 AGI Class Total AGI $10,000 $20,000 $30,000 $40,000 $50,000 $75,000 $100,000


No adjusted gross income............... 496,602         244,713         103,300         53,236           38,361           16,612           14,740           11,493           3,829             


$1 under $10,000............................. 7,291,321      77,293           3,733,190      2,783,108      502,121         122,257         40,331           22,531           4,288             


$10,000 under $20,000.................... 14,138,652    32,600           1,103,155      9,341,917      2,968,718      472,937         125,178         65,591           18,796           


$20,000 under $30,000.................... 12,401,452    6,453             92,175           2,054,290      7,156,297      2,465,181      425,060         158,102         26,034           


$30,000 under $40,000.................... 9,658,256      6,394             16,461           318,777         1,905,998      4,903,657      1,930,748      516,779         46,365           


$40,000 under $50,000.................... 7,572,662      4,796             6,173             77,148           448,226         1,434,585      3,551,698      1,926,940      98,253           


$50,000 under $75,000.................... 13,866,782    11,631           2,140             37,306           219,033         597,781         1,822,815      9,240,646      1,716,485      


$75,000 under $100,000.................. 6,647,392      177                556                8,136             25,391           96,145           147,910         1,577,060      3,755,049      


$100,000 under $200,000................ 6,263,968      2,802             2,081             556                2,140             31,397           48,824           342,598         1,077,802      


$200,000 under $500,000................ 1,638,337      4,541             766                619                1,113             2,098             3,194             15,341           35,019           


$500,000 under $1,000,000............. 308,924         821                -                 -                 56                  170                -                 783                56                  


$1,000,000 under $1,500,000.......... 76,553           12                  56                  -                 -                 -                 -                 -                 -                 


$1,500,000 under $2,000,000.......... 32,989           100                -                 5                    -                 -                 -                 -                 -                 


$2,000,000 under $5,000,000.......... 49,572           215                56                  5                    -                 -                 -                 17                  -                 


$5,000,000 under $10,000,000........ 12,113           61                  -                 -                 -                 -                 -                 -                 10                  


$10,000,000 or more....................... 7,286             12                  -                 -                 -                 -                 -                 -                 -                 


Total................................................ 80,462,860    392,619         5,060,111      14,675,103    13,267,454    10,142,820    8,110,499      13,877,882    6,781,986      


1999-2003 Average AGI Class 


Number of Returns


$500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000 $100,000 $200,000


under under under under under or under under


1999 AGI Class $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000 more $200,000 $500,000


No adjusted gross income......................................... 260                262                39                  107                116                12                  4,628             4,894             


$1 under $10,000...................................................... -                 -                 -                 -                 -                 -                 6,200             -                 


$10,000 under $20,000............................................. 170                -                 -                 5                    -                 -                 7,486             2,098             


$20,000 under $30,000............................................. 5                    -                 -                 -                 -                 -                 17,683           170                


$30,000 under $40,000............................................. 17                  -                 -                 -                 -                 -                 12,503           556                


$40,000 under $50,000............................................. -                 556                170                -                 -                 -                 20,056           4,062             


$50,000 under $75,000............................................. -                 -                 5                    -                 -                 -                 201,309         17,629           


$75,000 under $100,000........................................... 2,072             -                 -                 -                 -                 -                 1,013,742      21,156           


$100,000 under $200,000......................................... 11,365           81                  2,030             -                 -                 -                 4,405,489      336,803         


$200,000 under $500,000......................................... 77,690           6,204             1,533             3,476             24                  -                 455,894         1,030,824      


$500,000 under $1,000,000...................................... 139,607         22,584           4,134             4,335             1,216             25                  11,977           123,159         


$1,000,000 under $1,500,000................................... 30,609           20,003           6,481             4,389             308                . 356                14,340           


$1,500,000 under $2,000,000................................... 9,257             8,023             5,487             5,117             505                242                79                  4,174             


$2,000,000 under $5,000,000................................... 10,437           9,177             7,508             18,720           2,337             544                17                  537                


$5,000,000 under $10,000,000................................. 46                  1,109             1,835             4,949             3,306             765                -                 31                  


$10,000,000 or more................................................. -                 11                  15                  2,116             2,054             3,069             -                 5                    


Total.......................................................................... 281,535         68,010           29,238           43,214           9,867             4,658             6,157,419      1,560,438      


1999-2003 Average AGI Class 


Number of Returns
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The Tax Year 1999-2003 IndIvIdual Income Tax reTurn Panel


Table 5—Tax Year 1999 nondependent filers present in 2000, 2001, 2002, and 2003 with no change 
in marital status by 1999 AGI class and average 1999-2003 AGI class in 1999 dollars


1999 AGI Class -100% 75%-100% 50%-75% 25%-50% 0 .1-25 % Total


$1 under $10,000...........................................                      77,293                     14,570                    88,039                  318,916                1,034,061                   7,291,321 


$10,000 under $20,000..................................                      32,600                     12,008                  171,947               1,116,009                4,184,732                 14,138,652 


$20,000 under $30,000..................................                        6,453                     13,994                  172,635               1,051,765                3,960,772                 12,401,452 


$30,000 under $40,000..................................                        6,394                       8,433                  163,984                  827,310                3,446,821                   9,658,256 


$40,000 under $50,000..................................                        4,796                     10,187                  117,338                  659,362                2,753,416                   7,572,662 


$50,000 under $75,000..................................                      11,631                       6,914                  263,230               1,052,621                5,507,597                 13,866,782 


$75,000 under $100,000................................                           177                       8,692                  152,127                  571,149                2,782,426                   6,647,392 


$100,000 under $200,000..............................                        2,802                     10,159                  231,935                  822,798                2,457,690                   6,263,969 


$200,000 under $500,000..............................                        4,541                     13,940                  125,620                  363,488                   554,625                   1,638,337 


$500,000 under $1,000,000...........................                           821                       5,717                    47,946                    72,676                     87,984                      308,924 


$1,000,000 under $1,500,000........................                             12                       2,841                    18,023                    18,383                     16,747                        76,553 


$1,500,000 under $2,000,000........................                           100                       2,312                      8,540                      7,411                       6,094                        32,989 


$2,000,000 under $5,000,000........................                           215                       4,484                    14,488                    10,533                       9,042                        49,572 


$5,000,000 under $10,000,000......................                             61                       2,058                      3,835                      2,263                       1,572                        12,113 


$10,000,000 or more......................................                             12                       1,832                      2,199                      1,234                         853                          7,286 


Total............................................................... 147,906                  118,139                  1,581,886              6,895,918             26,804,431            79,966,259               


1999-2003 Average Indexed AGI Percentage Change from 1999 AGI


Positive


1999 AGI Class 0 .1-25 % 25%-50% 50%-75% 75%-100% 100%


$1 under $10,000..............................................................................                 1,178,392                  952,202                  637,414                   542,640                   2,447,793


$10,000 under $20,000.....................................................................                 4,650,586               1,884,650                  929,415                   486,283                      670,422


$20,000 under $30,000.....................................................................                 4,973,418               1,385,268                  438,329                   175,801                      223,016


$30,000 under $40,000.....................................................................                 3,894,720                  880,707                  255,018                     81,405                        93,464


$40,000 under $50,000.....................................................................                 3,289,105                  523,171                  116,643                     57,437                        41,206


$50,000 under $75,000.....................................................................                 5,958,052                  781,723                  152,324                     62,679                        70,011


$75,000 under $100,000...................................................................                 2,684,583                  303,025                    74,243                     24,924                        46,047


$100,000 under $200,000.................................................................                 2,169,316                  343,000                    88,947                     50,879                        86,443


$200,000 under $500,000.................................................................                    361,686                  110,951                    52,451                     18,622                        32,412 


$500,000 under $1,000,000..............................................................                     49,727                    17,816                      7,575                       6,455                        12,208 


$1,000,000 under $1,500,000...........................................................                       9,823                      3,943                      2,999                       1,008                          2,775 


$1,500,000 under $2,000,000...........................................................                       3,828                      1,848                         829                         509                          1,519 


$2,000,000 under $5,000,000...........................................................                       4,661                      2,541                      1,235                         615                          1,758 


$5,000,000 under $10,000,000.........................................................                       1,150                         558                         199                         116                             300 


$10,000,000 or more.........................................................................                          564                         256                         113                           57                             166 


Total 29,229,611             7,191,660              2,757,735             1,509,432              3,729,540                 


Note:  This table exclude filers with "No adjusted gross income" for Tax Year 1999.


1999-2003 Average Indexed AGI Percentage Change from 1999 AGI


Negative
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The 1999 Individual Income Tax Return  
Edited Panel


Michael E. Weber and Victoria L. Bryant, Internal Revenue Service


The primary product of the Statistics of Income 
Division’s Individual Statistics Branch is an an-
nual cross-sectional sample of individual income 


tax returns.  Some form of this annual cross section, also 
known as the Individual Complete Report File, has been 
produced every year since 1916. These annual cross 
sections provide the basis for most Federal tax policy 
analysis and research as they are consistently and reli-
ably produced with well-known statistical properties.  
Longitudinal or panel samples of individual income 
tax returns, however, have a much shorter history.  This 
has been largely due to their statistical and operational 
complexity relative to cross-sectional samples, and the 
added cost of producing panels given limited budgets.  
SOI produced a few small panels in the mid-to-late 
seventies and the early eighties, but all of these panels 
were focused on capital gains and losses.  They were not 
meant to provide longitudinal information on other types 
of income, deductions, or credits.  Beginning with Tax 
Year 1979, SOI incorporated a few Continuous Work 
History Sample (CWHS) Social Security Number (SSN) 
endings as part of the annual Individual Income Tax 
Return Cross Sectional Sample.  These CWHS cross-
sectional samples can be used to form a panel as the 
name implies and have been used for tax policy analysis 
by researchers both inside and outside the Government.1  
But, while the SOI CWHS has many wonderful longitu-
dinal aspects, it lacks the ability to provide statistically 
reliable data for high-income taxpayers.  For example, in 
1999, taxpayers reporting over $1,000,000 in Adjusted 
Gross Income (AGI) accounted for 11 percent of all 
reported AGI and 20 percent of all income taxes.  In the 
annual cross-section file, which utilizes a highly strati-
fied sample design based on income, there were 53,587 
returns with $1,000,000 or more in AGI but only 123 
CWHS returns, a statistically inadequate sample for tax 
policy analysis.2  


The first panel that attempted to use a stratified 
sample design that adequately sampled high-income 
returns and also represented the underlying annual cross-
section or Complete Report File was the 1987-based 


Family Panel.  This panel followed all of the primary 
and secondary taxpayers shown on nondependent tax 
returns found in the 1987 Complete Report.  The panel 
continued until 1996. 


Why the 1987 Family Panel was 
 Terminated


Financial considerations were paramount in the deci-
sion to end the panel in 1996.  As noted above, the 1987 
Family Panel was drawn from the nondependent returns 
found in the 1987 Complete Report File.  So, initially, 
the Complete Report and the Family Panel samples over-
lapped.  However, since there is great volatility in the 
reported incomes of taxpayers in the upper income strata, 
many taxpayers sampled for SOI’s Complete Report File 
at rates of 100 percent in a given year fall into strata 
with sampling rates of 25 percent or even 10 percent 
in subsequent years.   These original 100-percent strata 
returns, once selected for the panel, must be processed 
in subsequent years even though they are not needed 
for the annual cross-sectional sampling.  In addition, in 
1991 the Treasury Department’s Office of Tax Analysis 
(OTA) and SOI jointly redesigned the annual cross-sec-
tional sample and thereby shifted the entire underlying 
sample structure, further reducing the overlap of the two 
samples.  As can be seen from Table 1, in 1988, some 56 
percent of the returns sampled for the Complete Report 
were also used in the 1987 Family Panel.  By 1993, that 
percentage had dropped to 33 percent.  If dependent 
returns, which are usually simple returns, are removed, 
the comparable figures are 71 percent and 39 percent, 
respectively  (Table 2).  If only returns selected for the 
panel with a 100-percent probability of selection are 
examined, the comparable figures are 62 percent and 28 
percent, respectively (Table 3).  This diminishing overlap 
in the high-income returns is, therefore, very problematic 
from a cost perspective.  In terms of manual process-
ing time, returns in the various 100-percent strata take 
over 26 minutes on average to process, almost 5 times 
the amount of time it takes to process returns with AGI 
under $100,000.  During preparations for processing Tax 
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Year 1997 returns, it became apparent that, due to the 
diminishing overlap, SOI would not have enough funds 
available to complete the processing of both the 1987 
Family Panel and the 1997 Complete Report File.  


A second reason for ending the 1987 Family Panel 
was its age.  The longer any panel continues, the less 
its usefulness for the analysis of current issues.  For 
example, assume the 1987 Panel had continued through 
2005 and an analysis was performed on the Bush 2001 


Table 1.--Overlap between the 1987 Family Panel and the 
   1987-1993 Complete Reports (CR)


Panel Overlap
SOIYR 87 Panel CR Both with CR
1987 86,975          125,788        86,907         99.9%
1988 116,342        110,495        65,385         56.2%
1989 120,803        110,566        59,077         48.9%
1990 124,087        104,277        55,791         45.0%
1991 123,295        125,756        49,494         40.1%
1992 125,228        103,190        45,479         36.3%
1993 132,583        104,357        44,283        33.4%


Table 2.--Overlap between the 1987 Family Panel (nondependent 
returns) and the 1987-1993 Complete Reports (nondependent returns) 


Panel Overlap
SOIYR 87 Panel CR Both with CR
1987 86,950          120,520        86,883         99.9%
1988 92,363          106,876        65,109         70.5%
1989 97,207          106,836        58,882         60.6%
1990 101,839        101,512        55,650         54.6%
1991 104,154        123,094        49,385         47.4%
1992 107,917        100,589        45,388         42.1%
1993 112,951        101,779        44,221        39.2%


Table 3.--1987 Panel Returns sampled at 100 
percent rate and overlap with SOI cross-section*


1987 100% panel rate = 12,411


SOIYR Both
1987 12,411 100%      
1988 7,642 62%      
1989 6,301 51%      
1990 5,480 44%      
1991 4,096 33%      
1992 3,571 29%      
1993 3,422 28%      


Panel overlap 
with CR


   * Obtained by matching the 1987 panel 100 percent sample returns in each year with the 100 percent returns 
in the CR for each year.  This is an overestimate as the number of 100 percent records in the panel grows each 
year due to divorce and dependents filing their own return.         
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Tax Cuts.  The results would not have provided an analy-
sis of how American taxpayers of year 2000 responded 
to the tax cuts over the next 5 years.  It would have 
provided an analysis of how individual taxpayers who 
filed a return in the panel base year of 1987 responded 
to the 2001 tax cuts.  Those populations of taxpayers 
almost certainly were very different.  This is not to say 
that long-lived panels are useless; indeed, long-lived 
panels are highly valued by researchers, but, as they 
age, the nature of the analysis that can be performed 
upon them changes.  Given limited resources, there is 
a tradeoff between the longevity of a panel and the age 
of its underlying base year data.  As any panel ages, it 
loses its ability to speak to the issues of the current day.  
Most researchers and analysts find that the most press-
ing issues, usually defined by their job requirements, are 
those of the current day. 


Thus, given the resource concerns and the age of 
the panel, a decision was made jointly between SOI and 
OTA to end the 1987 panel after processing of the 1996 
data was complete. 


The 1999 Edited Panel--The Beginning 


The planning process for the next panel began in the 
fall of 1997.   Consultants from Westat were contracted 
to moderate the process and to provide statistical guid-
ance and sample design recommendations.  Over the 
next year, Westat met extensively with members of SOI 
and also moderated several meetings between members 
of SOI and individuals from OTA.3  The wide-ranging 
discussions covered such topics as greater utilization of 
the CWHS concept to completely integrating the cross-
section and panel studies into one sample.4  In January 
1999, Westat produced a report entitled “Issues in the 
Design of a New Panel of Individual Tax Returns” which 
provided the basic contours of the sample design for the 
Tax Year 1999 Edited Panel that was put into operation 
in May 2001.5  


Basics of the Individual Cross-  
 Section Sample


Before discussing the specifics of the Edited Panel 
sample design, the basics of the Complete Report sample 
design should be discussed.  Table 4 shows the final 








weighting stratifications for the 1999 Complete Report.  
The stratifications are based on a tabulated income 
amount, which is indexed to the GDP each year, and the 
inclusion of various IRS forms and schedules.  For cer-
tain income strata, a few additional substrata are created 
based on a “Degree of Interest” variable.  This variable is 
derived from various components on the tax return such 
as filing status and the number of dependents.6  Prior to 
the planning and implantation of the 1999 Edited Panel, 
the prescribed sampling rates ranged from a low of 1 
to a high of approximately 1-in-5,000.  When ranking 
the cost of processing returns for the SOI program by 
stratification, the lower income stratifications (which 
are dominated by CWHS returns) are the cheapest to 
process, and the 100-percent stratifications are the most 
expensive. 7


The 1999 Edited Panel Sample Design


One of the key Westat panel design recommenda-
tions, and one that was readily accepted and imple-
mented, was that the 1999 Edited Panel should make 
greater use of the CWHS concept and thus contain a 
larger sample of CWHS returns.  This would produce 
many analytical benefits but would also help SOI to 
maintain a more constant cost structure over time since 
CWHS returns could be readily used in the annual 
cross-sectional file as well as in the 1999 Edited Panel.  
Consequently, the SOI Complete Report sample design 
was changed to include five CWHS endings.8  Table 5 
shows the various Complete Report strata for 1997 and 
1999, as well as the percentage of returns found in each 
stratum that were selected due to their membership in 
the SOI CWHS sample.  As can be seen, some strata 
now consist entirely of CWHS returns.  Indeed, if the 
“Degree of Interest” stratifications, which require a larger 
sample size than that generated by five CWHS endings, 
were eliminated, the CWHS sample would provide all 
returns required for the Complete Report for returns 
showing $120,000 or less of positive income and about 
one third of the required sample for returns between 
$120,001 and $250,000.  In fact, it was decided that the 
“Degree of Interest” stratifications were not needed for 
the panel and that a roughly 33-percent subsample of 
the returns between $120,000 and $250,000 of positive 
income would be adequate as well.  Thus, the CWHS 
sample accounts for all sampled records in the panel with 
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positive income up to $250,000.  It was also determined 
that the additional stratifications by form type would not 
be needed either. Consequently, the lowest sampling rate 
in each income strata sampling group (determined by 
the type of forms and schedules attached to the return) 
became the maximum sampling rate for that income 
stratum.


Another recommendation of the Westat consultant’s 
was to design a targeted high-income cohort.  The 1987 
Family Panel design essentially selected all 1987 cross-
section high-income returns for inclusion in the panel, 
and, in the end, the costs associated with that decision 


forced the termination of the panel after 10 years. As a 
general rule, the larger the selection probability, the more 
expensive the return is to process; therefore, decisions 
about sample size for high-income returns, particularly 
those with over $2,000,000 of positive income, are cru-
cial in determining project costs.  A smaller high-income 
sample would create the possibility of a longer lived 
panel and/or the possibility of multiple high-income 
waves starting perhaps every 5 years.  The first step 
in subsampling high-income returns was to determine 
how much if any of the 100-percent stratum should be 
subsampled.  A Westat report confirmed OTA’s initial 
opinion that returns above $20,000,000 of positive in-


Table 5.—CWHS Selection as Percentage of Cross-sectional Sample Stratifications, 1997 and 1999 SOI Samples


Degree of 1997 1999 1997 1999 1997 1999 1997 1999


Description of the sample strata interest 3
CWHS % CWHS % CWHS % CWHS % CWHS % CWHS % CWHS % CWHS %


(1) (2) (3) (4) (5) (6) (7) (8) (9)


Indexed Negative Income 4


        $10,000,000 or more All


        $5,000,000 under $10,000,000 All


        $2,000,000 under $5,000,000 All 0.97% 0.13%


        $1,000,000 under $2,000,000 All 1.41% 0.24% 0.93%


        $500,000 under $1,000,000 All 1.85% 0.51% 1.00% 0.88% 1.67% 2.24%


        $250,000 under $500,000 All 11.43% 4.35% 5.16% 2.25% 6.41% 4.95% 6.20%


        $120,000 under $250,000 All 14.71% 3.70% 11.93% 4.29% 5.62% 5.77% 12.36%


        $60,000 under $120,000 All **    **    7.84% 20.21% 5.77% 11.11% 8.76% 18.30%


        Under $60,000 All **    **    24.47% 35.14% 25.00% 19.52% 32.81%


Indexed Positive Income 4


        Under $30,000 1 90.93% 100.00%


        Under $30,000 2 0% 100.00% 61.42% 100.00% 66.67% 100.00% 61.96% 100.00%


        Under $30,000 3-4 24.14% 53.36% 23.70% 47.52% 23.35% 51.06% 24.73% 48.54%


        $30,000 under $60,000 1-2 56.76% 100.00% 62.00% 100.00% 59.72% 100.00% 61.79% 100.00%


        $30,000 under $60,000 3-4 20.59% 46.38% 21.81% 46.50% 20.39% 39.46% 22.96% 45.76%


        $60,000 under $120,000 1-3 54.08% 100.00% 55.87% 100.00% 52.05% 100.00% 57.05% 100.00%


        $60,000 under $120,000 4 19.92% 50.70% 19.49% 49.98% 21.88% 50.93% 20.51% 50.00%


        $120,000 under $250,000 1-3 12.56% 33.79% 16.12% 33.97% 14.09% 28.78% 14.89% 34.65%


        $120,000 under $250,000 4 6.84% 18.16% 7.04% 16.18% 6.71% 16.67% 7.73% 17.05%


        $250,000 under $500,000 All 3.84% 7.95% 2.67% 8.10% 2.30% 7.01% 3.09% 8.48%


        $500,000 under $1,000,000 All 0.93% 2.19% 0.76% 2.32% 1.76% 1.98% 0.76% 1.99%


        $1,000,000 under $2,000,000 All 0.23% 0.43% 0.10% 0.61% 0.39% 0.74% 0.26% 0.37%


        $2,000,000 under $5,000,000 All 0.05% 0.13% 0.08% 0.18% 0.00% 0.20% 0.09% 0.15%


        $5,000,000 under $10,000,000 All 0.04% 0.05% 0% 0.05% 0.00% 0.33% 0.04% 0.07%


        $10,000,000 or more All 0% 0.04% 0% 0.10% 0.00% 0% 0% 0.00%


Stratification by type of form attached


Form 1040, Form 1040, with


Form 1040, with Schedule C Schedule F but without


All other forms


with Form 1116 but without Form 1116 Schedule C,  Form 1116


or Form 2555 or Form 2555 or Form 2555
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come should not be subsampled but rather included in 
the panel at 100 percent.9  Consequently, returns below 
$20,000,000 and above $250,000 would be subjected 
to subsampling.  To that end, analysts from Westat, in 
conjunction with SOI and OTA, analyzed over 30 po-
tential subsampling schemes using a linked version (or 
panel) of the 1996 and 1997 Complete Report files.10,11   
This intensive process required Westat to evaluate each 
scheme in terms of coefficients of variation (CV) for 
various items in 1996 and also to compute the CVs for 
the differences in totals for the various items between 
1996 and 1997.  To quote from the report:  “The pri-
mary goal was to select a panel that had acceptably 
low CV’s for cross-sectional estimates and estimates 
of change…In addition, a secondary consideration was 
how the distribution of the sample among income classes 
would change over time ..(as).. one of OTA’s desires 
was to avoid allocations that would become too thin at 
the tails of the income distribution as incomes changed 
over time.”  As various designs were discarded, others 
were refined, and, in the end, Design 16A was chosen.  
(See Table 6)


The Issue of Late Filed Returns


A subtlety of the annual cross-section must be ad-
dressed at this point:  Not all Tax Year 1999 returns are 
filed by the end of Calendar Year 2000. A significant 
portion of Tax Year 1999 returns were filed in Calendar 
Years 2001 and 2002.  Keeping the sample open for an 
additional 2 years in order to obtain these returns would 
force policymakers to use outdated data for decision-
making.   For instance, sampling for the Tax Year 1999 
file would not be complete until as late as December 
31, 2002.  Therefore, in order to provide more timely 
statistics, SOI produces a sample of tax returns filed 
during each calendar year.  Approximately 97 percent of 
the returns received in a given calendar year are for the 
preceding tax year.  For example, in Calendar Year 2000, 
some 97 percent of taxpayers filed their Tax Year 1999 
returns.  The remaining 3 percent of the returns filed in 
a given calendar year are generally for the preceding 2 
tax years.  In our example, these would be Tax Years 
1997 and 1998.  These “prior year” returns are used as 
proxies for the Tax Year 1999 returns that were not filed 
timely during Calendar Year 2000.  





When creating panels, however, we have the luxury 
of time and are thus able to create a sample from a virtu-
ally complete set of returns for a given tax year.  The Tax 
Year 1999 Edited Panel is a sample of Tax Year 1999 
returns.  Since each calendar year was sampled indepen-
dently, it would be appropriate, when combining all 3 
years of Tax Year 1999 sampling, to treat each year as a 
separate level of stratification.  But as can be seen from 
Table 6, the sample sizes for most of the stratifications 
for Calendar Years 2001 and 2002 are rather small.  This 
would cause a proliferation of weights.  Consequently, a 
decision was made not to stratify on Tax Year but to treat 
the 3 years as one sample with one set of stratifications 
and thereby reduce the variability in the weights.    


Linking Individuals and Tax Returns  
 Over Time


In order to link tax returns and individuals over time, 
a unique identifier is required.  Fortunately, taxpayers 
are required to provide their Social Security numbers on 
their tax forms.  However, sometimes the SSN’s that are 
shown on the tax forms are incorrect, and, sometimes 
IRS transcribes them incorrectly.  So, in order to prevent 
billionaires and millionaires from either disappearing 
or being linked to Earned Income Tax Credit recipi-
ents, SOI performs a review of panel member SSN’s.  
The 1999 Edited Panel contains 125,108 unique panel 
member SSN’s.   This is simply the number of base year 
returns in the sample plus the number of spouses on 
joint returns. Of the 125,108 panel members, only 456 
SSN’s (44 for the primary taxpayers and 412 secondary 
taxpayers) were determined to be incorrect.  For 392, 
a correction was obtained.  A total of 29 returns were 
deleted because the primary SSN’s on these nonjoint 
returns were determined to be incorrect and no correction 
could be obtained.  Note that this is not a confirmation 
that the remaining SSN’s are correct.  Frequently, invalid 
SSN’s are not detectable for many years until some 
point in the future, often when multiple individuals use 
the same SSN.   In addition, many corrections are made 
to nonpanel member individuals who accidentally, or 
perhaps intentionally, use an SSN that does not belong 
to them and thus cause an incorrect linkage to a panel 
member.  While these figures paint a positive picture for 
the quality of the SSN linkages, one area of concern is 
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with the use of IRS-generated Taxpayer Identification 
Numbers or ITIN’s which are provided to individuals 
who are required to file a return but who have not been 
issued an SSN.  Quite often, these individuals will, in 
time, obtain an SSN from the Social Security Adminis-
tration and then file using it in subsequent years.  This 
breaks the link to the previous set of returns and, if not 
caught prior to sampling, will cause the loss of valid 
sample units.  


Future Plans


The 1999 Individual Income Tax Return Panel is 
currently being weighted and will include data from 
1999 through 2003.  Subsequent years of data will be 
appended to the panel as they become available.  Our 
attention now turns to learning how to use the panel and 
the publication of tabulations and analysis, hopefully the 
subject of many future papers.  


Endnotes


 1    For more information on the CWHS panel, see 
Weber, Michael (2004),  “The Statistics of Income 
1979-2002 Continuous Work History Sample Indi-
vidual Income Tax Return Panel,” 2004 Prceedings 
of the American Statistical Association, Social 
Statistics Section.


2    For example, the estimated amount of AGI, using 
the full sample of returns with a reported AGI of 
$1,000,000 or more, was $653,184,370,292.  The 
coefficient of variation for this amount is .19.  Using 
the 123 CWHS returns and applying a weight of 
2,000 (5 different endings were used in 1999, thus 
producing a 1-in-2000 sampling rate) produced an 
estimate of $696,643,752,000.  The specific coef-
ficient of variation for this amount has not been 
calculated, but can be assumed to be significantly 
larger than .19.


3  Notes from these meetings are found in an unpub-
lished Westat document entitled “Meeting Minutes 








For Task Order #13 Under Contract No. TIRNO-
96-D-00030.0005.”


4  More information on this topic is found in an un-
published Westat document entitled “Integrated 
versus Separate Panel and Cross-Sectional Sample 
Designs,” September 1999.  


5  Tax Year 1999 returns were generally filed in 
Calendar Year 2000.  As the Tax Year 1999 Based 
Edited Panel was defined as a subsample of the 
1999 Complete Report File, panel membership did 
not need to be defined for sampling purposes until 
Tax Year 2000 returns, which were generally filed 
in Calendar Year 2001, were received by IRS and 
ready for SOI sampling in May 2001.  As is often 
the case, final sample decisions were not finalized 
until the last possible moment.


6  For additional information on the sample design of 
the annual Complete Report sample, see Internal 
Revenue Service, Statistics of Income--Individual 
Income Tax Returns, Publication 1304, 1999,  “Sec-
tion 2:  Description of Sample.”


7  It should be noted that SOI processes many CWHS 
returns without any manual processing costs.  


8  This change was actually instituted for Tax Year 
1998.  The sample design for Tax Year 1999 is 
identical to Tax Year 1998.  Consequently, a table 
showing the Tax Year 1998 stratifications has been 
omitted.


9  Westat unpublished memo, “Report on Substrata 
for Strata 1 and 24,” October 9, 2000.


10  Unpublished Westat report “Design of a Panel 
Sample of Tax Returns--Final Report,” May 2001.


11  The 1997 file was augmented by data from the IRS 
Individual Returns Transaction File when a 1996 
Complete Report SSN did not appear in the 1997 
Complete Report.
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In a paper presented at the 1993 Annual Meetings
of the American Statistical Association, the authors
presented the results of their first attempt to use
administrative records available at the Internal
Revenue Service (IRS) to count the population of the
United States  (see Sailer, Weber, and Yau, 1993).  In
that paper, we noted that a major problem in this use of
IRS administrative records was the presence in our
files of information documents for deceased
individuals.  This was because several years could pass
between the death of an individual and the closing out
of all accounts listed in his or her name.  In addition,
we had some reason to be nervous about the accuracy
of our gender coding, since it was based entirely on the
interpretation of each individual’s first name by some
computer software we had developed.  Poor reporting
of social security numbers of dependents was a further
obstacle to getting a correct count.


As will be discussed later, a number of these
problems have been dealt with over the last five years,
and it appeared to be an opportune time to research
whether our processing changes had improved our
ability to use IRS records for the purpose of counting
the population.  This paper covers the results of that
research.


Organizationally, this paper is divided into four
sections.  First, we will demonstrate how
administrative records can be used to compute a
population estimate. Then we will discuss the
reliability of this estimate.  Next, we will compare
estimates from our data base, classified by age, sex,
and state, to population data published by the Census
Bureau. And finally, we will summarize our
conclusions and make some recommendations for
further research.


Computation of an IRS Administrative Records
Population


Citizens and residents of the United States have
numerous opportunities to come to the attention of the
Internal Revenue Service.  Obviously, the 61 percent of
the population that files individual tax returns, either


as primary or secondary taxpayers, is easy enough to
count.  These individuals also report, as exemptions,
any children or other individuals they are supporting. 
In addition, individuals covered by salaries and wages
are generally reported to the IRS on Forms W-2;
individuals making contributions to Individual
Retirement Arrangements (IRAs) or Simplified
Employee Pension (SEP) accounts on Form 5498;
individuals receiving gross distributions from IRAs,
SEPs, or other pension plans on Forms 1099-R;
recipients of interest on Forms 1099-INT; recipients of
dividends on Forms 1099-DIV; recipients of original
issue discounts on Forms 1099-OID; recipients of
patronage dividends on Forms 1099-PATR; recipients
of government transfer payments on Forms 1099-G;
recipients of social security benefits on Forms SSA-
1099; sellers of capital assets on Forms 1099-B; sellers
of real estate on Forms 1099-S; contractors with the
Federal Government on Forms 8596; winners at
gambling on Forms W-2G; payers of mortgage interest
on Forms 1098; and recipients of many types of non-
employment compensation, including prizes, awards,


rents, royalties, crop insurance payments, and golden
parachute payments on Forms 1099-MISC.


Table 1 details how we used all of this
information to count the population covered by IRS
administrative records.  We started, of course, with
filers of tax returns for Tax Year 1993 (i.e., returns
generally filed on or around April 15, 1994).  However,
contrary to our usual practice in our Statistics of
Income reports, we did not count anybody filing a
prior-year return in 1994, since these individuals had a
chance of being captured as recipients of information
documents.  We also excluded anybody filing from a
foreign address, since we wanted to compare our
results to Census data for 1994, and Census does not
count U.S. citizens living abroad.  We counted 112.0
million current-year returns with U.S. addresses.


Table 1:  Components of the IRS Population Count 
Weighted


(Frequencies in 1,000's) Number Cumulative
Primary Taxpayers (TY 1993) 112,029    112,029     
Secondary taxpayers 46,772      158,801     
Dependents without information docs 45,868      204,669     
Non-filers with information docs 45,257      249,926     
Dependents without SSNs 6,674        256,600     
Deaths before July 1, 1994 4,331        252,269     







On joint returns selected for this sample, we
counted the secondary taxpayers--a total of 46.8
million.  This brought our count to 158.8 million.


We also counted dependents, but not all of them. 
Dependents with income could be picked up in our
sample of information documents or in our sample of
tax return filers, so initially we only counted those
dependents who had SSNs, but for whom a search of
our administrative records master files revealed no
records.  There were 45.9 million such dependents.   
   


To the 204.7 million individuals counted thus far,
we added 45.3 million non-filers with information
documents.  We got these individuals by pulling a
simple, random sample of individuals with at least one
information document on the Information Returns
Master File, and then eliminating all who appeared
either as a primary or a secondary taxpayer on a tax
return.  If they appeared on a tax return as a
dependent, we left them in, since we were not
including dependents with information documents in
our count.  Again, we eliminated any prior-year
documents received by the IRS in 1994, and we did not
count documents issued to individuals at foreign
addresses.


Unfortunately, our file also contained 6.7 million
dependents for whom no SSN was given.  This was a
major improvement over the 11.4 million dependents
for whom no SSN was given for 1989, but still a
disappoint-ment.  Obviously, in the absence of an SSN,
we could neither check the Information Returns Master
File (IRMF) for income, nor the Year of Birth File for
age. We did not have much choice but to count such
dependents in the lowest age category, and assume that
they were not information document recipients. From
our Taxpayer Usage Study, [IRS, 1994-2], we know
that an estimated 3.3 million taxpayers checked a box
indicating that the dependent was under age 1, and
therefore not required to have an SSN.  So, for nearly
one-half of these dependents, we know we have the
correct age.  Luckily, this problem should pretty much
disappear in future years, for IRS is no longer sending
out refund checks to taxpayers who fail to provide
dependent SSNs, or who provide non-verifiable ones.


At this point, our count is at 256.6 million.  As
mentioned previously, experience has taught us that
some of the individuals in this count are deceased. Our
big improvement this year was that the Social Security
Administration was willing to share with IRS
information they gather from various sources on which


SSNs belong to the deceased, including the owner’s
date of death.  This meant that we no longer had to
make case-by-case decisions as to who in our sample
was alive on January 1, 1994--the date of the Census
estimates we were using for comparison purposes.
Anybody with a date of death prior to 1/1/94 was
simply taken out of the IRS count.  This left with an
IRS “population count” of 252.3 million, or 97.36
percent of the Census estimate of 259.1 million.


Evaluation of the Estimate


The estimates presented in Table 1 are based on a
highly stratified sample of 104,605 individual income
tax returns [Internal Revenue Service, 1995],
supplemented by a simple random sample of 45,257
individuals for whom our files contained information
documents, but no tax returns.  Therefore, the
estimates are subject to sampling error.  Our 95 percent
confidence interval is between 251.0 and 253.5
million.  So our estimate lies between 96.88 and 97.84
percent of the Census figure.  At this point, it should
also be noted that Census admits to an undercount of
about 4 million individuals.  Assuming that is correct,
we have identified between 95.40 and 96.34 percent of
the true population in our administrative records file.


The Census figures are updates of the counts from
the 1990 Census, using data on births, deaths,
immigration, and emigration [U.S. Bureau of the
Census, 1998].  While they are not subject to sampling
variability, they do contain non-sampling errors.   The
IRS data are subject to non-sampling error as well. 
While every effort has been made to eliminate incorrect
SSNs and substitute correct ones where our historical
files provided this information, it is quite likely that
our sample still contains incorrect dependent SSNs. 
These could lead to false matches or false non-matches
to information documents.  Missing dependent SSNs
could only lead to false non-matches, which would
have the effect of overstating the IRS data, since we
would have no way of detecting whether these
dependents were already being counted in the “non-
filers with information documents” universe.


Comparisons to Census


Let us now look at the age and sex distribution of
individuals in our file of administrative records.  As
mentioned previously, age and sex were added to our
file simply by matching to an extract from the Social
Security Administration's (SSA) Year of Birth file,
which IRS receives for administrative and research
purposes.  For those few individuals with missing or







invalid SSNs, the sex code was generated by matching
the first name against a dictionary of gender-coded
names.  The age was imputed with the help of an
algorithm that took into account the individual’s
sources of income (for example Social Security
retirement income), the entry in the “over 65” check-
box on the return, and, where available, the ages of the
spouse and any dependent children shown on the same
return.


As can be seen from Table 2, the overall
correspondence between Census and administrative
records data is extremely good— even better than it was
for 1989.  The over-estimation of the “75 and over”


class has disappeared for 1993, thanks to the date-of-
death information added to the data base.  Some of the
apparent difference between coverage of males and
females (particularly in the age classes under 25) has
been eliminated with the help of sex codes from SSA. 


Table 2.  Number of individuals (in 1,000's), Jan.1, 1994.  IRS and Census estimates
Total        IRS Deaths by Adj.  IRS    Census   Adj. IRS as     Census    Adjusted    Adj. IRS as %
Age 1/1/1994  % of Census  undercount      Census of Adj. Census
Under 15 55,897 35 55,862 57,337 97.43 1,822 59,159 94.43
15 under 25 33,842 179 33,663 35,942 93.66 1,146 37,088 90.77
25 under 35 40,952 46 40,906 41,354 98.92 1,037 42,391 96.50
35 under 45 40,332 85 40,247 41,658 96.61 486 42,144 95.50
45 under 55 29,118 172 28,946 29,870 96.91 46 29,916 96.76
55 under 65 20,430 299 20,131 21,018 95.78 -189 20,829 96.65
65 under 75 19,360 949 18,412 18,712 98.39 -175 18,537 99.32
75 and over 16,670 2,567 14,102 14,446 97.62 -126 14,320 98.48
Total 256,600 4,331 252,269 260,337 96.90 4,047 264,384 95.42


Male
Age
Under 15 28,448 16 28,433 29,353 96.86 927 30,280 93.90
15 under 25 17,396 115 17,281 18,347 94.19 603 18,950 91.19
25 under 35 21,181 36 21,145 20,677 102.26 618 21,295 99.29
35 under 45 20,311 65 20,246 20,648 98.05 325 20,973 96.53
45 under 55 14,505 120 14,386 14,591 98.59 59 14,650 98.19
55 under 65 9,955 193 9,762 9,984 97.78 -63 9,921 98.40
65 under 75 8,714 595 8,119 8,290 97.94 -51 8,239 98.54
75 and over 6,294 1,184 5,110 5,185 98.55 -21 5,164 98.95
Total 126,804 2,323 124,481 127,075 97.96 2,398 129,473 96.14


Female
Age
Under 15 27,446 19 27,427 27,984 98.01 895 28,879 94.97
15 under 25 16,446 64 16,382 17,595 93.11 543 18,138 90.32
25 under 35 19,771 10 19,761 20,677 95.57 418 21,095 93.67
35 under 45 20,021 20 20,001 21,010 95.20 161 21,171 94.47
45 under 55 14,613 53 14,560 15,279 95.29 -14 15,265 95.38
55 under 65 10,474 106 10,368 11,034 93.96 -126 10,908 95.05
65 under 75 10,646 353 10,293 10,422 98.76 -124 10,298 99.95
75 and over 10,377 1,423 8,954 9,261 96.69 -105 9,156 97.79
Total 129,794 2,048 127,746 133,262 95.86 1,648 134,910 94.69







The only age/sex class in which IRS shows more
individuals than are shown in the Census data is males
age 25 to 35.  However, the IRS estimate is still
slightly below the adjusted Census estimate, so IRS
may have been able to account for some young males
missed in the 1990 Census.


If the IRS administrative data are to be used in a
meaningful way to help Census identify individuals
missing from the decennial Census, or even just to
make intercensal estimates, it is important that they be


classifiable by geographic code.  IRS data are
somewhat problematical in this regard.  Some IRS tax
return addresses do not locate the taxpayer’s
residence— they may represent a tax accountant’s
address, a business address, a post office box in another
town, or a rural route  that  crosses  county lines.  The
addition of  information documents to the data base
provides the user with alternative addresses for each
taxpayer— unfortunately, in some cases, with several
alternatives.  With a good deal of research, it may be
possible to rank various types of information
documents as to their likelihood of showing a
residential address.  It may also be possible to write
algorithms that detect and eliminate addresses which
are not residential. 


Having admitted these shortcomings, we
hasten to add that the vast majority of tax documents
do contain addresses which can be used to code the
residence of taxpayers.  Unfortunately, the data base
with which we were working was not designed to
produce accurate estimates below the national level. 
Even at the state level, the estimates tend to show a
good deal of sampling error.  In order to minimize the
error, we derived state estimates through a three-step
process: number of primary taxpayers was taken
straight from an IRS Master File Tabulation [Internal
Revenue Service, 1994-1] (i.e., it is not subject to
sampling error). The count of secondary taxpayers and
dependents without income was ratio adjusted by the
same percentage as number of primary taxpayers (i.e.,
it is subject to non-sampling error); and the non-filer
population was left unadjusted (i.e., it is subject to
sampling error).  Table 3 shows the comparison of
these estimates to Census population figures (adjusted
for the undercount) by state.  Also shown is a
comparison of the official Census count to the adjusted
Census count. It shows that, for nine states, the IRS
estimate is actually closer to the adjusted Census
population than is the official Census figure.  For 16
more, the Census and IRS estimates are within three
percentage points of one-another.  The low coverage by
IRS for New York (91.56 percent) and California
(93.38) should not be a sampling variability problem,
but may be related to their high rates of immigration. 
It may take immigrants a while to get into the IRS
document systems.


Conclusions and Recommendations
In commenting on the authors’ earlier paper on


this subject, John Czajka et al. wrote that we had
“demonstrated the IRS administrative record system
provides sufficiently high coverage of the U.S. resident
population to be credible as the principal source of data


T a b l e  3 .  C e n s u s  A d j u s t e d  P o p u l a t i o n  b y  S t a t e ,
a s  o f  J a n u a r y  1 ,  1 9 9 4  ( i n  1 , 0 0 0 ' s ) .   C o m p a r i s o n  
W i t h  C e n s u s  A c t u a l  a n d  I R S  E s t i m a t e
   S ta te C e n s u s %  o f  C e n s u s  A d j u s t e d


a d j u s t e d   C e n s u s         IRS
A L A B A M A   4 , 2 9 3 9 8 . 2 9 9 9 . 5 4
A L A S K A         6 1 4 9 8 . 1 7 9 4 . 9 2
A R I Z O N A   4 , 1 6 9 9 7 . 8 5 9 2 . 6 6
A R K A N S A S   2 , 4 9 5 9 8 . 3 2 9 2 . 5 8
C A L I F O R N I A    3 2 , 2 5 0 9 7 . 3 9 9 3 . 3 8
C O L O R A D O         3 , 7 3 1 9 8 . 1 4 9 8 . 0 1
C O N N E C T I C U T   3 , 2 9 6 9 9 . 3 5 9 7 . 7 4
D E L A W A R E        7 2 0 9 8 . 3 1 9 8 . 8 6
D I S T .  O F  C O L U M B I A  5 8 8 9 6 . 3 6 8 7 . 0 5
F L O R I D A     1 4 , 2 1 8 9 8 . 1 7 9 6 . 3 8
G E O R G I A    7 , 2 0 0 9 8 . 0 2 9 8 . 6 0
H A W A I I        1 , 1 9 9 9 8 . 2 5 9 8 . 3 0
I D A H O     1 , 1 5 7 9 8 . 0 5 9 9 . 1 6
I L L I N O I S  1 1 , 8 7 3 9 9 . 0 4 9 6 . 4 7
I N D I A N A      5 , 7 8 3 9 9 . 5 2 9 6 . 6 2
I O W A      2 , 8 4 3 9 9 . 6 0 9 4 . 6 4
K A N S A S    2 , 5 6 8 9 9 . 3 2 9 9 . 6 7
K E N T U C K Y        3 , 8 8 9 9 8 . 4 4 9 2 . 3 8
L O U I S I A N A      4 , 4 1 0 9 7 . 8 7 9 3 . 6 7
M A I N E    1 , 2 4 8 9 9 . 2 7 9 9 . 1 0
M A R Y L A N D    5 , 1 0 1 9 8 . 0 2 9 4 . 6 4
M A S S A C H U S E T T S               6 , 0 7 0 9 9 . 5 2 9 5 . 5 1
M I C H I G A N      9 , 5 5 8 9 9 . 3 1 9 2 . 2 5
M I N N E S O T A    4 , 5 8 7 9 9 . 5 8 9 7 . 1 7
M I S S I S S I P P I   2 , 7 2 6 9 7 . 9 3 9 4 . 5 9
M I S S O U R I      5 , 3 1 1 9 9 . 4 0 9 6 . 1 7
M O N T A N A      8 7 5 9 7 . 8 0 8 8 . 7 9
N E B R A S K A             1 , 6 3 4 9 9 . 3 7 9 6 . 9 1
N E V A D A     1 , 4 9 1 9 8 . 0 6 9 7 . 1 1
N E W  H A M P S H I R E   1 , 1 4 4 9 9 . 1 9 9 9 . 2 8
N E W  J E R S E Y       7 , 9 4 8 9 9 . 4 3 1 0 0 . 1 0
N E W  M E X I C O    1 , 7 0 4 9 7 . 1 5 1 0 3 . 5 4
N E W  Y O R K         1 8 , 4 3 2 9 8 . 4 9 9 1 . 5 6
N O R T H  C A R O L I N A   7 , 1 9 6 9 8 . 2 5 9 7 . 1 4
N O R T H  D A K O T A    6 4 3 9 9 . 3 4 9 4 . 8 3
O H I O       1 1 , 1 7 9 9 9 . 3 3 9 5 . 7 3
O K L A H O M A         3 , 3 1 4 9 8 . 2 7 9 1 . 2 9
O R E G O N      3 , 1 4 1 9 8 . 2 8 9 8 . 3 3
P E N N S Y L V A N I A       1 2 , 0 9 8 9 9 . 7 1 9 7 . 1 7
R H O D E  I S L A N D    9 9 6 9 9 . 8 5 9 4 . 3 6
S O U T H  C A R O L I N A   3 , 7 1 6 9 8 . 0 4 9 2 . 9 8
S O U T H  D A K O T A       7 3 0 9 9 . 0 6 9 6 . 6 9
T E N N E S S E E         5 , 2 6 3 9 8 . 3 4 9 3 . 4 5
T E X A S        1 8 , 8 9 9 9 7 . 4 3 9 4 . 8 1
U T A H         1 , 9 3 9 9 8 . 4 4 9 4 . 9 2
V E R M O N T      5 8 6 9 8 . 9 2 1 0 2 . 6 8
V I R G I N I A         6 , 6 7 7 9 8 . 1 1 9 6 . 6 2
W A S H I N G T O N          5 , 4 3 0 9 8 . 3 1 9 8 . 2 6
W E S T  V I R G I N I A           1 , 8 5 0 9 8 . 6 0 9 3 . 4 4
W I S C O N S I N                5 , 1 1 3 9 9 . 4 1 9 7 . 8 4
W Y O M I N G             4 8 6 9 7 . 9 3 9 1 . 6 4


T o t a l 2 6 4 , 3 8 4 9 8 . 4 7 9 5 . 4 2







for an enumeration …  with administrative records” 
[Czajka et al., 1997].  We feel that the 1993 data, with
improved SSN reporting, better gender codes, and
addition of date of death information, reconfirm that
conclusion.  At very least, the Census Bureau, which
has access to both tax return and information document
files, should be studying how to use this information to
identify individuals at addresses missed in the regular
decennial Census.  Much of the additional research
that needs to be done— especially on the quality of
address information on various types of documents—
will have to be done at the Census Bureau, since only
they can start with matched  files of Census and
administrative data.  For our part, we will monitor the
effects of improved SSN reporting on this type of data
analysis.
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Background 
 
Developing performance measures continues to play 
an important role for many of the Federal statistical 
agencies. Federal statistical agencies produce critical 
data to inform public and private decision makers 
about a range of topics of interest, including the 
economy, the population, and other pertinent statistics.  
The ability of statistical agencies to make appropriate 
decisions about the statistical data they produce 
depends critically on the availability of relevant, 
innovative, and timely performance measures.  The 
Federal statistical community remains on alert for 
opportunities to strengthen these measures, when 
necessary.  
 
For Federal statistical programs to effectively benefit 
their data users, the underlying data systems must be 
viewed as credible. In order to ensure this credibility, 
Federal statistical agencies have worked very hard to 
develop high quality standards as well as maintain 
integrity and efficiency in the production of data.  As 
the collectors and providers of these basic statistics, 
the responsible agencies act as data stewards, 
balancing public and private decision makers’ needs 
for information with legal and ethical obligations to 
minimize reporting burden, respect respondents’ 
privacy, and protect the confidentiality of the data 
provided to the Government. 
 
To reach this goal, Federal statistical agencies have 
focused on developing and measuring performance in 
the critical areas of quality, program performance, 
relevance, and timeliness.  Lastly, customer 
satisfaction is quite often used as a means of 
measuring the usefulness of products and services 
provided by Federal statistical agencies.  Performance 
measures form the basis for evaluating such areas as 
how efficiently Federal agencies provide services, 
how well taxpayer dollars are spent, and assessing 
whether Federal agencies are meeting their mission 
requirements. 
 
Understanding Performance Measures 
 
In general terms, a performance measure is a 
quantitative or a qualitative measure derived from a 
series of observed facts that can reveal relative 
positions in a given area. When evaluated at regular 
intervals, the measure can point out the positive or 


negative trends and changes over time.  Performance 
measures are also useful in drawing attention to 
particular issues that pertain directly to organizational 
mission achievement. They can also be helpful in 
setting policy priorities for a Federal agency.  
 
There are several pros and cons related to performance 
measures.  These include: 
 
Pros: 


• Can summarize complex issues in simple 
terms for supporting decision makers. 


• Are easier to interpret than trying to find a 
trend among larger sets of data. 


• Facilitate communication with appropriate 
target audiences.   


• Promote accountability and credibility. 
 
Cons: 


• May send misleading messages if they are 
poorly constructed or misinterpreted. 


• May be misused if the construction process is 
not transparent and lacks sound statistical or 
conceptual principles. 


 
Constructing Performance Measures 
 
There are countless sources of information on how 
statistical agencies should construct solid performance 
measures.  Provided below are four guidelines that 
should be followed when creating and implementing 
performance measures.  Each step is important for 
statistically sound and defensible measures.  Equally 
important is the notion of ensuring that all four 
guidelines are followed in an orderly and cohesive 
process.  Choices made in one step can have important 
implications for other steps.   
 
1. Developing a Solid Foundation 
A sound framework is the starting point in formulating 
performance measures. The framework of measures 
should be built in a manner that correlates with the 
mission of an organization, as well as aligns with 
strategic goals and organizational objectives.  The 
framework should be precise, articulating the purpose 
of the statistical agency.  
 
2. Selecting Quality Data 
The strengths and weaknesses of performance 
measures are largely based on the quality of the 
underlying data. Ideally, measures should be 
formulated based on their relevance, analytical 







soundness, timeliness, and availability. While the 
development of performance measures must be guided 
by the framework of useful indicators, the data 
selection process can be very subjective as there is no 
specific and generally accepted method for developing 
measures.  More importantly, the inability to obtain 
relevant data may also limit a statistical agency from 
building sound and defensible performance measures.  
 
3. Identifying the Right Performance Measures 
Over the past decade, there has been a renewed effort 
in developing meaningful performance measures.  
Unfortunately, performance measures are sometimes 
selected in an arbitrary manner. This can lead to 
measures which confuse and mislead decision makers 
and the general public.  The underlying nature of the 
data needs to be carefully assessed before constructors 
can develop the “right” measures.  
 
4. Presenting and Disseminating 
The way performance measures are presented is not a 
trivial issue. Performance measures must be able to 
communicate an accurate and persuasive picture to 
decision makers and organizational leaders. The 
representation of performance measures should 
provide clear messages without obscuring individual 
data points. There are many interesting ways of 
disseminating critical information, such as developing 
innovative balanced scorecards.  These offer the 
general public the means to clearly show evidence of 
improving or declining performance.  Statistical 
agencies should always strive to be independent and 
unbiased when presenting and disseminating 
performance measurement results. 
 
Performance Standards within the Federal 
Statistical Community 
 
Statistical agencies maintain the quality of their data 
or information products, as well as their credibility, by 
developing meaningful performance measures for 
their organizations. Federal statistical agencies have 
collaborated on developing a meaningful set of 
performance measures for use under the Government 
Performance and Results Act and in completing the 
Administration’s Program Assessment Rating Tool 
(PART). These statistical agencies have agreed that 
there are six conceptual dimensions within two 
general areas of focus that are key to measuring and 
monitoring statistical programs.  
 
The first area of focus is Product Quality, 
encompassing the traditional dimensions of relevance, 
accuracy, and timeliness. The second area of focus is 
Program Performance, encompassing the dimensions 
of cost, dissemination, and mission achievement. 


Provided below is a brief review of these six quality 
dimensions, split between Product Quality and 
Program Performance: 
 
Product Quality: Statistical agencies agree that 
product quality includes many attributes, including 
relevance, accuracy, and timeliness.  The basic 
measures in this group relate to the quality of specific 
products, thereby providing actionable information to 
key stakeholders. These are ‘‘outcome-oriented’’ 
measures and are critical to the usability of these 
products.  Statistical agencies establish goals and 
evaluate how well targets are met. In some sense, 
relevance relates to ‘‘doing the right things,’’ while 
accuracy and timeliness relate to ‘‘doing things 
right.’’   
 


1. Relevance: Qualitative or quantitative 
descriptions of the degree to which products 
and services are useful and responsive to 
users’ needs. Relevance of data products and 
analytic reports may be monitored through a 
professional review process and ongoing 
contacts with data users. Product relevance 
may be indicated by customer satisfaction 
with product content, information from 
customers about product use, demonstration 
of product improvements, comparability with 
other data series, agency responses to 
customer suggestions for improvement, new 
or customized products or services, 
frequency of use, or responses to data 
requests from users (including policy 
makers). 


 
2. Accuracy: Qualitative or quantitative 


measures of important features of 
correctness, validity, and reliability of data 
and information products measured as degree 
of closeness to target values. For statistical 
data, accuracy may be defined as the degree 
of closeness to the target value and measured 
as sampling error and various aspects of 
nonsampling error (e.g., response rates, size 
of revisions, coverage, and edit 
performance). For analysis products, 
accuracy may be the quality of the reasoning, 
reasonableness of assumptions, and clarity of 
the exposition, typically measured and 
monitored through review processes. In 
addition, accuracy is assessed and improved 
by internal reviews, comparisons of data 
among different surveys, linkages of survey 
data to administrative records, redesigns of 
surveys, or expansions of sample sizes. 


 







3. Timeliness: Qualitative or quantitative 
measure of timing of information releases. 
Timeliness may be measured as time from 
the close of the reference period to the 
release of information, or customer 
satisfaction with timeliness. Timeliness may 
also be measured as how well agencies meet 
scheduled and publicized release dates, 
expressed as a percentage of release dates 
met. 


 
Program Performance: Statistical agencies agree that 
program performance encompasses balancing the 
dimensions of cost, dissemination, and mission 
accomplishment for the agency as a whole; operating 
efficiently and effectively; ensuring that customers 
receive the information they need; and serving the 
information needs of the Nation. Costs of products or 
programs may be used to develop efficiency measures. 
Dissemination involves making sure customers 
receive the information they need via the most 
appropriate mechanisms. Mission achievement means 
that the information program makes a difference. 
Hence, three key dimensions are being used to 
indicate program performance: cost (input), 
dissemination (output), and mission achievement 
(outcome). 
 


4. Cost: Quantitative measure of the dollar 
amount to produce data products or services. 
The development and use of financial 
performance measures within the Federal 
Government are an established goal; the 
intent of such measures is to determine the 
‘‘true costs’’ of various programs or 
alternative modes of operation at the Federal 
level. Examples of cost data include full costs 
of products or programs, return on 
investment, dollar value of efficiencies, and 
ratios of cost to products distributed. 


 
5. Dissemination: Qualitative or quantitative 


information on the availability, accessibility, 
and distribution of products and services. 
Most agencies have goals to improve product 
accessibility, particularly through the 
Internet. Typical measures include: on-
demand requests fulfilled, product 
downloads, degree of accessibility, customer 
satisfaction with ease of use, number of 
participants at user conferences, citations of 
agency data in the media, number of Internet 
user sessions, number of formats in which 
data are available, amount of technical 
support provided to data users, exhibits to 
inform the public about information products, 


issuance of newsletters describing products, 
and usability testing of web sites. 


 
6. Mission Achievement: Qualitative or 


quantitative information about the effect of, 
or satisfaction with, statistical programs. For 
Government statistical programs, this 
dimension responds to the question—have 
we achieved our objectives and met the 
expectations of our stakeholders? Under this 
dimension, statistical programs document 
their contributions to the goals and missions 
of parent departments and other agencies, the 
Administration, Congress, and information 
users in the private sector and the general 
public. For statistical programs, this broad 
dimension involves meeting recognized 
societal information needs; it also addresses 
the linkage between statistical outputs and 
programmatic outcomes. 


 
 
Performance Standards within the Internal 
Revenue Service - Statistics of Income Division 
 
The mission of the Statistics of Income (SOI) Division 
is to collect, analyze, and disseminate information on 
Federal taxation for the Treasury Department’s Office 
of Tax Analysis, Congressional Committees, the 
Internal Revenue Service in its administration of the 
tax laws, and other organizations engaged in economic 
and financial analysis, and for the general public.  To 
accomplish the mission, the SOI provides statistical 
data to be used strictly in accordance with, and subject 
to, the limitations of the disclosure provision of the 
IRS Code. 
 
The SOI Division worked with others within the IRS 
to develop 12 performance measures.  The measures 
cover various areas of operation and attempt to 
magnify the level of service provided to our primary 
stakeholders.  In creating the performance measures, 
the group worked very hard to ensure that the 
measures were all encompassing within the four 
strategic goals of SOI, including becoming our 
customers’ preferred source, attracting and 
challenging high quality employees, making a 
difference in tax administration, and increasing 
visibility of the SOI Division. 
 
 
12 SOI Performance Measures 
 
What follows is a summary of the 12 performance 
measures.  Specifically, a definition is provided, as 
well as a synopsis of results over the past 3 years. 







 
Measures 1 and 2 are collected from customer 
satisfaction surveys that are administered to our 
critical stakeholders in OTA, JCT, and BEA, as well 
as selected customers and employees throughout the 
IRS. 
 
1. Percentage of customers who feel the product or 


service met their needs: 
 


 Include a question on a customer satisfaction survey 
asking: “Did the product(s) or service(s) provided to 
your organization meet your needs.” 


 
2. Overall RAS Customer Satisfaction rate: 
 


Include a question on a customer satisfaction survey 
asking:  “Please rate your overall satisfaction with 
SOI.” 


 
Measures 1 and 2 - Product Met Needs of Customer 


and Customer Satisfaction Rates 


• Results from the chart show fairly comparable rates between 
Measures 1 and 2 over the past three years  


• Since this measure captures results from five different customer 
surveys, relevance and satisfaction rates vary quarter by quarter.
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Measure 1: Products Met Needs of Customer
Measure 2: Customer Satisfaction Rate


 
 
3. Overall Employee Satisfaction Scores from the 


Employee Survey 
 


Definition: The grand mean score from 12 
questions found on IRS’ annual employee 
satisfaction survey.   


 
Measure 3 – Employee Satisfaction Indicators 


Measure captures the annual Gallup Grand Mean 
Score across Q12 questions for the Statistics of 
Income Division:


2003 2004 2005
SOI 3.99 3.86 3.81


 
4. RAS Attrition rates 


 
Definition: Attrition rate is defined as the total 
number of employees who have a break in service 
from the IRS within a given fiscal year.  


Measure 4 – SOI Attrition Rate


Attrition rate is defined as the number of 
employees who have a break in service from the 
IRS within a given fiscal year divided by the 
number of employees on rolls at the beginning of 
the fiscal year.


Results: 


2003 2004 2005
4.70 % 3.80 % 4.40 %


 
5. Number of applications per job opening 
 


Definition: The total number of unique applications 
received for each job announcement.  This includes 
all applications received by the servicing personnel 
specialist.   


Measure 5 – Number of Applicants per Job Opening


Number of applicants per job opening has fluctuated significantly over 
the past three years.  On average over the past three years, SOI
receives approximately seven applicants per job announcement.
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6. Number of Senior Leadership Briefings 
 


 Definition: Tally of senior leadership team 
briefings.  Senior leaders are defined as individuals 
and comprise 23 senior IRS executives. 


 
 


Measure 6 – Number of Senior Executive Leadership 
Briefings


IRS Senior Leadership Group consists of 23 executives 
across the Service.  The graphic shows a relatively small, 
yet inconsistent, number of Leadership briefings over the 
past three years.
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7. Number of Presentations Given Outside the Service 
 


Definition: The number of program presentations 
given to groups and/or individuals outside of the 
Service.  Each briefing will count as one (e.g., if an 
organization briefs multiple customers at the same 
time, that will count as one briefing). 


 


Measure 7 – Number of Presentations Given Outside 
the Service


Such audiences for presentations include GAO, TIGTA, ASA, and 
NTA meetings, and various IRS advisory groups.  Results show a 
relatively consistent pattern in the number of presentations over the 
past two years.
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8. Number of new and repeat customers 
 


Definition: A Customer is defined as an individual 
person or organization that officially authorizes a 
product or service.  A Repeat Customer is the same 
individual or organization requesting a new work 
activity, and a New Customer is a new individual 
person or organization requesting a new work 
activity.   


 
Measure 8 – Number of New and Repeat Customers


• A customer is defined as an individual or organization 
authorizing a product or service from RAS. Web activity is 
not included in this measure.


• Data has fluctuated for this measure over the past two years.   
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9. Number of data requests, publications, reports and 
   data sets completed 
 


Definition: This measure is a count of work 
products completed by SOI.  It includes four types 
of work products.  It captures: 1) data requests 
produced from a query from one of the RAS data 
sets; 2) publications produced according to a regular 
or routine schedule or as part of normal business 


operations; 3) reports produced as a result of an 
analysis; or 4) new data sets produced from existing 
databases. 


 
Measure 9 – Number of Data Requests, Publications, 


Reports, and Data Sets


Similar to new and repeat customers, the number of data 
requests, publications, reports, and data sets has bounced 
around between 75 and 125 per quarter.   
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10. TaxStats Internet Activity 
 


Definition: The number of visits to the TaxStats 
Internet site.  Visits are defined as the number of 
times a visitor came to TaxStats within a given 
period of time. 


 
The number of page views to the TaxStats Internet 
site.  When a visitor accesses a page, it requests all 
of the hits on that page, including the page itself.  In 
order to report the number of page views, the web 
site analysis software separates the page hits from 
the other hits.  These numbers make up the page 
view metric. 


 
 


Measure 10 – TaxStats Internet Activity


The redesign of the IRS.gov web site in 2005 might 
be the prevailing reason for the lack of a spike in 
TaxStats visits and page views during the 1st Quarter 
of 2006.
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11. RAS Intranet Web Activity  
 


Definition: The number of visits to the RAS 
Intranet site.  Visits are defined as the number of 
times a visitor came to RAS Intranet site within a 
given period of time. 


 
The second part of this measure is the number of 
page views to the RAS Intranet site.  When a visitor 
accesses a page, it requests all of the hits on that 
page, including the page itself.  In order to report 
the number of page views, the web site analysis 
software separates the page hits from the other hits.  
These numbers make up the page view metric. 


 
Measure 11 – Number of Visits and Page 


Views on RAS Web site


Data for this measure became available to RAS during 
the 3rd Quarter of 2003.  Results clearly reveal an 
aberration in data.  This spike was likely caused by 
Google search testing in June and July. 
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12. Number of mentions of SOI in major media. 
 


Definition: This indicates media coverage of SOI 
activities by mass media, such as the Washington 
Post, New York Times, Wall Street Journal, and 
Tax Notes. 


 


Measure 12 – Number of Mentions of RAS in Media
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Measure includes citations in the Wall Street Journal, 
Washington Post, New York Times, and Tax Notes. The 
number of media citations for SOI has remained fairly 
constant over the past two years.
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Federal Taxation of Inheritance and Wealth Transfers
Barry W. Johnson and Martha Britton Eller, Internal Revenue Service


n Introduction:  Inheritance and Taxation
For most of the 20th century and at key points


throughout American history, the Federal government
has relied on estate and inheritance taxes as sources of
funding.  The modern transfer tax system, introduced in
1916, provides revenue to the Federal government
through taxes on transfers of property between living
individuals--inter vivos transfers--as well as through a
tax on transfers of property at death.   Proponents of
transfer taxation embrace it both as a “fair” source of
revenue and as an effective tool for preventing the con-
centration of wealth in the hands of a few powerful fami-
lies.  Opponents claim that transfer taxation creates a
disincentive to accumulate capital and, thus, is detrimen-
tal to the growth of national productivity.  Controversy
over the role of inheritance in democratic society and
the propriety of taxing property at death is not new, but
is rooted firmly in arguments that have raged since
Western society emerged from its feudal foundations.
Central to both historic and current debate is the diver-
gent characterization of inheritance as either a “right”
or a “privilege.”    An understanding of these arguments,
and of the history surrounding the development of the
modern American transfer tax system, provides a foun-
dation for evaluating current debates and proposals for
changes to that system.


n Historical Overview
Taxation of property transfers at death can be traced


back to ancient Egypt as early as 700 B.C. (Paul, 1954).
Nearly 2,000 years ago, Roman Emperor Caesar
Augustus imposed the Vicesina Hereditatium, a tax on
successions and legacies to all but close relatives (Smith,
1913). Taxes imposed at the death of a family member
were quite common in feudal Europe, often amounting
to a family’s annual property rent.  By the 18th century,
stamp duties and registration fees on wills, inventories,
and other documents related to property transfers at death
had been adopted by many nations.


Inheritance in Early America:  English Foundations


American ideas concerning the rights of individu-
als in the new republic can be traced to the writings of
English philosopher John Locke.  Writing in the last half
of the 17th century, he suggested that each citizen was
born with certain natural, or God-given, rights;  chief
among those rights was property ownership.  Citizens
had a right to own as much property as they could em-
ploy their labor upon, but not to own excessive amounts
at the expense of the rest of society.  Further, he argued
that the right to bequeath accumulated property to chil-
dren was divinely ensured.   “Nature appoints the de-
scent of their [parent’s] property to their children who
then come to have a title and natural right of inheritance
to their father’s goods, which the rest of mankind can-
not pretend to” (Locke, 1988:207).  Likewise, Locke
felt that a father should inherit a child’s property if the
child died without issue.  If, however, a person died
without any kindred, the property should be returned to
society.  Government was established at the will of the
people and was charged with protecting these rights, ac-
cording to Locke.  However, government had an even
higher responsibility--to ensure the benefit of all soci-
ety.  When societal and individual rights clashed, sug-
gested Locke, it was the civil government’s duty to ex-
ercise its prerogative in order to ensure the common
good.


The idea that inheritance was a “natural right” was
refuted nearly a century later by English jurist William
Blackstone.  In his 1769 Commentaries on the Law of
England, Blackstone wrote that possession of property
ended with the death of its owner and, thus, there was
no natural right to bequeath property to successive gen-
erations.  Therefore, any right to control the disposition
of property after death was granted by civil law--not by
natural law--primarily to prevent undue economic dis-
turbances.  Thus, Blackstone concluded that the gov-
ernment had the right to regulate transfers of property
from the dead to the living.  His interpretation of law
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“has served as the legal foundations upon which death
taxes in Anglo-American tax systems rest” (Fiekowsky,
1959:22).


The belief that government was responsible for the
protection of the general good,  espoused by John Locke
and others, laid the foundation for the Utilitarian move-
ment in English social philosophy.   Jeremy Bentham,
one of the greatest proponents of Utilitarian philosophy,
rejected the idea of natural rights.  Instead, he stressed
the higher goal of ensuring the general welfare.  He and
his followers believed in a government that played an
active role in moving  society toward that goal.  Bentham,
therefore, advocated strong regulation of inheritances
“in order to prevent  too great an accumulation of wealth
in the hands of an individual” (Chester, 1982:18).


Yet, the idea of government actively engaged in pro-
moting the general welfare was rejected by economist
Adam Smith, a contemporary of both Blackstone and
Bentham and the father of classical economics.  Smith
believed that an unregulated economy, driven by the
natural interplay of selfish individual desires, would pro-
duce the greatest good for society.  While he seemed to
accept the government’s right to tax inheritances, he ar-
gued against it.  He called all taxes on property at death
“more or less unthrifty taxes, that increase the revenue
of the sovereign, which seldom maintains any but un-
productive labor, at the expense of the capital of the
people, which maintains none but productive” (Smith,
1913:684).  Later, economist David Ricardo, writing in
the early 19th century, reinforced the idea.  He suggested
that English probate taxes, legacy duties, and transfer
taxes “prevent the national capital from being distrib-
uted in the way most beneficial to the community”
(Ricardo, 1819:192).


These, then, are the somewhat divergent philoso-
phies from which Thomas Jefferson, in drafting the Dec-
laration of Independence, developed his idea of God-
given, or natural, rights that emphasize personal and po-
litical freedoms.  Jefferson argued that the use of prop-
erty was a natural right, but that the right was limited by
the needs of the rest of society.  Furthermore, he also
argued that property ownership ended at death.  While
he did not call for abolishing the institution of inherit-
ance, he did advocate a strong role for government in its


regulation.  As in other areas of American life, Jefferson
heavily influenced later thinking about property rights,
inheritance, and taxation by governmental bodies.


The Stamp Tax of 1797


In general, early American government adopted a
laissez-faire approach to the economy, an approach ad-
vocated by Adam Smith.  However, when Congress
needed to raise additional funds in response to the un-
declared naval war with France in 1794, it chose a death
tax as the source of revenue.  The Stamp Act of 1797
was enacted to finance the naval buildup necessary for
the national defense.  Federal stamps were required on
wills offered for probate, as well as on inventories and
letters of administration.  Stamps were also required on
receipts and discharges from legacies and intestate dis-
tributions of property (Zaritsky and Ripy, 1984).  Du-
ties were levied as follows:  10 cents on inventories and
the effects of deceased persons, and 50 cents on the pro-
bate of wills and letters of administration.  The stamp
tax on the receipt of legacies was levied on bequests
larger than $50, from which widows (but not widow-
ers), children, and grandchildren were exempt.  Bequests
between $50 and $100 were taxed 25 cents;  those be-
tween $100 and $500 were taxed 50 cents;  and, an ad-
ditional $1 was added for each subsequent $500 bequest.
In 1802, the crisis ended, and the tax was repealed (Re-
peal of Internal Tax Act, 1802).  In 1815, Treasury Sec-
retary Alexander Dallas proposed the resurrection of the
tax to provide revenue for the war with England.  The
Treaty of Ghent, however, ended the war while the tax
was still under consideration, and the tax was subse-
quently dropped (Zaritsky and Ripy, 1984).


In the years immediately preceding the war between
the States, revenue from tariffs and the sale of public
lands provided the bulk of the Federal budget.  Inherit-
ance taxes, however, were a source of revenue for many
States.  Early in the 19th century, Supreme Court Jus-
tices John Marshall and Joseph Story defended an
individual’s natural right to own property.  However,
their belief that inheritance was a civil, not a natural
right affirmed the States’ right to regulate inheritances
(Chester, 1982).  Later, U.S. Supreme Court Justice
Roger Taney, a Jackson appointee, described the inher-
itance tax in the case of Mager v. Grima (1850).  “If a
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State may deny the privilege [of inheritance] altogether,”
he wrote, it may, when it grants that privilege, “annex to
the grant any conditions, which it supposes to be re-
quired by its interests or policy” (49 U.S.:494).


The Tax Act of 1862


The advent of the Civil War again forced the Fed-
eral government to seek additional sources of revenue,
and a Federal inheritance tax was enacted in the Tax
Act of 1862.  However, the 1862 tax differed from its
predecessor, the stamp tax of 1797.  In addition to a
document tax on the probate of wills and letters of ad-
ministration, the 1862 tax package included a tax on the
privilege of inheritance.  Originally, the tax only applied
to the devise of personal property, and tax rates were
graduated based on the legatee’s relationship to the de-
cedent, not on the value of the bequest or size of the
estate.  Rates ranged from 0.75 percent of bequests to
ancestors, lineal descendants, and siblings to 5 percent on
bequests to distant relatives and those not related to the
decedent.  Estates of less than $1,000 were exempted, as
were bequests to the surviving spouse.  Bequests to chari-
ties were taxed at the top rate, despite pleas from many in
Congress that the tax should be used to encourage such
gifts (Office of Tax Analysis, 1963).  In addition, the stamp
tax ranged from 50 cents to $20 on estates valued up to
$150,000, with an additional $10 assessed on each $50,000
or fraction thereof over $150,000.


Far from a source of controversy, the inheritance
tax was praised in the Congressional Globe as a “large
source of revenue, which could be most conveniently
collected” (Office of Tax Analysis, 1963:2).  Senator
James McDougall of California argued that the tax was
the least burdensome alternative for raising needed rev-
enue because “those who pay it, never having had it,
never feel the loss of it” (Paul, 1954:15).  According to
The Internal Revenue Record, the 1862 tax was “one of
the best, fairest, and most easily borne [taxes] that po-
litical economists have yet discovered as applicable to
modern society” (1869:113).


The mounting cost of the Civil War led to the reen-
actment of the 1862 Revenue Act, with some modifica-
tions.  These changes, established in the Internal Rev-
enue Law of 1864, included the addition of a succession
tax--a tax on bequests of real property--and an increase
in legacy tax rates (see Table 1).  In addition, the tax
was applied to any transfers of real property made dur-
ing the decedent’s life for less than adequate consider-
ation, thus establishing the nation’s first gift tax.  Wed-
ding gifts were exempted.  Transfers of real property to
charities, again, were taxed at the highest rates.  Be-
quests to widows, but not widowers, were exempt from
the succession tax, as were bequests of less than $1,000
to minor children.


The end of the Civil War and subsequent discharge


Table 1:  1864 Dea th Tax Rates


Relationship Rates on Rates on Increase in legacies 


real property legacies over 1862


Lineal issue,  ancestors 1.00% 1.00% 0.25%


S iblings 2.00% 1.00% 0.25%


Descendants of siblings 2.00% 2.00% 0.50%


Uncle, aunt, and their descendants 4.00% 4.00% 1.00%


Great uncle, aunt, and their descendants 5.00% 5.00% 1.00%


Other relatives, not related 6.00% 6.00% 1.00%


Charities 6.00% 6.00% 1.00%
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of the debts associated with the war gradually eliminated
the need for extra revenue provided by the 1864 Act.
Therefore, in 1870, the inheritance tax was repealed (In-
ternal Tax Customs Duties Act).  The probate tax was
modified in 1867 to exempt all estates less than $1,000
(Internal Revenue Act of 1867), and repealed in 1872
(Customs Duties and Internal Revenue Taxes Act).
Between 1863 and 1871, the tax had contributed a total
of about $14.8 million to the Federal budget (see Table
2, Fiekowski, 1959).   In an important victory, the Su-
preme Court upheld the constitutionality of the Federal
inheritance tax in Scholey v. Revenue Service (1874).
The court ruled that the inheritance tax was not a direct
tax, but an excise tax authorized by Article 1, Section 8


was also advanced in the debates surrounding the struc-
ture of the inheritance tax (Paul, 1954).


Inheritance Taxation and the Industrial Revolution


The repeal of the Civil War inheritance tax was
achieved with little public notice.  However, inheritance
and the responsibility of government to ensure equal
opportunities for its citizenry would invoke intense de-
bates by the close of the century.  The postwar period
was one of unprecedented economic and population
growth.  It was also one that saw enormous changes in
the American way of life.  The industrial revolution was
at hand and, as Americans sought the fruits of mass pro-
duction, the growth of industry spurred the development
of large urban centers and provided new jobs for both
natural born citizens and the ever increasing number of
immigrants (Bruchey, 1988).


The growth of industrial America and, with it, the
prosperity of entrepreneurs who pioneered in the cre-
ation of new products and services came at a time when
declining prices for agricultural products were hurting
American farmers in the West and in the South.  The
wealth of the country became increasingly concentrated
in the hands of industrialists, as investments in stocks
began to supplant those in real estate.  Because tariffs
and real estate taxes formed the basis of government
finances at the Federal and State levels, the burden of
supporting government fell disproportionately on farm-
ers, while the wealth of the industrial giants was rela-
tively untouched.  These events brought about a series
of important political and social movements, including
a renewed discussion of the institution of inheritance
(Paul, 1954).


In Europe, the growing discontent with the concen-
tration of national wealth in the hands of a relatively
few privileged families, and with the perpetuation of that
wealth through bequests, coincided with the rise of com-
munism (Chester, 1982).  In England, economist John
Stuart Mill (1929) urged limits on the rights of individu-
als to bequeath property to heirs.  He argued that inher-
itance of property had its roots in feudal society where
land was used, but not owned, by the family.  The death
of a family member had little effect on the use of the
land.  This was not the case in “modern” society where


of the Constitution.


The 1864 Act, although altered by subsequent leg-
islation, introduced several features, which later formed
the foundation of the modern transfer tax system.  Some
of these features included the exemption of small es-
tates, the taxation of certain lifetime transfers that were
testamentary in nature, and the special treatment of be-
quests to the surviving spouse.  The idea of using tax
policy to encourage bequests to charitable organizations


Table 2:  Death Tax Receipts, Total Tax Receipts


in the United States, for Fiscal Years 1863-1871
 


Total tax Death tax Death taxes  


Year receipts receipts as a percentage


(millions) (millions) of total taxes


1863 41.0 0.1 0.1%


1864 117.1 0.3 0.3%


1865 211.1 0.5 0.3%


1866 310.9 1.2 0.4%


1867 265.9 1.9 0.7%


1868 191.2 2.8 1.5%


1869 160.0 2.4 1.5%


1870 185.2 3.1 1.7%


1871 144.0 2.5 1.7%
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grown children left their parents’ homes and pursued
independent lives and, therefore, no longer held a claim
on their parents’ property.  Mill, therefore, proposed “fix-
ing a limit to what anyone may acquire by mere favor of
others without exercise of his facilities,” adding that “if
he desires any further accession of fortune, he shall work
for it” (Mill, 1994:35).  Thus, Mill condoned a gradu-
ated tax on inheritances as a proper limiting mechanism.
In agreement with Locke and Bentham, he proposed
eliminating bequests to non-family members.


In America, the populist movement was also call-
ing for limits on inheritance and changes in tax laws to
make the very wealthy “pay their fair share.”  Writers
such as Joseph Kirkland, Mark Twain, William Dean
Howells, and others were addressing the evils of capi-
talism and the plight of the farmer.  Reformers such as
Joseph Pulitzer, publisher of the New York World, em-
braced the cause of the people rather than that of “purse-
proud potentates” (Paul, 1954:30).  Pulitzer urged the
elimination of tariffs, since tariffs protected businesses
and their owners from competition and put the burden
of taxation disproportionately on consumers.  That sen-
timent was echoed by many in Congress, including Con-
gressman Henry George, who advocated an income tax
in “an attempt to tax men on what they have, not on
what they need”  (Paul, 1954:31).  Other reformers, such
as Charles Bellamy, a utopian socialist writing in 1884,
called for limits on inheritance, especially a limit on the
amount of property that could be distributed by will
(Chester, 1982).  “Steep [inheritance] taxes ... would
decrease the number of social drones,” according to Pro-
fessor Gustavus Meyer, author of The Ending of He-
reditary American Fortunes.  “Heirs would have less
funds to indulge in lavish expenditures,  and the tax bur-
den would be shifted from the laboring and consuming
public” (Office of Tax Analysis, 1963:7).  Richard T.
Ely, author of Taxation in American States and Cities,
hailed the inheritance tax as a tax that was “in accord
with the principles of Jeffersonian Democracy and with
the teachings of some of the best modern thinkers on eco-
nomic and social topics” (Office of Tax Analysis, 1963:7).


One of the outstanding proponents of a substantial
Federal inheritance tax was industrialist Andrew
Carnegie.  In his essay, “The Gospel of Wealth,” he ad-
vised that “the thoughtful man” would rather leave his


children a curse than the “almighty dollar” (Carnegie,
1962:21).  The parent who leaves his son enormous
wealth generally deadens the talents and energies of the
son and tempts the son to lead a less useful and less
worthy life than he otherwise would, according to
Carnegie.  He did not advocate leveling the wealth dis-
tribution, however.  Rather, he strongly believed that
individuals should be encouraged to amass great wealth
and spend it, not on opulent living, but on important,
carefully planned works for the public good.  Carnegie
also advocated a confiscatory inheritance tax, which, he
suggested, would force the wealthy to be more attentive
to the needs of the state--to use their money for noble
causes during their lifetimes.  Dismissing arguments that
a large inheritance tax would diminish the incentive to
accumulate wealth, Carnegie maintained that, for the
class whose ambition it is to leave great fortunes, “it
will attract even more attention, and, indeed, be a some-
what nobler ambition, to have enormous sums paid over
to the State from their fortunes” (Carnegie, 1962:22).


Defenders of material accumulation and of the right
to bequeath wealth to successive generations found ref-
uge in the philosophy of Social Darwinism.  Related to
the writings of the naturalist Charles Darwin, Social
Darwinism was first proposed in England by Herbert
Spencer and was later popularized by William Graham
Sumner in the United States.  Foremost, Sumner argued
that government should not interfere with an individual’s
natural right to struggle for survival.  Therefore, he saw
no problem with inequalities in the concentration of
wealth that arose through the course of that struggle.
Those who wanted either to limit the ability to accumu-
late wealth or to limit the amount of that wealth, which
might be passed on to future generations, were, accord-
ing to Sumner, merely envious of the wealthy and had
no right to dictate social policy (Chester, 1982).  Sumner
viewed a competitive economy as an essential component
of a democratic society.  Indeed, the discipline imposed by
competition was viewed widely as a necessary mechanism
for the development of character (Bruchey, 1988).


Reformers achieved the passage of the Income Tax
Act of 1894.  The value of all personal property acquired
by gift or inheritance was included in this graduated tax,
which had a top rate of two percent.  Critics of the tax
heralded it as a blow to American democracy and pre-
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dicted that it would ultimately lead to anarchy.  Econo-
mist David A. Wells called it “a system of class legisla-
tion, full of the spirit of communism,” while the North
American Review called it the fulfillment of the “wild-
est socialist dream” (Paul, 1954:34).  The income tax
was quickly appealed to the United States Supreme Court
in the case of Pollock v. Farmers Loan and Trust Com-
pany (1895) and declared unconstitutional as an
unapportioned direct tax.


Estate Tax of 1898


In 1898, progressive reformers--still stinging from
the defeat of the Federal income tax--proposed a Fed-
eral death tax as a means to raise revenue for the Span-
ish-American War.  Unlike the two previous Federal in-
heritance and probate taxes levied in times of war, the
1898 tax proposal provoked heated debate.  Supporters
of the tax, including Congressman Oscar Underwood of
Alabama, used the debate to further their populist agenda.
“The inheritance tax is levied on a class of wealth, a
class of property, and a class of citizens that do not oth-
erwise pay their fair share of the burden of government,”
Underwood said (Office of Tax Analysis, 1963:11).
However, conservatives, such as Congressmen Henry
Cabot Lodge and Steven Elkins, opposed the tax.  They
suggested that the tax would force businesses to liqui-
date their assets and would destroy incentives to accu-
mulate wealth, incentives which were essential to the
growth of capital markets (Paul, 1954).


Despite strong opposition, the inheritance tax was
made law by the War Revenue Act of  1898.  A duty on
the estate itself, not on its beneficiaries, the 1898 tax
served as a precursor to the present Federal estate tax.
Rates of tax ranged from 0.75 percent to 15 percent,
depending both on the size of the estate and on the rela-
tionship of legatee to decedent (see Table 3).  Only per-
sonal property was subject to taxation.  A $10,000 ex-
emption was provided to exclude small estates from the
tax;  bequests to the surviving spouse were also excluded.


In the case Knowlton v. Moore, the U.S. Supreme
Court declared the constitutionality of the 1898 inherit-
ance tax.  The 1898 Act was amended in 1901 to ex-
empt certain gifts from inheritance taxation, including
gifts to charitable, religious, literary, and educational or-
ganizations and gifts to organizations dedicated to the
encouragement of the arts and the prevention of cruelty
to children (War Revenue Reduction Act, 1901).  The
end of the Spanish-American War came in 1902, and
opponents of the tax wasted no time in exacting its re-
peal later that year (War Revenue Repeal Act, 1902).
Although short-lived, the tax raised about $14.1 million
(see Table 4, Fiekowsky, 1959).


Prelude to the Modern Estate Tax:  1900-1916


The years immediately preceding and following the
turn of the 20th century saw an unprecedented number
of mergers in the manufacturing sector of the economy.


Table 3:  1898 Dea th T a x Rates


$10,000 $25,000 $100,000 $500,000 $1,000,000


Relationship under under under under o r


$25,000 $100,000 $500,000 $1,000,000 more


Lineal issue, ancestors, siblings 0.75% 1.125% 1.50% 1.875% 2.25%


Descendants  o f siblings 1.50% 2.25% 3.00% 3.75% 4.50%


Uncle, aunt, and the ir descendants   3.00% 4.50% 6.00% 7.50% 9.00%


Great uncle, aunt, and their descendants 4.00% 6.00% 8.00% 10.00% 12.00%


All  others 5.00% 7.50% 10.00% 12.50% 15.00%


N o te :  Estates under $10,000 were exempt from the  tax.
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A new form of ownership, the holding company, caught
on and, by 1904, was responsible for 86 percent of large
mergers (Bruchey, 1988).  The result of these mergers
was a concentration of wealth in a few powerful compa-
nies and in the hands of the businessmen who headed them.
Along with such wealth came great political power, and
the rise of plutocracy fueled the growth of the progres-
sive movement into the early part of the 20th century.


The debate that had surrounded the enactment and
repeal of both the 1894 income tax and the 1898 inher-
itance tax gave new credence to the idea of Federal taxes
as a means of addressing societal inequalities.  Under
the influence of Carnegie and others, the general public
accepted the notion that large inheritances lead to idle-
ness and profligacy, states which contradicted their Pu-
ritanical world view.  America was founded on the be-
lief that each citizen should begin life with an equal op-
portunity to succeed and that the economic well-being
of the community required that each member earn his
or her own living (Bittker, 1990).  The inheritance tax
was proclaimed an appropriate tool for ensuring the ful-
fillment of this manifesto.


By 1906, the progressive movement had an ally in
the White House.  President Theodore Roosevelt, in his
annual message to Congress, endorsed an inheritance
tax and suggested that its “primary objective should be
to put a constantly increasing burden on the inheritance
of those swollen fortunes, which it is certainly of no
benefit to this country to perpetuate”  (Bittker, 1990:3).
In the spring of that year, he again called for a progres-


sive tax on all fortunes beyond a certain amount, either
given during life or devised or bequeathed at death.  The
tax would be directed at “malefactors of great wealth,
the wealthy criminal class,” according to Roosevelt
(Paul, 1954:88).  Later in 1906, he endorsed both an
inheritance tax and a graduated income tax.  However,
he was unable to convince a majority of the Congress to
enact the reforms (Bittker, 1990).


In 1909, newly elected President Taft, although un-
enthusiastic about an income tax, endorsed the inherit-
ance tax.  A special session of Congress was called in
March 1909 to address the revenue needs that had arisen
due, in part, to the bank panic of 1907.  In that session,
Representative Sereno Payne, the Republican chairman
of the House Ways and Means Committee, proposed a
graduated inheritance tax.  The tax was both correct in
principle and easy to collect, according to Payne (Paul,
1954).  However, after the enactment of a corporate ex-
cise tax, the inheritance tax was dropped by the U.S.
Senate.  Efforts to enact an income tax that year were
also derailed.


The debate over the institution of inheritance, as well
as debate over the most suitable source of Federal rev-
enues, continued until the passage of the 16th Amend-
ment to the Constitution.  With the 16th Amendment
came the enactment of the Federal income tax.  The es-
tablishment of a national income tax served, at least tem-
porarily, to pacify the public’s need to redress the in-
equalities in wealth, which arose as a result of America’s
industrialization (Office of Tax Analysis, 1963).  How-
ever, the election of Woodrow Wilson in 1912 would
serve as a catalyst to the eventual passage of a perma-
nent Federal estate tax.


In his inaugural address, President Wilson pledged
to ensure equality of opportunity for every American.
According to Wilson, government was an instrument to
be used by people to promote the general welfare (Paul,
1954).  Espousing that view, he instituted a number of
reforms, including the Clayton Act (1914), which pro-
hibited unfair labor practices, and the Federal Reserve
Act.  Wilson also created the Federal Land Bank, which
made low interest loans to farmers.  He opposed high
tariffs and, at the advent of World War I, he moved to
eliminate such tariffs on U.S. allies.  The elimination of


Table 4:  Death Tax Receipts, Total Tax Receipts


in the United States, for Fiscal Years, 1899 - 1902


Total tax Death tax Death taxes


Year receipts receipts as a percentage


(millions) (millions) of total taxes


1899 273.5 1.2 0.5%
1900 295.3 2.9 1.0%


1901 306.9 5.2 1.7%


1902 271.9 4.8 1.8%
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tariffs caused a loss of Federal revenue, a loss that was
amplified by the buildup of armaments and supplies fol-
lowing the sinking of the U.S. passenger ship Lusitania.
Facing a deficit of $177 million, Congress was forced
to find additional sources of revenue, and, once again, a
form of inheritance tax was considered a prime candi-
date (Office of Tax Analysis, 1963).


n The Modern Estate Tax
In May 1916, Representative Cordell Hull of Ten-


nessee introduced a proposal for a Federal estate tax in
response to what he called “an irrepressible conflict”
between the rich and the poor.  He suggested that, com-
pared to the non-wealthy, the wealthy should pay a larger
share of the cost of government.  Hull proposed an ex-
cise tax on estates prior to the transfer of assets to the
beneficiaries, rather than an inheritance tax.  This, ac-
cording to Hull, would form “a well-balanced system of
inheritance taxation between the Federal government and
the various States” and could be “readily administered
with less conflict than a tax levied upon the shares” (Paul,
1954:107).  While an inheritance tax, with graduated
rates for each recipient, encourages greater dispersion
of the estate, the proposed estate tax eliminated the bur-
den imposed by an inheritance tax on estates with fewer
beneficiaries (Bittker, 1990).


Understandably, reaction to Hull’s estate tax was
mixed.  Having long advocated limits on inheritance,
prominent economists such as John A. Ryan, Richard
T. Ely, Wilford F. King, and E.R.A. Seligman supported
the estate tax.  In contrast, the New York Times declared
the tax a “frank project of confiscation.”  Harvard econo-
mist C.J. Bullock called it a “fiscal crime” (Paul,
1954:108).  However, on September 8, 1916, Congress
enacted an estate tax that would survive, in large part, to
the present (Revenue Act of 1916).


The Revenue Act of 1916


The Federal estate tax was applied to net estates,
defined as the total property owned by a decedent, the
gross estate, less deductions.  While a $50,000 exemp-
tion was allowed for all residents, the exemption was


not available to nonresidents owning taxable property
in the United States.  This relatively high filing thresh-
old was adopted in deference to the right of States to tax
small estates.  According to the Act of 1916, the gross
estate included all property, both personal and real,
owned by a decedent; life insurance payable to the es-
tate; transfers made for inadequate consideration;  trans-
fers made in contemplation of death--within two years
of death;  and transfers that took effect on or after death.
Also included in the gross estate was all joint property,
unless proof could be supplied supporting the contribu-
tion of the co-owner.  A deduction was allowed for ad-
ministrative expenses and losses, debts, claims, and fu-
neral costs, as well as for expenses incurred for the sup-
port of the decedent’s dependents during the estate’s ad-
ministration.  The tax rates were graduated from one
percent on the first $50,000 of net estate to ten percent
on the portion exceeding $5 million.  According to the
act, taxes were due one year after the decedent’s death,
and a discount of five percent of the amount due was
allowed for payments made within one year of death.  A
late payment penalty of six percent was assessed unless
the delay was deemed “unavoidable.”


The 1916 estate tax was appealed to the United States
Supreme Court in New York Trust Company v. Eisner.
The plaintiff argued that, unlike the earlier inheritance
taxes that applied only to the receipt of property, the
new estate tax was an infringement on the States’ right
to regulate the process of transferring property at death.
Justice Oliver Wendell Holmes, in upholding the tax,
reasoned that, “if a tax on property distributed by the
laws of a State, determined by the fact that distribution
has been accomplished, is valid, a tax determined by the
fact that distribution is about to begin is no greater inter-
ference and is equally good” (256 U.S.:348).  Thus, the
Federal estate tax became a lasting component of the
Federal tax system.


Significant Tax Law Changes:  1916 to Present


Since its inception in 1916, the basic structure of
the modern Federal estate tax, as well as the law from
which it is derived, has remained largely unchanged.
However, in the eight decades that followed the Rev-
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enue Act of 1916, the U.S. Congress has enacted sev-
eral important additions to, and revisions of, the mod-
ern estate tax structure (see Figure 1).  There have also
been occasional adjustments to the filing thresholds, tax
brackets, and marginal tax rates (see Table 5).  The first
such addition was a tax on inter vivos gifts, a gift tax,
introduced by the Revenue Act of 1924.  The new tax
was imposed because Congress realized that wealthy in-
dividuals could avoid the estate tax, invoked at death,
by transferring wealth during their lifetimes.  That is,
due to inter vivos giving, the estate tax’s inherent ca-
pacity to redistribute wealth accumulated by large es-
tates was effectively circumvented, and a source of rev-
enue was removed from the Federal government’s reach.
The Congressional response was a gift tax applied to
lifetime transfers.


The first Federal gift tax was short-lived, however.
Due to strong opposition to estate and gift taxes during
the 1920’s, the gift tax was repealed by the Revenue
Act of 1926 (Zaritsky and Ripy, 1984).  Then, just six
years later, when the need to finance Federal spending
during the Great Depression outweighed opposition to
gift taxation,  the Federal gift tax was reintroduced by
the Revenue Act of 1932 (Zaritsky and Ripy, 1984).  A
donor could transfer $50,000 free of tax over his or her
lifetime with a $5,000-per-donee annual exclusion from
gift tax.


The Revenue Act of 1935 introduced the optional
valuation date election.  While the value of the gross
estate at the date of death determined whether an estate
tax return had to be filed, the act allowed an estate to be
valued, for tax purposes, one year after the decedent’s
death.  With this revision, for example, if the value of a
decedent’s gross estate dropped significantly after the
date of death--a situation faced by estates during the
Depression--the executor could choose to value the es-
tate at its reduced value after the date of death.  The
optional valuation date, today referred to as the alter-
nate valuation date, was later changed to six months af-
ter the decedent’s date of death.


Most outstanding among the pre-1976 changes to
estate tax law was the estate and gift tax marital deduc-
tions, as well as the rule on “split gifts” introduced by


the Revenue Act of 1948.  Indeed, the estate tax marital
deduction, as enacted by the 1948 Act, permitted a
decedent’s estate to deduct the value of property pass-
ing to a surviving spouse, whether passing under the
will or otherwise (Zaritsky and Ripy, 1984).  However,
the deduction was limited to one-half of the decedent’s
adjusted gross estate--the gross estate less debts and ad-
ministrative expenses.  In a similar manner, the gift tax
marital deduction allowed a “donor [spouse] to deduct
one-half of the interspousal gift, other than a gift of com-
munity property” (Zaritsky and Ripy, 1984:16).  Fur-
ther, the Act of 1948 introduced the rule on “split-gifts,”
which permitted a non-donor spouse to act as donor of
half the value of the donor spouse’s gift.  The rule on
split gifts effectively permitted a married couple to trans-
fer twice as much wealth tax free in a given year.


With few other exceptions, the Congressional
Record remained free of reference to the estate tax and
the entire transfer tax system until the enactment of the
Tax Reform Act (TRA) of 1976.  By creating a unified
estate and gift tax framework that consisted of a “single,
graduated rate of tax imposed on both lifetime gift and
testamentary dispositions” (Zaritsky and Ripy, 1984: 18),
the act eliminated the cost differential that had existed
between the two types of giving.  Prior to the act, “it
cost substantially more to leave property at death than
to give it away during life” (Bittker, 1990:20) due to the
lower tax rate applied to inter vivos gifts.  The Tax Re-
form Act of 1976 also merged the estate tax exclusion
and the lifetime gift tax exclusion into a “single, unified
estate and gift tax credit, which may be used to offset
gift tax liability during the donor’s lifetime but which, if
unused at death, is available to offset the deceased
donor’s estate tax liability” (Zaritsky and Ripy, 1984:18).
An annual gift exclusion of $3,000 per donee was re-
tained.


The 1976 tax reform package also introduced a tax
on generation-skipping transfers (GST’s).  Prior to pas-
sage of the act, a transferor, for example, could create a
testamentary trust and direct that the income from the
trust be paid to his or her children during their lives and
then, upon the children’s deaths, that the principal be
paid to the transferor’s grandchildren.  The trust assets
included in the transferor’s estate would be taxed upon
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1916 - Estate tax enacted


1924 - Gift tax enacted
           State death tax credit
           Revokable transfers
           included


1926 - Gift tax repealed
1932 - Gift tax reintroduced
           Additional estate tax


1935 - Alternate valuation


1948 - Marital deduction replaced
             1942 community prop. rules


1976 - Unified estate and gift tax
           Generation-skipping transfer tax (GST)
           Orphan deduction
           Carryover basis rule
           Special valuation and payment rules 
             for small business and farms
           Increased marital deduction


1980 - Carryover rule repealed
1981 - Unlimited marital deduction
            Full value pension benefits, but
            only 1/2 joint property included
            Orphan deduction repealed 1986 - ESOP deduction


           GST modified


1987 - Phaseout of graduated rates and
             unified credit for estates over 
             $10 million


1988 -QTIP allowed for marital deduction
          Estate freeze and GST modified


1989 - ESOP deduction dropped


1990 - Estate freeze rules replaced


1954 - Most life insurance, unless decedent
              never owned, included


Figure 1:  Significant Tax Law Changes, 1916 - 1995


1995


1918 - Spouse's dower rights,
              Exercised general powers of appointment, and
              Insurance payable to estate and insurance 
              over 40,000 to beneficiaries included
              Charitable deduction


1942 - Insurance paid for by decedent,
              Powers of appointment (not limited) and
              Community property unless spouse contributed
              included


1951 - Powers of appointment rule relaxed
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Table 5:  Estate Tax Law Changes Affecting Filing Requirements and Tax Rates, 1916-1995


Basic  tax Supplemental  tax


Year Exemption Initial rate Top rate Top bracket Exemption Initial rate Top rate Top bracket


1916 50,000 1 10 5,000,000


1917 50,000 2 25 10,000,000


1918-23 50,000 1 25 10,000,000


1924-25 50,000 1 40 10,000,000


1926-31 100,000 1 20 10,000,000


1932-33 100,000 1 20 10,000,000 50,000 1 45 10,000,000


1934 100,000 1 20 10,000,000 50,000 1 60 10,000,000


1935-39 100,000 1 20 10,000,000 40,000 2 70 50,000,000


1940 a 100,000 1 20 10,000,000 40,000 2 70 50,000,000


1941 100,000 1 20 10,000,000 40,000 3 77 10,000,000


1942-53 100,000 1 20 10,000,000 60,000 3 77 10,000,000


1954-76 60,000 3 77 10,000,000  


1977 b 120,000 18 70 5,000,000


1978 134,000 18 70 5,000,000


1979 147,000 18 70 5,000,000


1980 161,000 18 70 5,000,000


1981 175,000 18 70 5,000,000


1982 225,000 18 65 4,000,000


1983 275,000 18 60 3,500,000


1984 325,000 18 55 3,000,000


1985 400,000 18 55 3,000,000


1986 500,000 18 55 3,000,000


1987-95 c,
d 600,000 18 55 3,000,000


a.  10% war surtax added.
b.  Unified credit replaces exemption.
c.  Tax rate was to be reduced to 50% on amounts beginning in 1988, but was postponed until 1992, 
          then repealed retroactively in 1993 and set permanently to the 1987 levels.
d.  Graduated rates and unified credits phased out for estates over $10,000,000.
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the transferor’s death.  Then, any trust assets included
in the grandchildren’s estates would be taxed at their
deaths.  However, the intervening beneficiaries, the
transferor’s children in this example, would pay no es-
tate tax on the trust assets, even though they had en-
joyed the interest income derived from those assets.
Congress responded to the GST tax leakage in the Tax
Reform Act of 1976.  The act added a series of rules,
applied to GST’s valued at more than $250,000, which
were designed to treat the termination of the interven-
ing beneficiaries’ interests as a taxable event (Zaritsky
and Ripy, 1984).  In 1986, Congress simplified the GST
tax rates and increased the amount a grantor could trans-
fer into a GST tax free, from $250,000 to $1 million.
As with the gift tax exclusion, “married persons may
combine their [GST tax] exemptions, thus allowing the
couple a $2,000,000 exemption” (Bittker 1990:31).
Overall, the GST tax “ensures that the transmission of
hereditary wealth is taxed at each generation level”
(Bittker, 1990: 30).


The Economic Recovery Tax Act (ERTA) of 1981
brought several notable changes to estate tax law.  Prior
to 1982, the marital deduction was permitted only for
transfers of property in which the decedent’s surviving
spouse had a terminable interest--an interest that grants
the surviving spouse power to appoint beneficiaries of
the property at his or her own death.  Such property is,
ultimately, included in the surviving spouse’s estate.
However, the ERTA of 1981 allowed the marital de-
duction for life interests that were not terminable, as long
as the property was “qualified terminable interest prop-
erty” (QTIP), defined as “property in which the [surviv-
ing] spouse has sole right to all income during his or her
life, payable at least annually, but no power to transfer
the property at death” (Johnson, 1994:60).  To utilize
the deduction, however, the QTIP must be included in
the surviving spouse’s gross estate.  The 1981 Act also
introduced unlimited estate and gift tax marital deduc-
tions, thereby eliminating quantitative limits on the
amount of estate and gift tax deductions available for
interspousal transfers.


The ERTA of 1981 increased the unified transfer
tax credit, the credit available against both the gift and
estate taxes.  The increase, from $47,000 to $192,800,
was to be phased in over six years, and the increase would


effectively raise the tax exemption from $175,000 to
$600,000 over the same period (Johnson, 1990:20).  The
ERTA of 1981 also raised the annual gift tax exclusion
to $10,000 per donee;  an unlimited annual exclusion
from gift tax was allowed for the payment of a donee’s
tuition or medical expenses (Bittker, 1990).  Finally,
through ERTA, Congress enacted a reduction in the top
estate, gift, and generation-skipping transfer tax rates
from 70 percent to 50 percent, applicable to transfers
greater than $2.5 million.  The reduction was to be phased
in over a four-year period.  However, later legislation--
both the Deficit Reduction Act of 1984 and the Rev-
enue Act of 1987--delayed the decrease in the top tax
rate from 55 percent to 50 percent until after December
31, 1992.  Then, in 1993, Congress again revised the
top tax rate schedule, imposing a marginal tax rate of 53
percent on taxable transfers between $2.5 million and
$3 million and a maximum marginal tax rate of 55 per-
cent on taxable transfers exceeding $3 million.  The
higher rates were applied retroactively to January 1, 1993
(Legislative Affairs, 1993).


The Revenue Act of 1987, also called the Omnibus
Budget Reconciliation Act of 1987, introduced legisla-
tion to eliminate estate tax avoidance schemes known
as “estate freezes.”  An estate freeze “involved division
of ownership of a business into two parts:  a frozen in-
terest and a growth interest” (Miller, 1988:1336).  By
selling or giving away the growth interest, the interest
that held the potential for becoming valuable if the busi-
ness prospered, “a taxpayer could maintain control of
the business and continue to enjoy the income from the
business while excluding any future appreciation in its
value from his gross estate” (Miller, 1988:1336).  The
1987 legislation mandated treating the transferor’s fro-
zen interest as a retained life estate in the growth inter-
est that was transferred.  Therefore, the growth interest
would be included in the owner’s gross estate upon his
or her death.  In 1988, with the passage of the Technical
and Miscellaneous Revenue Act, Congress revised its
antifreeze legislation to include a different, and stricter,
approach toward the valuation of business interests trans-
ferred prior to death (Miller, 1988).  These rules, how-
ever, proved to be too restrictive.  The Revenue Recon-
ciliation Act of 1990 repealed all prior estate-freeze leg-
islation and, in its place, substituted strengthened gift
tax rules dealing with the valuation of the growth inter-
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est at the time of the transfer.  The 1990 Act also estab-
lished specific rules for valuing the retained interest for
estate tax purposes (Johnson, 1994).


Current Estate Tax Law


According to current estate tax law, a Federal estate
tax return must be filed for every deceased U.S. citizen
whose gross estate valued on the date of death, com-
bined with adjusted taxable gifts made by the decedent
after December 31, 1976, and total specific exemptions
allowed for gifts made after September 8, 1976, equals
or exceeds $600,000.  The estates of nonresident aliens
must also file if property held in the United States ex-
ceeds $60,000.  All of a decedent’s assets, as well as the
decedent’s share of jointly owned and community prop-
erty assets are included in the gross estate for tax pur-
poses.  Also considered are most life insurance proceeds,
property over which the decedent possessed a general
power of appointment, and certain transfers made dur-
ing life that were (1) revokable or (2) made for less than
full consideration.  An estate is allowed to value assets
on a date up to six months after a decedent’s death if the
value of assets declined during that period.  Special valu-
ation rules and a tax deferment plan are available to an
estate that is primarily comprised of a small business or
farm.


Expenses and losses incurred in the administration
of the estate, funeral costs, and the decedent’s debts are
allowed as deductions against the estate for the purpose
of calculating the tax liability.  A deduction is also al-
lowed for the full value of bequests to the surviving
spouse, including bequests in which the spouse is given
only a life interest, subject to certain restrictions.  Be-
quests to charities are also fully deductible.  A unified
tax credit of $192,800 is allowed for every decedent
dying after December 31, 1986.  Credits are also allowed
for death taxes paid to States and other countries, as well
as for any gift taxes the decedent may have paid during
his or her lifetime.  The estate tax return (Form 706)
must be filed within nine months of the decedent’s death
unless a six-month extension is requested and granted.
Taxes owed for generation-skipping transfers in excess
of the decedent’s $1-million exemption and taxes on
certain retirement fund accumulations are due concur-
rent with any estate tax liability.  Interest accumulated


on U.S. Treasury bonds redeemed to pay these taxes is
exempt from taxation.


n Transfer Taxes and Estate Planning
As the Federal transfer tax system has become more


complex, individuals have increasingly turned to estate
planners for tax minimization strategies.  Estate plan-
ners, in turn, keep their clients apprised of tax law
changes, which may have an adverse effect on testa-
mentary arrangements already in place.  This has made
estate-planning more of a process than a one-time event.
Tax law provisions can have a significant impact on both
the ownership of assets during one’s lifetime and the
disposition of an estate at death.  Occasionally, legisla-
tive intervention is specifically intended to influence
bequest patterns.  Such was the case with the enactment
of the generation-skipping transfer tax.  In other in-
stances, changes in the tax code seeking to provide re-
lief to specific segments of the population or those made
in response to revenue needs will have a bequest effect.
Allowable deductions, tax credits, and tax rates all play
a role in bequest decisions.


Tax law changes associated with the Economic Re-
covery Tax Act (ERTA), which applied to decedents
dying on or after January 1, 1982, provided for an un-
limited deduction from the value of the gross estate for
bequests to a surviving spouse; prior to that, the deduc-
tion was limited to one-half the adjusted gross estate.
Figure 2 shows the full value of property bequeathed to
surviving spouses as a percentage of the decedents’ dis-
tributable estates (total gross estate less expenses; debts;
and Federal, State, and foreign death taxes) for selected
years between 1972 and 1992.  The percentage rises from
about 60 percent prior to 1982 to about 70 percent after
1982 and passage of ERTA.  This suggests a significant
change in bequest behavior among married persons, with
more property passing to the surviving spouse and, per-
haps, a reduction in the amount bequeathed to others,
including children and charities.  Careful estate plan-
ning, however, may allow a decedent to take advantage
of tax avoidance strategies and maintain his or her be-
quest goals.  A popular strategy is to form a trust known
as an “A-B trust.”  Here, the estate planner creates one
trust in the amount of the decedent’s tax exemption
($600,000), sometimes called a Unified Credit Trust, and
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puts the rest of the estate into a second, usually larger,
QTIP (Qualified Terminable Interest Property) trust.
Income from both trusts is directed to the surviving
spouse for life.  However, the smaller trust is really set
aside for the children.  The surviving spouse is typically
given more access to the principal of the second trust
and may have limited powers to appoint beneficiaries.
Upon the death of the second spouse, the remainder
passes to the children.  Thus, the first decedent takes
advantage of the unlimited marital deduction but ensures
that the children will eventually benefit from the estate.


The value of property bequeathed to charities, as
well as the number of decedents making gifts to chari-
ties, declined after ERTA (see Figure 3).  This may rep-
resent a shift in bequests from charities to the surviving
spouse as a result of the unlimited marital deduction.  A


reduction in the top tax rate from 77 percent and in-
creases in the unified credit since 1977 may also ex-
plain the decrease in charitable bequests.  Studies of
charitable giving at death have shown that tax rates seem
to exert an influence on the size of charitable bequests,
as well as on the number of charitable organizations
named as beneficiaries (Joulfaian, 1991).  This is so be-
cause the amount of tax savings attributable to the de-
duction decreases as rates decline.  Charitable bequests
from decedents with relatively small- and medium-sized
estates seem particularly sensitive to changes in the rate
structure (Boskin, 1976;  Clotfelter, 1985).


Federal estate taxes also encourage individuals to
begin transferring wealth well before death in order to
minimize the size of their estates.  Lifetime giving may
be an important component of an individual’s overall


Figure 2:  Marital Bequests as a Percentage of Distributable  
                Estate, 1972 -1995, for Married Decedents with Estates
                of $600,000 or More in Constant 1987 Dollars
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bequest strategy.  Federal gift tax law allows a donor to
make annual gifts up to $10,000 per donee without in-
curring a transfer tax liability;  married couples are al-
lowed up to $20,000 per donee.  Children are usually
the primary recipients of these transfers.  There are a
variety of trust instruments and financial arrangements
that may be used in conjunction with gift giving to re-
move assets from the estate.  These affect the timing
and the amount of the tax liability, as well as the types
of assets and degree of ownership eventual beneficia-
ries receive.


n Current Transfer Taxation:  Criticisms
and Proposals
Eight decades since the introduction of the modern


Federal estate tax, and two centuries since discussions
of inheritance and taxation first appeared in America,


the current transfer tax system, including estate, gift, and
generation-skipping transfer taxes, remains a topic of
Congressional, academic, and popular discourse.  Fur-
ther, the fundamental tenets of current discussions find
their roots in the historic arguments of early thinkers,
such as Adam Smith, David Ricardo, and Jeremy
Bentham.  Although the transfer tax system is often cited
as a negative influence on the accumulation of capital
stock in the U.S. economy, as well as a negative influ-
ence on the vitality of small business, the system is pre-
served in a form that differs little from its origins.


The scope of the transfer tax system, as measured
by Federal revenue flows, is quite narrow.  While it is
reasonable to argue that a Federal tax is levied, at least
in part, for its contribution to Federal budget inlays, the
revenue derived from estate and gift taxes does not con-
tribute significantly to total budget receipts.  “Taxes on


Figure 3:  Charitable Bequest Data, 1962-1995, for Estates of 
                $600,000 or More in Constant 1987 Dollars


Note:  Distributable estate is total gross estate, less expenses, debts, Federal, 
State, and foreign death taxes
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property transfers have never provided significant rev-
enues in this country and have been reduced to an insig-
nificant proportion in recent years,” according to econo-
mist Joseph A. Pechman, former senior fellow at the
Brookings Institution  (1983:226;  see Figure 4).  With
few exceptions, revenue from Federal estate and gift
taxes has lingered between one and two percent of Fed-
eral budget receipts since World War II, reaching a post-
war high of 2.6 percent in 1972.   Recent data also dem-
onstrate the small role that transfer taxes play as sources
of Federal revenue.  In 1994, as well as in the preceding
four years, Federal estate and gift taxes made up only
one percent of budget receipts.


The scope of the transfer tax system, as measured
by the size of the population directly affected by the
system, is also quite narrow (see Table 6).  The number
of estate tax filers with taxable estates--filers who in-
curred a tax liability--reached a high of 139,115 in 1976;


the estate tax exemption in that year was $60,000.  Since
the introduction of the $600,000-estate and gift tax ex-
emption in 1987, the annual number of taxable estate
tax returns has not exceeded 32,000.  In 1994, 31,918
taxable estate tax returns were filed for decedents, a num-
ber that represents only 1.4 percent of the adult deaths
that occurred in that year, according to preliminary 1994
death statistics by the National Center for Health Statis-
tics (see Table 6 footnote).  The number of estate tax
decedents with tax liabilities during 1995 was 31,692.
Preliminary estimates for the number of adult deaths for
1995 are not available.


Clearly then, the transfer tax system neither provides
a significant portion of Federal budget inlays nor sub-
jects a significant portion of the U.S. population to Fed-
eral taxation.  For these and other reasons, the system is
the object of much criticism.  The assertion that the es-
tate tax is a “voluntary tax,” a term first employed by
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Table 6:  Estate Tax Returns as a Percentage of Adult Deaths,
Selected Years of Death,  1934-1993


(Starting with 1965, number of returns is based on sample estimates)       


Taxable estate tax returns
Selected year                   Total Percentage


of death adult deaths a Number of adult deaths
                   (1) (2) (3)


1934 983,970 8,655 0.88
1935 1,172,245 9,137 0.78
1936 1,257,290 12,010 0.96
1937 1,237,585 13,220 1.07
1938 1,181,275 12,720 1.08
1939 1,205,072 12,907 1.07
1940 1,237,186 13,336 1.08
1941 1,216,855 13,493 1.11
1942 1,211,391 12,726 1.05
1943 1,277,009 12,154 0.95
1944 1,238,917 13,869 1.12
1946 1,239,713 18,232 1.47
1947 1,278,856 19,742 1.54
1948 1,283,601 17,469 1.36
1949 1,285,684 17,411 1.35
1950 1,304,343 18,941 1.45
1953 1,237,741 24,997 2.02
1954 1,332,412 25,143 1.89
1956 1,289,193 32,131 2.49
1958 1,358,375 38,515 2.84
1960 1,426,148 45,439 3.19
1962 1,483,846 55,207 3.72
1965 1,578,813 67,404 4.27
1969 1,796,055 93,424 5.20 
1972 1,854,146 120,761 6.51
1976 1,819,107 139,115 7.65
1982 1,897,820 34,446 1.82
1983 1,945,913 34,883 1.79
1984 1,968,128 30,447 1.55
1985 2,015,070 22,324 1.11
1986 2,033,978 21,939 1.08
1987 2,053,084 18,059 0.88
1988 2,096,704 20,751 0.99
1989 2,079,035 23,002 1.11
1990 2,079,034 24,456 1.18
1991 2,101,746 26,277 1.25
1992 2,111,617 27,243 1.29
1993 b 2,168,120 32,002 1.48


a. Total adult deaths represent those of individuals age 20 and over, plus deaths for w hich age w as unavailable.
For 1993, total deaths are for adults age 25 and older and for the 12-month period ending w ith November.
b.    Preliminary
SOURCE: For years after 1953, STATISTICS OF INCOME-ESTATE TAX RETURNS; ESTATE AND GIFT TAX RETURNS; 
FIDUCIARY, ESTATE, AND GIFT TAX RETURNS; and unpublished tabulations, depending on the year.  For years prior 
 to 1954, STATISTICS OF INCOME - PART I. Adult deaths are from the National Center for Health Statistics,  Public
Health Service, U.S. Department of Health and Human Services, VITAL STATISTICS OF THE  UNITED STATES, unpublished tables.
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Columbia law professor George Cooper in his 1979 study
of estate-planning techniques, is foremost among the
criticisms of the tax.  By labeling the estate tax  “volun-
tary,” Cooper suggests that, far from imposing an un-
avoidable tax, estate tax law really provides numerous
methods for tax avoidance.  Today, tax avoidance
schemes fall into three basic categories.  First, the “tech-
nique of estate freezing keeps free of tax the future
growth in an individual’s wealth by diverting that growth
to the next generation”  (Cooper, 1979: 4).  Second, the
“creation of tax-exempt wealth takes advantage of spe-
cial provisions in the tax code that exempt certain assets
from taxation” (Cooper, 1979:4).  Finally, the “reduc-
tion or elimination of tax on existing wealth is made
possible by a package of techniques for gift-giving,
manipulating valuations, and exploiting charitable de-
ductions” (Cooper, 1979:5).  Cooper concludes that,
“because estate tax avoidance is such a successful and
yet wasteful process, ... the present estate and gift tax
serves no purpose other than to give reassurance to the
millions of unwealthy that entrenched wealth is being
attacked” (82), reassurance which, he later suggests, is
merely superficial.  The annual costs of estate tax avoid-
ance schemes, including lawyer fees, accountant fees,
costs of subscriptions to estate planning magazines, and
opportunity costs of individuals involved in tax avoid-
ance activities, have been shown to represent a large
percentage of the annual receipts from estate and gift
taxes.  A 1988 study showed that tax avoidance costs
approach billions of dollars annually, which, according
to the study’s researchers, represent “an inordinately high
social cost for a tax that only yielded $7.7 billion in 1987”
(Munnell, 1988:19).


Our present system of taxing wealth transfers is also
criticized for its effect on capital accumulation in the
U.S. economy.  In his examination of the Federal trans-
fer tax system, Richard Wagner (1993), professor of
economics, suggests that, “by reducing the incentive that
people have to save and invest, transfer taxation reduces
capital formation, which, in turn, reduces wages and job
creation from what they would otherwise be” (6).  This
argument echoes one asserted by Adam Smith in the
late 18th century and David Ricardo in the early 19th
century.  Indeed, according to both of these early econo-
mists, transfer taxes decrease investment in capital and,
thereby, decrease productivity and wages as heirs are


forced to liquidate business assets to pay the tax.   In his
study of the social costs of transfer taxation in the United
States, Wagner estimated that, in the absence of Federal
transfer taxation since 1971, jobs would have increased
by 262,000, capital investment would have increased
by $399 billion, and gross domestic product would have
increased by $46 billion.


Federal transfer taxes are often cited as impediments
to the livelihood of small businesses and farms.  Indeed,
“small businessmen and farmers have always felt that
the estate tax is especially burdensome” (Pechman,
1983:242), given that their estates may consist of little
more than their businesses.  These businessmen, and their
Congressional representatives, assert that “heavy taxa-
tion or a rule requiring payment of taxes immediately
after the death of the owner-manager would necessitate
liquidation of the enterprise and loss of the business by
the family” (Pechman, 1983:242).  Congress has re-
sponded to such concerns by introducing certain tax-
relief provisions.  In 1976, for example, Congress sug-
gested that “additional relief should be provided to es-
tates with [liquidity] problems arising because a sub-
stantial portion of the estate consists of an interest in a
closely held business or other illiquid assets” (Senate
Report, 1976).  Thus, in 1976, Code Section 6166 was
passed.  Under 6166, an executor is permitted to “elect
to pay the Federal estate tax attributable to an interest in
a closely held business in installments over, at most, a
14-year period” (Beerbower, 1995:5).


During 1995 and 1996, the impact of estate taxation
on small business, and other estate tax issues, including
the very existence of the tax, were once again topics of
discussion in Congress, as well as in the 1996 Presiden-
tial election.  Several bills addressing the Federal estate
tax were introduced during the 104th Congress, 1995-
1996.  In April 1995, the U.S. House of Representatives
passed one such bill, H.R. 1215, a proposal to increase
the unified credit against the estate and gift tax, as well
as to provide a cost-of-living adjustment for such cred-
its (U.S. Library of Congress, 1996).  In addition, the
bill proposed to provide an “inflation adjustment for the
alternate valuation of certain farm and business prop-
erty, the gift tax exclusion, the generation-skipping tax
exemption, and the estate tax on closely held businesses”
(Library of Congress, 1996).  The bill called for a gradual
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rise in the unified credit and, therefore, a gradual rise in
the effective exclusion for estate and gift tax purposes,
from the current $600,000 to $700,000 in 1996, $725,000
in 1997, and $750,000 in 1998, after which the exclu-
sion would be adjusted for inflation.  Although the Sen-
ate Finance Committee held hearings on the measure,
the Senate did not pass a bill.


Congress submitted other similar bills during its
104th session.  H.R. 62, while never passed, sought “to
increase the unified estate and gift tax credit to an amount
equivalent to a $1,200,000 exemption” (Library of Con-
gress, 1996).  The Senate considered S.628, the Family
Heritage Preservation Act.  That bill proposed a com-
plete repeal of Federal estate, gift, and generation-skip-
ping transfer taxes.  While introducing the bill to the
legislative body, the senate sponsor of S.628 called the
Federal estate tax “one of the most wasteful and unfair
taxes currently on the books,” further suggesting that
the tax “penalizes people for a lifetime of hard work,
savings, and investment.”  The tax “hurts small busi-
ness and threatens jobs ... {and} causes people to spend
time, energy, and money finding ways to avoid the tax,”
said the senate sponsor.


The 1996 Presidential election also served as a fo-
rum for discussion of the Federal estate tax.  The need
for estate tax relief was among the campaign themes of
Republican presidential nominee Robert “Bob” Dole.
At a campaign rally in Alamogordo, New Mexico, in
early November 1996, Dole addressed the tax on death
transfers.  “[F]or those who work all their lives--kids
work, the wife works, the husband works, you scrimp
and save, and you finally have a little business or a little
farm or a little ranch, and somebody passes on,” Dole
said, according to the Federal News Service.  “We don’t
think you should have to sell part of the ranch to pay the
estate taxes.  We’re going to start providing estate tax
relief,” he added.  Dole and his running-mate, Jack
Kemp, outlined a 14-point pledge that contained a prom-
ise to “increase the estate tax exemption from $600,000
to $1.6 million and eventually eliminate the estate tax
on family-owned businesses, farms, and ranches,” ac-
cording to U.S. Newswire.


During the first term of his administration, Presi-
dent Bill Clinton supported modification, not the com-


plete elimination, of the Federal estate tax.  At hearings
before the Senate Finance Committee in June 1995, then-
Deputy Assistant Secretary of Tax Policy at the Trea-
sury Department, Cynthia G. Beerbower, said that the
Clinton administration “recognizes that the levels of the
unified credit and various other estate and gift tax limi-
tations have not been increased since 1987” (Beerbower,
1995:5).  The administration is “willing to work with
Congress to maintain an estate and gift tax system that
exempts small- and moderate-sized estates, and that helps
keep intact small and family businesses, so that they can
be passed on to future generations” (1995:6), according
to Beerbower.


In November 1996, the Clinton administration won
a second term in office, and the Republicans retained
the majority in Congress.  These events, and recent ne-
gotiations about filing thresholds, tax brackets, and mar-
ginal tax rates in the Federal transfer tax system, sug-
gest that the system will continue to find a place in na-
tional dialogue.


n Conclusion
Today, some tax theorists work to convince Con-


gress that transfer taxes should play a larger role in the
Federal revenue system because, they argue, “death taxes
have less adverse effects on incentives than do income
taxes of equal yield” (Pechman, 1983:225).   Indeed,
“income taxes reduce the return from effort and risk tak-
ing as income is earned,” according to Pechman, whereas
“death taxes are paid only after a lifetime of work and
accumulation and are likely to be given less weight by
individuals in their work, saving, and investment deci-
sions” (1983:226).  There are economists who also re-
ject the postulate that moderate transfer taxes have an
adverse effect on capital accumulation.  Embracing an
idea first proposed by the mid-19th century English
economist J.R. McCulloch, they argue that transferors
adjust their bequest plans when faced with transfer taxes
(Fiekowski, 1959).  According to McCulloch, the death
tax causes individuals who plan to make significant be-
quests to increase savings so that their heirs can pay the
taxes without adversely affecting the transferred assets.
When transfers involve business assets, McCulloch
might have argued, a testator would ensure the continu-
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ance of a business by increasing the bequest amount in
order to cover the cost of transfer taxes.


Still, Congress and the public seem hesitant to in-
crease the scope of the transfer tax system.  “The equal-
ization of the distribution of wealth by taxation is not
yet accepted in the United States,” suggests Pechman
(1983:227).  Chester (1982) attributes this to what he
calls the “lottery phenomenon:  the strong desire of the
majority of Americans to have a chance to ‘win big’ by
inheriting wealth, thus vaulting without exertion above
the mass of men” (51).   Pechman also suggests that
misconceptions regarding the scope of transfer taxes may
also be a factor.  “[E]state and gift taxes are erroneously
regarded as especially burdensome to the family that is
beginning to prosper through hard work and saving,”
according to Pechman, who further suggests that “the
merits of wealth transfer taxes will have to be more
widely understood and accepted before they can become
effective revenue sources” (1983:227).


More than 300 years after John Locke and his con-
temporaries sought to define the relationship between
civil government and the governed, Americans struggle
for consensus concerning government’s ideal role in the
regulation of wealth transfers.  There is resentment over
the use of transfer taxes as a source of revenue and as a
tool for influencing the distribution of personal wealth.
There is also the belief that the revenue and redistribu-
tive goals of transfer taxes are entirely appropriate to an
altruistic nation that promotes the welfare of its citizens.
Even economists are divided.  Neoclassical economists
assert that the disruption to businesses resulting from
transfer taxes has cost the economy billions of dollars
in lost productivity and hundreds of thousands of new
jobs.  Yet, many tax economists argue that transfer taxes
are less harmful than income taxes and have great ap-
peal “on social, moral, and economic grounds”
(Pechman, 1983:226).  Disputes over the economic ef-
fects and propriety of transfer taxes have spanned many
centuries, and the fervor on which those disputes are
founded is no less present today.
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INTRODUCTION 
Biological evolution can be viewed as a process 
of optimizing a species to (or increasing its 
fitness for) its environment.  Evolutionary 
Algorithms (EAs), sometimes called Genetic 
Algorithms after their most common variant, 
adopt biological evolution as a model for 
computation.  These algorithms are used most 
often for finding approximate solutions to 
computationally intractable optimization 
problems.  In this paper, an evolutionary 
algorithm is applied to the problem of 
multivariate optimal allocation in stratified 
sample designs. 
 
The work reported on in this paper focuses on 
the design of an EA for solving the multivariate 
optimal allocation problem and an investigation 
of the performance of that algorithm on a simple, 
well-known example. One of the most attractive 
features of EAs is the flexibility of their “fitness” 
(or objective) functions. Many characteristics 
can be optimized simultaneously. Future 
research will explore how an EA might be used 
to find the optimal strata boundaries and the 
optimal allocation of sample units to strata 
simultaneously, with the goal of producing a 
better result than doing so in serial fashion using 
standard methods 
 
Stratified sample designs are employed for 
several reasons. These include: 1) to increase the 
precision of estimates for the whole population 
for one or more key data items being collected in 
the survey; 2) to obtain more precise estimates 
for interesting domains; 3) to allow the use of 
different sampling, nonresponse adjustment, 
editing, or estimation methods for domains with 
differing characteristics affecting the choice of 
method, and 4) to facilitate administration of the 
survey [1].  This paper focuses on the first two 
reasons. 
 
Once stratified sampling has been chosen, it is 
necessary to determine how to divide the 
population into strata, and how to allocate the 
sample to those strata.  One decision that must be 


made is the choice of a variable or variables on 
which to stratify. Since it is rare to conduct a 
survey with only one item of interest, the 
stratification variable or variables are chosen (or 
constructed) to have a strong correlation with as 
many items of interest as possible.  Methods for 
construction of optimal stratum boundaries (with 
the goal of improving the precision of estimates) 
have been proposed by Dalenius and Hodges [2], 
Singh [3], Lavallée and Hidiroglou [4], and 
Sweet and Sigman [5].  
 
Once stratum boundaries have been defined, and 
a maximum sample size or total cost determined, 
it is straightforward to determine the number of 
sample units to allocate to each stratum if the 
allocation is done on a single variable [6].  The 
problem becomes more difficult if the allocation 
is done on multiple variables.  A number of 
approaches have been use to find good 
approximations to the optimum allocation [7-11].  
This paper proposes the use of another method.   
  


EVOLUTIONARY ALGORITHMS 
As described in the introduction, evolutionary 
algorithms adopt biological evolution as a model 
for computing.  While there are a number of 
canonical variants of evolutionary algorithms, it 
is common for practitioners to adapt features of 
two or more variants to develop algorithms 
specific to the solution of their problems.   
 
In general, evolutionary algorithms start with a 
“population.” Each individual in the population 
consists of one candidate solution for the 
problem the EA is trying to solve.  Borrowing 
terminology from biology, each variable in a 
solution is referred to as a gene, the value for 
each gene is called an allele, and the structure of 
the whole solution is referred to as a genome.  
These candidate solutions are usually generated 
at random from the space (or a well-chosen 
subspace) of all possible solutions.  For example, 
if an EA were designed to find the rational roots 
of a quadratic equation, the solutions might be 
represented by a vector in Q2 (a vector of two 
floating point numbers).  The genome would be 







a vector of two floating pointing numbers, each 
of the two variables would be a gene, and the 
value assigned to each variable an allele. The 
representation of candidate solutions is an 
important factor in the success of an EA; 
therefore, representations must be chosen with 
care. 
 
The “fitness” of each individual is then 
evaluated; that is, the value of the objective 
function of the optimization problem being 
solved is determined for each individual. Note 
that the objective function can be as complicated 
as a simulation for flow of a gas or liquid 
through a manifold or as simple as a single 
polynomial, so long as it is possible to rank the 
candidate solutions on their fitnesses. 
 
Next, pairs (or n-tuples, should the practitioner 
wish) of individuals are selected to “reproduce.”  
This selection is done proportionate to the 
individuals’ fitness. How the fitnesses are 
weighted in determining the probability of an 
individual’s selection to reproduce is one of, as 
Kenneth DeJong calls them, the “knobs” that one 
has to turn in tuning an EA for optimal 
performance.  If fitter individuals are given a 
great deal higher probability of selection than 
those that are less fit, then the EA is expected to 
converge more quickly to an answer, but at 
greater risk of finding a local, rather than the 
global, optimum.  The less “selection pressure” 
is applied, the more fully the EA is allowed to 
explore the solution space, at the cost of slower 
convergence and at the risk of not converging at 
all.  This trade-off is referred to as “exploitation 
versus exploration,” and a well-designed EA 
must balance the two competing goals so that 
progress is made toward convergence without 
the EA getting stuck in a local optimum. 
 
During reproduction, two operations can be used 
to produce “children” (the next “generation” of 
candidate solutions). One consists of taking one 
part of one of the individuals selected to 
reproduce and appending it to the 
complementary part of the individual it was 
paired with during selection.  This is referred to 
as “crossover” in the EA literature, and is 
analogous to recombination in biological 
reproduction.  Given possible constraints on the 
structure of solutions, the design of crossover 
operators can become quite creative.  The desire 
for simpler or more effective crossover operators 
can also impact the representation of solutions.   


The second reproductive operator is mutation.  
As one might suspect, it consists in changing the 
value of one of the genes with some probability.  
Similarly to selection pressure, if the mutation 
rate (the probability of a mutation) is high, the 
EA will be expected to more fully explore the 
solution space, if it is lower, convergence is 
expected to occur more quickly. 
 
Following reproduction, each child’s fitness is 
assessed.  Children are allowed to survive into 
the next generation (where they become the 
initial population) in proportion to their fitness.  
The earlier comments about selection pressure 
apply to survival selection as well as they do to 
reproductive selection.  
 
This process continues, with the children 
becoming the next generation’s parents, until 
some convergence criterion is reached, or a 
maximum number of generations is reached.  
One problem with EAs as described to this point 
is that the best solution may be lost; that is, the 
solution with the overall highest (if maximizing) 
or lowest (if minimizing) value of the objective 
function may disappear as the algorithm moves 
from generation to generation, never to be seen 
again.  To address this problem, practitioners 
usually employ “elitism,” allowing the k highest 
valued members of the current population to 
survive into the next generation. 
 


THE MULTIVARIATE OPTIMAL 
ALLOCATION PROBLEM 


In stratified sampling, the problem arises of how 
many sample units to allocate to each stratum.  If 
the survey practitioner wishes only to make as 
precise as possible an estimate for one variable 
given a fixed cost, or find the minimum cost 
design to achieve a target variance, this problem 
has a well-known solution [12]: 
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where nh is the number of sample units allocated 
to stratum h, Nh is the number of population units 
in stratum h, ch is the cost per unit in stratum h, 
Sh is the population standard deviation for the 
variable of interest in stratum h, and n is the total 
sample size.  (Sh  is usually estimated from frame 
information or earlier samples.)  If a target 
variance is fixed and cost is to be minimized, 
then: 
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where W = Nh/N. If cost is fixed and variance is 
to be minimized then: 
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While it is rarely the case that a survey is 
conducted to find the value of only one variable, 
this formula is still broadly useful, since an 
allocation that is optimal for one variable may be 
near-optimal for variables that are strongly 
correlated with it.  If, however, precise estimates 
of several variables are needed, and those 
variables are not all highly correlated with each 
other, it is desirable to have a method to find a 
good compromise allocation that will give 
adequate precision for all of the variables of 
interest.  This is the usual goal of multivariate 
optimal allocation. 
 
There are two common ways to approach this 
problem.  One is to minimize a weighted sum of 
the variances of the variables of interest.  Khan 
and Ahsan [13] propose a method in which they 
formulate this problem as a nonlinear 
programming problem and use a dynamic 
programming technique to find a solution.  One 
problem with this approach is how to weight the 
variances.  There is no single solution for doing 
this, and it is not always easy to predict what the 
consequences of a particular choice of weights 
are. 
 
The other approach is to choose an acceptable 
coefficient of variation for each of the variables 
on which the allocation is to be done. These 
become constraints on a cost function that can be 
minimized, giving the following convex 
programming problem:  
 
Min: ∑ hhnc  
 
s.t.     for every j 
     
  0>n  
 
Where tj is the target coefficient of variation 
(CV) of the jth variable and jY is the population 
mean of jth variable [14]. 
 


 
DESIGN OF AN EA TO SOLVE THE 


MULTIVARIATE OPTIMAL 
ALLOCATION PROBLEM  


When designing an EA (or any other 
optimization algorithm), it is important to 
incorporate any special features of the problem 
to be solved.  The multivariate optimal allocation 
problem has two features that should be 
accounted for in the design.  First, it is really two 
problems, minimize a function of variances for a 
fixed cost or minimize cost subject to fixed 
variance targets.  A good solution will allow the 
statistician to choose which of these approaches 
to follow. 
 
Second, any solution that results in enough of the 
available budget (total cost) being left over to 
allocate another unit in any stratum is sub-
optimal; that is, any optimal solution must use 
the entire budget.  This implies that, rather than 
searching the entire space of feasible allocations, 
the EA can concentrate on a bounding 
hyperplane of that space, enormously reducing 
the size of the set to be searched and reducing 
time to convergence. 
 
In order to produce a method that can use either 
the fixed cost or fixed variance targets approach, 
a decision was made to design an EA that was a 
framework for optimization.  This framework 
searches for a solution that meets a vector of 
target CVs with a fixed budget and terminates 
either when a solution is found or when a 
maximum number of generations is reached.  
The EA framework is then embedded in a 
program that allows the user to find the 
minimum cost for fixed variance targets or the 
minimum variances for a fixed budget (total 
cost) using a binary search approach.  Note that 
the method can be adapted so that the variance 
targets in the second approach can be searched 
with any priority scheme the user desires. 
Candidate solutions to the multivariate optimal 
allocation problem (individuals) are represented 
as integer vectors of length H, where H is the 
number of strata.  Each element of the vector 
(gene) is assigned a fraction of the total budget 
for the sample [15]. The stratum budget is 
chosen such that it is divisible by the cost of a 
unit in that stratum. 
 
Given a vector of allocations to strata, the 
program calculates a “standardized precision 
unit” (SPU) [16] for each variable j as follows: 
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Note that this is the left-hand-side of the first 
constraint on the cost minimization problem 
discussed earlier.  Further, the variance 
constraint on the jth variable is met when this 
quantity is equal to one.  Using the SPUs a 
fitness function can be formed.  This EA uses: 
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as its fitness function. This function is 
minimized. 
 
 The EA is designed to constrain the search to 
the bounding hyperplane where the optimum 
solution lies by embedding this constraint in the 
initialization, mutation, and crossover operators. 
When creating an initial population of candidate 
solutions, the initialization operator first chooses 
one gene at random with uniform probability.  
The operator then assigns some fraction (again, 
chosen at random) of the budget to that gene as 
its value, taking care to always leave enough 
budget so that no gene is initially assigned a 
budget less than the cost of two units, or greater 
than the budget required to sample the stratum at 
100 percent.  The operator then proceeds to fill 
in the rest of the vector in a similar fashion, 
resulting in a vector that uses the whole budget 
without exceeding it. So, the EA starts with an 
initial population of vectors that lie in the 
hyperplane with the optimal solution. 
 
If the search is to be constrained to that 
hyperplane, mutation and crossover operators 
must operate to keep children in that region of 
the solution space as well.  The mutation 
operator uses a parameter that contains the 
probability of mutation to decide whether or not 
to mutate a particular gene.  If a gene is chosen 
for mutation, its value is increased or decreased 
(with equal probability) by the cost of one unit in 
that stratum, subject to the constraints that no  


stratum is allocated fewer than two nor more 
than Nh units.  Another gene is chosen at random 
(with equal probability) to be adjusted to 
maintain the constraint that the whole budget is 
used and not exceeded. Designing a crossover 
operator was more challenging.  In simple 
situations, one-point crossover (which was used 
in this EA) simply takes one parent’s gene values 
prior to the crossover point and appends the 
other parent’s gene values after that point.  
Clearly, this would not guarantee that the 
constraint that the whole budget must be used 
but not exceeded would be met.  A proportional 
crossover operator was designed instead.  This 
operator created a child by taking one parent’s 
values prior to the crossover point, and allocating 
the remaining budget according to the proportion 
of the remaining budget after the crossover point 
in the second parent assigned to each gene in the 
second parent.  For example, if there were two 
parents in a problem with n = 60, (25, 21, 10, 4) 
and (10, 15, 15, 20), and the randomly chosen 
crossover point was after gene 2, then the first 
child would have its first two values equal (25, 
21, …).  The last two values would be 
determined as follows. A budget of 14 (60 – (25 
+ 21)) remains to be allocated. The second 
parent’s last two genes have values in the 
proportion 3:4.  Allocating the remaining budget 
of 14 in the proportion 3:4 results in a child with 
the allocation (25, 21, 6, 8).   
 


Selection for reproduction is done using the 
roulette-wheel method.  This method selects an 


individual i from the population with probability 
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Where m is the number of individuals in the 
population.  Survival selection will also be done 
using the roulette-wheel method.  As in most 
implementations, elitism is employed to avoid 
losing the best solution found to that point. 
 


PERFORMANCE ON AN EXAMPLE 
PROBLEM 


In order the test the performance of the EA 
framework, a simple problem from the literature 







  
 
 


Table 1.  Results from Runs 1 through 10 of EA Framework on Bethel’s Problem  


Run 
No. 


Allocation CVs 


1 90 31 28 39 33 20 .060 .060 .047 .050 


2 90 31 29 40 34 17 .060 .060 .048 .050 


3 89 32 29 40 32 19 .060 .060 .047 .050 


4 91 28 30 40 33 19 .060 .060 .048 .050 


5 92 28 23 45 36 17 .060 .060 .048 .050 


6 92 25 27 47 33 17 .060 .060 .049 .051 


7 89 33 27 43 32 17 .060 .060 .047 .050 


8 91 29 24 40 39 18 .060 .060 .048 .050 


9 92 25 28 43 35 18 .060 .060 .049 .050 


10 92 25 28 44 33 19 .060 .060 .049 .050 


 
 


was chosen.  This problem is well-described in 
Bethel’s 1987 paper [17]. A correction to a 
misprinted value in the problem can be found in 
Zayatz and Sigman [18].  The problem involves 
an allocation to six strata based on four variables.  
Bethel finds a minimum cost of 241 units to 
meet a desired CV of 0.06 for each of the four 
variables. (All strata have equal unit costs.)  


Bethel found the solution (90, 29, 27, 43, 34, 18) 
with resulting CVs of 0.060, 0.060, 0.048, and 
0.050.  Note that the last two variables’ target 
CVs are not binding constraints. 
 
Results from ten runs of the EA framework with 
same target CVs and a budget of 241 are 
contained in Table 1. 







Given the same budget and variance constraints, 
the EA found ten different solutions, all of which 
produced CVs that were the same or very nearly 
the same as those found by Bethel. That a 
number of different solutions exist to an 
optimization problem that involves minimization 
of a convex function should be no surprise. 
 
Convergence properties of the algorithm were 
remarkably good.  The algorithm never failed to 
find the optimum solution in less than 5,000 
generations, and in only one run did it require 
more than 500.  This required a few seconds on a 
slow computer.  It is extremely rare to find an 
EA that converges in so few generations; 
hundreds of thousands or millions of generations 
are more the norm.  It will be interesting to see if 
this performance holds up when larger, more 
difficult problems are attempted. 
 
As a demonstration of the use of the framework 
to actually find an optimal solution, a program 
was run that conducted a binary search for the 
minimum cost solution to Bethel’s problem with 
the stated target CVs, using the EA to test 
whether a solution could be found with a given 
budget in 5,000 generations.  Using upper and 
lower bounds of 300 and 0 for the range of the 
cost search, the program found a solution using 
240 units in seven iterations.  (The cost was one 
unit less than Bethel’s due to his rounding a real-
valued solution to integers, while this method 
solves for an integer solution directly.)   


 
CONCLUSIONS AND FUTURE WORK 


An Evolutionary Algorithm can be used to solve 
the multivariate optimal allocation problem.  
Results are similar to other methods.  The real 
promise of this technique lies in extensions to 
more complicated problems.  Today, optimal 
stratum boundaries and optimal allocations given 
those boundaries are found separately.  With a 
more complicated representation, it should be 
possible to solve for optimal stratum boundaries 
and multivariate optimal allocations to those 
strata simultaneously.  In addition, more 
complicated representations and objective 
functions could be used to solve for allocations 
on criteria other than minimizing variance or 
cost, such as inclusion of a sufficient number of 
units with a particular condition to allow good 
modeling results from a sample. 
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Introduction 
IRS’s Statistics of Income (SOI) Division conducts statistical 
studies on the operations of tax laws and publishes annual 
reports, including the quarterly SOI Bulletin, which includes 
statistics produced from tax and information returns. SOI’s 
Statistical Information Services (SIS) office responds to 
thousands of data and information requests annually by 
providing SOI data along with technical assistance.  To ensure 
that customer needs are being met through the SIS office and 
through its flagship publication, SOI has been measuring 
customer satisfaction for both via customer satisfaction 
surveys.  These surveys are part of SOI’s commitment to use 
survey results to improve customer service.  This paper will 
focus on three aspects of these surveys:  the process by which 
we surveyed our customers, the findings from the surveys, and 
the steps we are taking to use the results to further improve 
our products and services. 
 In the first section of the paper, background information 
on the SOI Division and its SIS office will be presented.  The 
second section will describe the methodology used to survey 
SIS customers, present selected findings from the past 4 years 
of surveys, and describe how SOI is using these results to 
identify areas for improvement.  Similarly, the third section 
will describe the methodology, present a summary of the 
findings, and briefly discuss some of the steps that SOI staff 
are taking to improve the SOI Bulletin.  Finally, next steps to 
improve SOI products and services in response to survey 
findings will be discussed. 
 


Background 
 Congress created the Statistics of Income Division 90 years 
ago in the Revenue Act of 1916, some 3 years after the 
enactment of the modern income tax in 1913.  Since that time, 
the Internal Revenue Code has included virtually the same 
language mandating the preparation of statistics.  Section 6108 
of the Code currently states that “…the Secretary (of the 
Treasury) shall prepare and publish not less than annually 
statistics reasonably available with respect to the operations of 
the internal revenue laws, including classifications of 
taxpayers and of income, the amounts claimed or allowed as 
deductions, exemptions, and credits and other facts deemed 
pertinent and valuable.”  
 SOI’s mission is to collect, analyze, and disseminate 
information on Federal taxation for the Office of Tax 
Analysis, Congressional committees, the Internal Revenue 
Service in its administration of the tax laws, other 
organizations engaged in economic and financial analysis, and 
the general public.  Its mission is similar to that of other 
Federal statistical agencies--that is, to collect and process data 
so that they become useful and meaningful information.    
However, SOI collects data from tax returns rather than 
through surveys, as do most other statistical agencies.  These 
data are processed and provided to customers in the form of 
tabulations or microdata files.  Although the IRS uses SOI 


data, the primary uses for SOI data are outside of IRS, in 
policy analyses designed to study the effects of new or 
proposed tax laws and in evaluating the functioning of the 
U.S. economy. 
 
SOI Products and Services 
Throughout its long history, SOI’s main emphasis has been 
individual and corporation income tax information.  SOI 
began publishing data with the 1916 Statistics of Income, 
which reported individual and corporation statistics.  
Beginning in 1936, for Tax Year 1934, individual and 
corporation income taxes are each reported separately in 
annual “complete” reports (Individual Income Tax Returns and 
Corporation Income Tax Returns, respectively).  The annual 
Corporation Source Book provides detailed balance sheet, 
income statement, and tax information for major and minor 
industry sectors by asset size.  Over the years, SOI has 
increased its studies and publications to meet the needs of its 
customers. Introduced in 1981, the SOI flagship quarterly 
Statistics of Income Bulletin presents the most recent data and 
related articles on completed studies and a historical section 
featuring time series data on a variety of tax-related subjects. 
 SOI also periodically publishes compendiums of research 
on nonprofit organizations, estate taxation, and personal 
wealth.  Research articles presented at professional 
conferences, namely the American Statistical Association and 
the National Tax Association, are published annually or 
biannually in the methodology report series, Special Studies in 
Federal Tax Statistics.  Beginning with the 1998 issue, SOI 
took over publishing the IRS Data Book, a fiscal year report 
that presents statistical data on the administration of the U.S. 
tax system.    
 SOI produces the following microdata files:  Individual 
Public-Use Files; Exempt Organizations Records; and Private 
Foundations (and Charitable Trusts) records, all of which are 
available for a fee.  Before release of the Individual Public-
Use microdata, SOI follows security guidelines and edits the 
files to protect the confidentiality of individual taxpayers to 
prevent disclosure of taxpayer information.  Tax returns for 
both the exempt organizations and private foundations are 
publicly available.  Because of their size, these products are 
available on a CD-ROM or magnetic tape directly from SOI.  
Exempt organization microdata files have recently been 
released to the public via the World Wide Web 
(www.irs.gov/taxstats).  
 Public awareness of SOI products and easy access to them 
have gradually increased over the years.  The establishment of 
the Statistical Information Services office that responds to data 
and information requests has helped raise the visibility of SOI 
products.  With the introduction of the IRS World Wide Web 
10 years ago, SOI’s products became more widely used.  They 
may be found at:  www.irs.gov/taxstats.  Tax Stats includes 
statistics for individuals, businesses, charitable and exempt 
organizations, IRS operations, budget, compliance, and a 
variety of other topics.  Currently, over 6,000 files reside on 
Tax Stats, and this number continues to increase.   







Statistical Information Services 
The Statistical Information Services (SIS) office was 
established in 1989 as part of efforts to streamline the SOI 
organization.  From the beginning, the SIS mission was 
straightforward:  Provide accurate and timely data along with 
excellent customer support and technical guidance.  Although 
the number of customers and variety of requests have changed 
since then, the SIS staff still strives to fulfill this mission after 
17 years.   
 When the SIS office was set up, a telephone, paper reports 
and publications, index cards with contact information, and a 
fax machine were its primary tools. Word spread quickly, and, 
soon, the SIS office was inundated with requests, many of 
whose answers were readily available from published data.  
When customer requests involved data unavailable from SOI, 
the SIS staff made every effort to fulfill requests by providing 
information or contacts from other sources.  In the early years 
of SIS operations, 4,000 to 5,000 information requests were 
received annually.  Over the years, the tools have been greatly 
improved, and more data are readily available directly to the 
public.  An electronic management system--the Response 
Processing System (RPS)--tracks customer information and 
details of data requests.  While the number of information 
requests has leveled off with the availability of data on Tax 
Stats, the complexity of information requests has increased 
significantly.  Many of these requests require extensive 
research, some supported by SOI subject-matter analysts.  
 Over 2,400 information requests were received in 
Calendar Year 2005 from a broad range of customers.  The 
customers are as widely varied as the information they 
request, from a private citizen requesting data on car 
dealerships to a Congressional request for alternative 
minimum tax data.  Consultants and researchers were the 
largest group with 23.5 percent of the requests.  Academia and 
the Internal Revenue Service were the second and third largest 
groups with 13.5 percent and 12.9 percent, respectively.  In 
Calendar Year 2005, most information requests (50.4 percent) 
were received by phone, followed closely by 48.2 percent 
received by e-mail.  The SIS office also receives information 
requests via fax, letters, and walk-in customers. 
 


SIS Customer Satisfaction Survey 
How is the SIS office meeting its goal of providing accurate 
and timely data along with excellent customer support and 
technical guidance?  Although the SIS office has received 
positive feedback from many of its customers over the years, 
is this the complete picture?  What about the many SIS 
customers, especially one-time customers, who do not provide 
any feedback?  In 2003, at the suggestion of SOI Director 
Tom Petska, the SIS office administered its first survey to 
measure customer satisfaction.  Prior to the SIS survey, SOI 
surveyed its primary customers (Treasury’s Office of Tax 
Analysis, the Congressional Joint Committee on Taxation, and 
the Department of Commerce’s Bureau of Economic 
Analysis).  The SIS survey was an expansion of SOI’s efforts 
to measure customer satisfaction and to use customer input to 
improve service.   
 
Administering the Survey 
SOI mathematical statistician Kevin Cecco and, later, Diane 
Milleville, in close consultation with the SIS staff, designed 


the SIS surveys. Following the Office of Management and 
Budget’s approval, the first SIS survey was administered in 
2003.  After assisting the customer with an inquiry, an SIS 
staff member provided a survey by e-mail or fax and asked for 
the customer to complete the survey related to the customer’s 
most recent inquiry.   
 For the first survey in 2003, the survey recipients were 
selected randomly from the daily roster of calls and e-mails.  
The SIS office planned to survey one of every four customers 
from January through July 2003.  However, the target number 
of customers surveyed was not reached in July, and the survey 
was extended an additional month.   
 Over the years, changes were made to improve the survey 
administration process.  Diane Milleville and Information 
Technology Specialist Elizabeth Nelson, who provides RPS 
technical support, both helped improve the process.  Surveys 
were imbedded in an e-mail, thus eliminating the additional 
step of downloading the survey file.  Every customer was sent 
a survey, eliminating difficulties with the random selection 
process.  Customers surveyed were tracked in RPS, which 
eliminated the need for SIS staff to manually track them.   
 Beginning with the 2004 survey, response options were 
revised to bring the SIS survey in line with a set of measures 
used by SOI’s parent organization, Research, Analysis, and 
Statistics (RAS).  Known as “balanced measures,” these 
criteria were designed to measure how well RAS meets its 
goals.  To maintain consistent measures throughout all 
divisions of RAS, including SOI, some SIS survey questions 
and response options were changed to include these measures.  
  
Findings 
Table 1 highlights response rates for the 4 years the SIS 
survey was administered.  Initially, the SIS office’s goal was 
to achieve a response rate of 50 percent. SIS planned to survey 
approximately 400 customers with the expectation that it 
would receive 200 responses.  Although SIS fell short of 
distributing 400 surveys by 28 percent, it was quite satisfied 
with the 49-percent response rate.  However, after the first 
survey in 2003, the response rate dropped 7 percentage points 
in 2004, but has increased to 44 percent in 2006.  The number 
of Government surveys sent to customers has increased over 
the years, and this may also contribute to the declining 
response rate.  Although SIS would like to have a higher 
response rate, it is pleased with its results to date.  However, it 
will continue efforts to improve its survey instrument and its 
methods for administering it. 
 
Table 1--Response Rates for SIS Survey, 2003-2006


Surveys Number of Response 
distributed respondents rate


2003 288 142 49%
2004 425 181 43%
2005 300 125 42%
2006 271 119 44%


Year


 
 


Table 2 presents the respondents by job function for each 
of the 4 years the survey was administered.  For 2003, 2004, 
and 2006, the top 4 categories – consultant/research, 
State/local government, academic, and IRS employee 
(excluding those classified as “other”) accounted for over 57 







percent of survey respondents.  For 2005, some 3 of the top 4 
categories were the same; Federal Government replaced 
State/local government as the fourth category.  Collectively, 
these accounted for 53.2 percent of survey respondents. In an 
effort to improve the SIS customer job function categories, 
some changes were made during the 4 years the survey was 
administered.  In 2004, the nonprofit category was added. In 
2006, the library, marketing, and realtor categories were 
substituted for the corporation category which was eliminated. 


There were some differences noted between job functions 
reported by SIS survey respondents and the general population 
of SIS customers.  SIS compared responses for job function 
reported by survey respondents and recorded by SIS staff in 
the Response Processing System (RPS) during the time period 
in which the SIS surveys were administered.  Overall, the 
differences were generally small for most job categories.  An 
exception was the private citizen category, which ranged from 
12 to 2 percentage points higher (for 2003 and 2006, 
respectively) in RPS than in survey responses.  These 
differences may be a function of respondents’ self-
classification versus classification by an SIS staff member. 


 
 
Table 2--Percentage Distribution of SIS Survey
Respondents by Job Function, 2003-2006


Job


function 2003 2004 2005 2006


Total 100.0 100.0 100.0 100.0


Consultant/Research 19.4 17.8 15.3 17.1


State/Local Government 14.4 13.9 8.1 10.1


Academic 13.7 13.3 13.7 15.1


IRS employee 10.1 12.8 12.9 14.2


Media 7.9 5.6 5.7 5.0


Corporation 7.2 8.3 10.5 n.a.


Federal Government 5.8 7.2 11.3 7.5


Private citizen 4.3 6.7 2.4 3.4


Tax Preparation/


Accounting firm 2.9 1.7 3.2 5.0


Association/Society 2.2 0.6 1.6 0.0


Congress 0.7 1.1 0.8 2.6


Law firm  -- 2.8 0.8 1.7


Nonprofit n.a. 4.4 4.8 5.9


Library n.a. n.a. n.a. 5.9


Marketing n.a. n.a. n.a. 1.7


Realtor n.a. n.a. n.a. 1.7


Other 11.5 3.9 8.9 2.5
n.a. -- not available


Year


 
 
 


 The first survey was designed with 17 questions in 2003.  
Over the 4 years, some questions were removed, while others 
were added.  Overall, the number of questions decreased to a 
total of 12 for the 2006 survey (see Appendix).  Survey 
questions focusing on 3 issues are discussed below.  
 Table 3 presents the customer’s expectation of timeliness 
for receiving a response to an information request in the 2003 
survey and actual timeliness in response to questions for the 
2004-2006 surveys.  Note that the 2003 question is different 
from the question included in the 2004-2006 surveys.  The 
2003 question asks when the customer expected to receive a 
response, but the 2004-2006 question asks when a response 
was received.  Response options for all 4 years are the same.  
By changing the wording of the question, SIS was able to 
obtain more useful information from its customers.  The 
expected response time (in the 2003 survey) was significantly 
greater than the actual response time (in the 2004 survey.)  
Some 36 percent expected a response on the same business 
day in the 2003 survey.  However, over 70 percent actually 
received their responses on the same business day (in the 2004 
survey).  For 2004 through 2006, a response was received in 3 
business days or less 93 percent to 96 percent of the time. 
 SIS compared the response time for survey respondents to 
the response time recorded in RPS by SIS staff using the time 
period that SIS surveys were administered in 2004-2006.  
Response time of 1 day or less reported by survey respondents 
ranged from 74.2 percent to 62.3 percent (for 2005 and 2006 
respectively).  In contrast, the response time of 1 day or less 
reported in RPS was 93.8 percent or higher for 2004-2006. 
The SIS staff generally responds to customers within 1 
business day as indicated in RPS.  However, a completed 
request including additional research may take 2-3 days.  This 
is indicated by 26.1 percent to 30.7 percent of survey 
respondents reporting a response time of 2-3 business days.  
The response time gap between survey responses and RPS 
may be the difference between making an initial contact and 
delivering the completed information to the customer.  
 


Table 3--Response Timeliness for SIS, 2003-2006
Percentage of respondents indicating . . . 


Survey Response In
question options 2003


When did you Same day 36.0
expect to 2-3 business days 52.5
receive a 4-5 business days 8.6
response? 6 or more


business days 2.9


Survey Response In
question options 2004 2005 2006
When Same day 70.6 74.2 62.3


did you 2-3 business days 26.1 23.4 30.7
receive a 4-5 business days 1.7 2.4 3.5
response? 6 or more


business days 1.7  -- 3.5


Percentage of respondents indicating . . . 


 
 
 







Table 4 presents the issue of meeting customer needs.  In 
2004, the question and the response options were changed to 
reflect the RAS balanced measures. The 2003 question asked 
if SOI’s product(s)/data satisfied customer needs.  The 2004-
2006 question asks if the product(s) or services(s) provided 
met customer needs.  The major difference between the 2003 
question and the 2004-2006 question is the response options.  
In the 2003 survey, there is no option for a “middle ground” 
between the “disagree options” and the “agree options.”  
Instead, a “not applicable” option is listed at the end after 
“strongly agree.”  Beginning with the 2004 survey, a “not 
sure/neither” option is available between the “disagree 
options” and the “agree options.”  During the 4 years of the 
surveys, the percentage of respondents who agreed or strongly 
agreed that their needs were met ranged from 76.5 percent in 
2004 to 82.5 percent in 2005.  
 
Table 4--SIS Met Customer Needs, 2003-2006


Survey Response In
question options 2003


SOI's Strongly disagree 5.1
product(s)/data Disagree 8.0
satisfied your Agree 30.4


needs. Strongly agree 51.4
Not applicable 5.1


Survey Response In
question options 2004 2005 2006


The product(s) Strongly disagree 6.9 5.0 5.3
or service(s) Disagree 6.9 5.0 3.5
provided met Not sure/neither 9.7 7.5 12.3
your needs. Agree 33.1 29.2 33.3


Strongly agree 43.4 53.3 45.6


Percentage of respondents indicating . . . 


Percentage of respondents indicating . . . 


 
 
 
Table 5 presents  customers’ overall satisfaction with the most 
recent response they received from SIS.  For all 4 years, the 
question was the same, but, beginning with the 2004 survey, 
the response options were changed to reflect RAS balanced 
measures. Therefore, responses are not comparable between 
2003 and the 2004-2006 responses.  However, for all 4 years, 
the satisfaction rate remained high.  Respondents who were 
satisfied or very satisfied ranged from 85.9 percent in 2004 to 
91.6 percent in 2005. 


The surveys each year also included open-ended 
questions asking for further explanations, recommendations, 
and suggestions for improving service to SIS customers. The 
information gleaned from responses to these open-ended 
questions has been exceptionally useful.  Several respondents 
suggested adding the missing years in SOI historical tables, 
published in the Statistics of Income Bulletin and also released 
on Tax Stats.  In these historical tables, the most current 5 
years were shown, and, for earlier years, only every fifth year 
was shown.  Data classified by locality are SIS’s most 
 
 
 


Table 5--Overall Satisfaction With SIS, 2003-2006


Survey Response In
question options 2003


Rate your overall Very low 0.7
satisfaction Low 1.4
with your Average 10.1


most recent High 34.8
data request. Very high 52.9


Survey Response In
question options 2004 2005 2006


Totally
Rate your overall dissatisfied 0.6 3.4 1.7


satisfaction Dissatisfied 3.5 0.8 2.6
with your Neither 9.9 4.2 7.8


most recent Satisfied 41.5 41.2 33.9
data request. Totally


satisfied 44.4 50.4 53.9


Percentage of respondents indicating . . . 


Percentage of respondents indicating . . . 


 
 
 
frequently requested products.  SOI, in conjunction with the 
Census Bureau, produces county-to-county and State-to-State 
migration data, along with county income data.  SOI also 
produces Zip Code data.  Not surprisingly, respondents 
requested more locality data.  Some respondents, for example, 
requested earned income tax credit and alternative minimum 
tax data by county or Zip Code and migration data classified 
by occupation.  Respondents also requested that locality data 
or the Corporation Source Book be made available on Tax 
Stats.  These products have been available on a reimbursable 
basis from SOI.   
 
Changes Planned or Implemented  
Based on the input received from SIS customers, the SIS 
office has made some changes over the past 3 years.  The SIS 
office conducted a benchmarking trip to the SIS’s counterpart 
at the U.S. Department of Transportation and is looking into 
other fact-finding trips.  After the first survey was conducted, 
the SIS office worked with an Information Technology 
Specialist to more effectively track customer requests and 
information about its customers.   


SOI has also made improvements to its products and 
services by eliminating breaks in time series data for many of 
its tables.  In selected SOI Bulletin historical tables, data for 
sequential years are published as space allows.  On Tax Stats 
where no space limitation exists, SOI is looking into adding 
more years of historical data by inserting data for missing 
years.  SOI has also begun adding more data to Tax Stats.  
This year, SOI added the 2000-2003 issues of the Corporation 
Source Book. 


SOI Bulletin Survey 
The SOI Division’s long history of publishing stems from its 
original mandate in 1916.  Over the years, the number of 
  







publications and the amount of time and effort to publish them 
have grown, but considerably less time has been spent 
evaluating the content, frequency, and dissemination of the 
publications.  Three years ago, these tasks were the charge for 
a new workgroup that involved senior SOI staff and 3 
members of SOI’s Advisory Panel [1].  Initially, this group 
undertook to review the content and frequency of all SOI 
publications; examine how it could make them more useful; 
look at methods of advertising and disseminating; and look at 
what it is not publishing that perhaps it should. 


Ultimately, the workgroup’s efforts turned to improving 
the quality of SOI’s most visible publication--the quarterly 
SOI Bulletin--and the efficiency of the Bulletin production 
process.  Two methods were used--focus groups and a 
customer satisfaction survey.  The focus groups were 
conducted to learn how authors and reviewers perceive the 
writing and review process, and to solicit ideas for changes in 
the writing and review process.  The customer satisfaction 
survey was administered to better understand how SOI 
customers use the Bulletin, how satisfied they are with the 
contents, how useful the various features of the Bulletin are to 
them, and how it should be improved. The remainder of this 
section of the paper will be devoted to the Bulletin itself, 
describing the survey process, summarizing the key findings, 
and, finally, telling how SOI is using the survey results to 
improve the publication.  
 
About the SOI Bulletin 
Twenty-five years ago, in the summer of 1981, the first issue 
of the Statistics of Income Bulletin was published.  It was 
initially created as the vehicle for disseminating more limited 
data on topics formerly covered by separate reports, as well as 
to provide the results of the growing number of special 
projects.  The first SOI Bulletin was 46 pages and included 
just 3 articles--on individual income tax returns, sole 
proprietorship returns, and partnership returns.  Recently, SOI 
Division published the 100th Bulletin (Spring 2006, Volume 
25, Number 4), which included 6 articles; 23 selected 
historical and other data tables; sections on sampling 
methodology, projects and contacts, and products and 
services; and an index of selected previously published 
articles.  SOI is currently working on the first issue of its 26th 
year (Summer 2006, Volume 26, Number 1).  The average 
size of the report for 2005 was 310 pages. 
 Today’s Bulletin is issued quarterly, in March, June, 
September, and December and provides the earliest published 
annual financial statistics obtained from the various types of 
tax and information returns filed, as well as information from 
periodic or special analytical studies of particular interest to 
students of the U.S. tax system, tax policymakers, and tax 
administrators.  It also includes personal income and tax data 
by State and historical data for selected types of taxpayers, in 
addition to data on tax collections and refunds and on other 
tax-related items.  Much work goes into producing each issue 
of the Bulletin, but it was not clear whether it was meeting 
customers’ needs.  Thus, a survey was designed to collect 
critical information on how customers felt about the Bulletin.    
 
Administering the Survey 
Once again, SOI Division mathematical statisticians Kevin 
Cecco and Diane Milleville were called upon to assist in 
developing the survey.  The result was a relatively brief and 


visually engaging, 15-question customer survey, which was 
subsequently cleared for use by the Office of Management and 
Budget.  Following OMB’s approval, the survey was then 
administered to SOI Bulletin customers in several ways. 
 The survey was sent directly via e-mail to SOI’s main 
customers at the Department of Treasury’s Office of Tax 
Analysis, the Congress’s Joint Committee on Taxation, and the 
Commerce Department’s Bureau of Economic Analysis, as 
well as to all members of SOI’s Advisory Panel.  The survey 
was also included in the Summer 2004 and Fall 2004 issues of 
the SOI Bulletin for customers to remove, fill out, and either e-
mail or fax back to SOI.  As a further outreach to potential SOI 
Bulletin customers, an SOI Advisory Panel member facilitated 
the dissemination of the survey via the Federation of Tax 
Administrators (FTA) list serve in January 2005.    


Following a reasonable amount of time after publishing 
the Fall 2004 Bulletin and time allowed for FTA members to 
reply, the responses were compiled and analyzed.  In all, 52 
surveys were returned.  The majority of respondents were 
from the groups SOI targeted outside of the printed 
publication.  Only 9 respondents filled out the survey from the 
Bulletin itself.  To put these numbers in perspective, it should 
be noted that, for the Fall and Summer issues that year, 
approximately 2,000 copies of each were printed.  Of these, 
about 400 copies were sent to internal IRS and Treasury 
Department offices, about 1,250 copies were provided to the 
Government Printing Office (GPO) for subscribers and the 
Federal Depository Libraries, and about 350 copies were for 
the SOI Division for internal purposes.  Because just 52 
responses were received, a major concern was that responses 
might not be representative of all users, meaning this 
information should probably not be the basis for any final 
decision concerning the Bulletin.  Also, it was not possible to 
conduct a nonresponse analysis, because the majority of the 
Bulletin copies are distributed by the GPO, and SOI does not 
know who the customers are.  In addition, SOI decided not to 
continue to include the survey in subsequent issues of the 
Bulletin for several reasons--1) the responses were likely to be 
low again; 2) the OMB approval process was required for each 
issue of the Bulletin, and, with a low response rate, it would be 
more difficult to justify including it in the report; and 3) the 
OMB approval process had just become much longer, taking 
about 5 weeks instead of 2 weeks.  Nevertheless, SOI did have 
the results from 52 surveys to evaluate, and, after consulting 
with the mathematical statisticians advising us on this effort, 
they recommended that SOI work with the results it has and 
use another vehicle to focus on a particular part of the Bulletin, 
e.g., another focus group, should SOI decide to solicit additional 
customer feedback.  The findings are presented below.  
 
Findings 
Type of respondents.  Over one-third of the respondents (36 
percent) were affiliated with State and local governments.  
Another 18 percent indicated a Federal Government 
affiliation, while 17 percent had a Congressional affiliation.  
Nearly one-third of all responses came from members of the 
FTA list serve. 
 
Use of other SOI products.  The three most heavily used SOI 
products other than the SOI Bulletin were the Corporation 
Source Book, the IRS Data Book, and the Individual complete 
report--used by 40 percent-50 percent of all respondents.   A 







little over one-third of respondents also indicated they used the 
Corporation complete report.  About one-fourth of all 
respondents use Special Studies in Federal Tax Statistics, 
public-use microdata files, and special tabulations.  Twenty 
percent or less said they use other SOI products. 
 
How respondents receive the Bulletin.  Half of all respondents 
receive the Bulletin through a subscription.  Another 20 
percent receive it directly from the SOI Division. 
 
Frequency of use.  Of the 49 who responded to how frequently 
they use the Bulletin, 37 (about 76 percent) use it 4 times a 
year.  Only 8 percent use it once a year. 
 
Overall satisfaction.  Of the 49 who responded, 86 percent 
were satisfied or totally satisfied with the SOI Bulletin; only 2 
respondents were dissatisfied, while 5 were neither satisfied 
nor dissatisfied.  
 
Use of specific features.  Of the 8 features listed (from the 
Bulletin Board column in the front of the report through the 
index on the inside back cover), and checking all that apply, 
the Selected Historical and Other Data section was by far the 
most frequently used--90 percent of survey respondents, 
compared to 67 percent who said they use the featured articles 
and 38 percent who use the data releases. An equal number 
(about 25 percent of respondents) use each of the remaining 
features, except for the Bulletin Board, which less than 8 
percent indicated they use. 
 
Suggestions for change.  When asked to check boxes 
regarding possible changes to the Bulletin, nearly half of all 
respondents indicated they would like to see more articles on 
topics of current interest.  They also indicated an interest in 
shorter articles focused on key findings (nearly 37 percent).  
About one-fourth of respondents said they would like more 
details on methodologies and samples.  For the response 
“Other,” 8 survey respondents offered varied suggestions, 
such as adding links to data and explanatory material on the 
Web, including more longitudinal data, and reporting medians 
as well as averages and measures of variability.   
 
How to publish sections:  print, Web, or both.  This question 
dealt with the component parts of an article or data release and 
asked respondents whether they preferred the parts to be 
provided in print only, posted to the Web only, or to be 
available in both places.  About two-thirds of respondents 
preferred that the tables be provided in both mediums; nearly 
half or more than half of respondents indicated that they 
preferred most parts of an article to be published in print and 
on the Web.   
 
Use of Selected Historical and Other Data section.  When 
asked if they used the Selected Historical and Other Data 
section, some 90 percent said yes.  Of those who said yes, over 
93 percent said the tables are useful, and over 84 percent said 
the footnotes were useful.  Of the 2 respondents who answered 
no to this question, 1 provided additional comments, 
indicating that publishing the historical tables in every issue 
was not necessary. 


Where to publish historical tables.   Nearly 70 percent of those 
who use the historical tables felt that they should be published 


in both print and on the Web.  And of 19 respondents who 
answered the question about how often to publish the 
historical tables, 11 (or about 58 percent) felt that the 
historical section should appear in all SOI Bulletin issues.  


Verbatims 
The survey also included the following open-ended questions 
in order to gain additional information about how the 
information in the Bulletin is being used and to seek 
recommendations and suggestions for improvements.  The 
following summarizes the responses SOI received to the open-
ended questions from the survey: 
 


• What is your primary use of the SOI Bulletin? 
 


About 60 percent of respondents chose to reply.  
Verbatim responses covered a number of areas of 
uses.  A few respondents stated that they use the 
Bulletin for “quick look-up of tabulations” or to look 
up the most recent data on a topic.  One respondent 
identified him/herself as a “scholar and educator with 
deep interest in the Federal tax system” who reads the 
Bulletin for “keeping up” responsibilities.  Another 
uses the Bulletin as a resource for responding to 
media inquiries.  The most recurring themes centered 
around the Bulletin as a source of data for research 
and for the historical series data.  About a third of the 
answers indicated that the statistics were used for 
research, revenue estimation, or tax modeling 
purposes.  Another 20 percent were mainly interested 
specifically in the historical data series that is 
included in each issue.   
    


• If you use the Selected Historical and Other Data section 
of the SOI Bulletin, which tables do you use, do you find 
them useful, do you find the accompanying footnotes 
useful, and how would you improve this section? 


 
About half of the 90 percent of survey respondents who 
indicated that they use the historical data also told  
which tables they use of the 23-table section.  The 
majority of those use 7 or more tables in the section, and 
some specifically stated that they use the annual State 
data, a 53-page table titled “Table 2--Individual Income 
and Tax Data by State and Size of Adjusted Gross 
Income.”  About 20 percent of those who use the 
historical data also answered the question about whether 
they find the tables useful.  Several stated they found 
them useful as a quick reference, while others stated 
they were difficult to find on the Web.  Only 1 person 
responded to the question about the footnotes, finding 
them marginally useful because of the limited number 
of years available.  Suggested improvements ranged 
from only publishing the series once a year to adding 
more details on the State table, to including many more 
years of data, to more detailed data by State. 
 


• If you could change one thing about the SOI Bulletin, 
what would it be? 
Nearly one-third of respondents chose to weigh in on 
this question, and the responses offered a few themes 
for SOI to consider--namely, a more detailed index in 







order to locate earlier, related articles; more topical, 
interesting articles as some are rather dull; providing 
links to related, technical documentation on the Web; 
and making Bulletin tables electronically useable on 
the Web. 


 
• Please provide any additional comments and/or 


suggestions you may have concerning the SOI Bulletin. 
 


Ten responses were received to this question, about 
20 percent of those who responded to the survey.  No 
2 comments were the same, but 1 area for 
improvement suggested in several responses was in 
length of articles.  There appears to be more interest 
in the figures, graphs, and tables.  Some asked SOI to 
consider producing a leaner Bulletin, with more 
interesting writing.   


 
Next Steps 
Although the number of responses to the SOI Bulletin Survey 
was less than had been hoped for, SOI feels that the results are 
a strong indication that it is doing a good job of producing the 
SOI Bulletin. It is a useful resource for looking up data on a 
specific tax-related topic.  The historical data are very useful 
and an important reason why people use the Bulletin.  
However, it is also clear that there is room for improvement in 
a number of areas--in improving the writing, e.g., preparing 
shorter articles focused on key findings and preparing more 
articles on topics of current interest.  Many customers are also 
interested in more details on methodologies and samples. And 
another message that came through is an interest in more 
consecutive years of historical data. 
 These results, along with the results from focus groups 
with Bulletin authors and technical reviewers, are being used 
to focus SOI efforts on specific areas of improvement.  
Recently, SOI has been working with some of the members of 
SOI’s Web Modernization Team with the goal of improving 
the process of producing and posting tables to the Tax Stats 
Web site, which should also improve the process of producing 
Bulletin articles.  One outcome in streamlining this part of the 
Bulletin production process is that we are making data 
available earlier on Tax Stats.  The Tax Stats Web Team is 
also working with a contractor on a dynamic tables prototype 
that will allow users to make their own tables from previously 
tabulated SOI data.  Currently, this is a prototype that allows 
users to make tables from 2 years of Corporation Source Book 
data.  The prototype will run for 4 months, after which SOI 
will evaluate feedback, costs, etc., to determine how this will 
fit into SOI’s data dissemination strategy. 


SOI also plans to address Bulletin content issues.  
Working more closely with managers, authors might want to 
refresh their articles by shortening them, by becoming more 
familiar with relevant tax and economic literature, by 
soliciting ideas from senior staff from Treasury’s Office of 
Tax Analysis and other customers, and by co-authoring 
articles with senior staff or outside experts.  SOI will seek to 
assist authors in accessing the tax and economic literature by 
establishing an electronic index of the SOI library and 
arranging a briefing on electronic research from a sister 
organization in IRS.  SOI will also assemble a collection of 
examples of good Bulletin articles and other descriptive papers 
to aid newer authors. 


SOI will continue to work on improvements to the 
Bulletin, as evidenced by current efforts to get consensus from 
our senior managers on a plan to improve the Bulletin 
production process, followed by incremental improvements in 
content and quality of the articles and tables.  In so doing, SOI 
is committed to responding to the recommendations and 
suggestions of customers. 
 
Summary and Conclusion 
As discussed, the Statistics of Income Division is using surveys to 
improve the methods of conducting business, with the emphasis on 
providing top-quality service to its customers.  The SIS Survey 
questions dealt with communication, characteristics of staff, opinions 
of products, and overall satisfaction.  When surveying SOI Bulletin 
customers, questions dealt with characteristics of the customer and 
their use of this publication, content issues, suggestions for 
improvement, and overall satisfaction.  Administering surveys and 
examining the findings over the past several years have shown SOI 
how well it is doing in improving products and services and have 
helped guide efforts to make improvements in these areas.  For both 
the SOI Bulletin and SIS surveys, specific suggestions included in 
verbatims related to SOI current products have been particularly 
useful.  The Statistical Information Services office has definitely 
benefited from the surveys over the past 3 years.  The SIS survey has 
helped maintain focus on the SIS goal of outstanding customer 
service.  To continue to improve its service, the SIS made a 
benchmarking trip and is looking into other fact-finding trips.  The 
SIS office also made enhancements to its electronic tracking 
system (RPS) to more effectively track requests as well as 
information about its customers.  Overall, the responses 
received from the SOI Bulletin Survey have been useful in 
helping direct current efforts to improve the Bulletin.  For 
example, it is clear that SOI customers want to continue to 
have Historical and other data tables available in both the 
printed publication and on SOI’s Tax Stats Web site.  SOI 
staff  are currently working on guidelines for making tables 
more usable for customers who intend to download and work 
with the data SOI provides.  In addition, SOI is working on 
improving the publication process itself as well as desktop 
publishing tools to improve the layout process.  It also intends 
to work with subject-matter experts and mathematical 
statisticians on content issues, e.g., including more articles on 
topics of current interest and more information about the 
statistical significance of reported trends, especially when the 
reported changes are small in magnitude.  


Measuring customer satisfaction will continue to be a 
major priority for SOI.  A commitment to collecting and 
evaluating customer satisfaction data will ensure that SOI does 
not lose its focus on critical issues that impact its customers.  
An emphasis on collecting customer satisfaction data will 
reinforce the SOI culture of providing outstanding service to 
customers.  As is evident from the data presented in this paper, 
SOI has done a good job of exceeding the expectations of its 
customers.  However, SOI should not rest on its successes, but 
rather work even harder to ensure that it meets or exceeds 
customer expectations. 
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Appendix -- SIS Survey Questions, 2003-2006     
Year question included in SIS 


survey Survey question 
2003 2004 2005 2006 


Which of the following best describes your function? X X X X 
How did you initially learn about the SOI SIS office? X       
How did you initially learn about the SIS office?   X X X 
How often do you contact our office? X       
How often do you contact the SIS office?   X X X 
How did you contact us?       X 
Was the first contact with SIS with a (1) person; (2) voice message       X 
Was the voice message (1) informative; (2) user-friendly; (3) okay as is; (4) 
needs improvement by _______ .       X 
Did we satisfy your data request?  (If only partially or not at all, please 
explain why in the space provided below.) X       
Did the SIS satisfy your data request?   X X   
Did the SIS satisfy your data request?  (If only partially or not at all, please 
explain why in the space provided below.)       X 
When did you expect to receive a response from us? X       
When did you receive a response?   X X   
When did you receive a response regarding your most recent data request?       X 
How did we respond to your data request?       X 
Our staff was focused on determining and satisfying your needs. X       
The SIS staff was focused on determining and satisfying your needs.   X X   
SOI's product(s)/data satisfied your needs. X       
The product(s) or services (s) provided met your needs.   X X X 
SOI's product(s)/data was received timely. X       
How often do you retrieve data from the SOI Tax Stats Web site? X X X   
The SOI Tax Stats Web site is user-friendly. X       
The SOI Tax Stats Web site is user-friendly. Why or why not?   X X   
The Tax Stats Web site would be more useful if SOI considered the 
following  (1) adding more data; (2) deleting data;  (3) adding links to other 
data; (4) having a sophisticated search engine; (5) allowing "create your 
own" tables; (6) adding more viewable tables; (7) other. X       
The information from the SOI Tax Stats Web site met your needs.   X X   
If you could change one thing about the SOI Tax Stats Web site, what 
would it be?   X X   
How would you prefer to receive products/files from SOI? X       
If given the opportunity, would you be interested in receiving notice of 
future data/product releases from SOI? X       
What types of new products/data releases would you be most interested in 
receiving? X X X X 
Please rate your overall satisfaction with your most recent data request. X X X X 
If you could change one thing about your experience with the SIS office, 
what would it be?       X 
Please list any other Web sites that you use to gather statistical information. X       
Please provide comments and/or suggestions on ways we may better serve 
your data needs. X X X X 


     
 





		 SOI’s mission is to collect, analyze, and disseminate information on Federal taxation for the Office of Tax Analysis, Congressional committees, the Internal Revenue Service in its administration of the tax laws, other organizations engaged in economic and financial analysis, and the general public.  Its mission is similar to that of other Federal statistical agencies--that is, to collect and process data so that they become useful and meaningful information.    However, SOI collects data from tax returns rather than through surveys, as do most other statistical agencies.  These data are processed and provided to customers in the form of tabulations or microdata files.  Although the IRS uses SOI data, the primary uses for SOI data are outside of IRS, in policy analyses designed to study the effects of new or proposed tax laws and in evaluating the functioning of the U.S. economy. 
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USING AUXILIARY INFORMATION TO ADJUST FOR NON-RESPONSE IN WEIGHTING A LINKED 


SAMPLE OF ADMINISTRATIVE RECORDS 
 


Barry W. Johnson and Paul B. McMahon, Internal Revenue Service 
                                                  Presented at the 2002 American Statistical Association 
 
Federal estate tax returns are a rich source of 
information on the assets and liabilities associated with 
decedents, as well as data on beneficiaries of estates.  
When linked with income tax data for the decedents 
and their beneficiaries, the resulting data base provides 
a unique opportunity to study a variety of important 
economic issues relating to the transfer of wealth and 
the accumulation of capital.  However, in creating such 
a complex, linked data base, it is inevitable that, for a 
variety of reasons, a number of records would be 
missing.  
 
In this paper, we detail steps taken to weight the linked 
files.  We adjust the linked record weights in two 
stages.  First, an adjustment factor is created to balance 
to the original population totals, essentially treating 
unmatched records as non-respondents.  Next, we 
employ auxiliary data, post-stratification, and raking to 
adjust the sampling weights and then compare those 
results to estimates from other administrative record 
sources. 
 
Background 
The Federal estate tax is a tax on the transfer of assets 
from a decedent’s estate to its beneficiaries and is, 
therefore, levied on the estate.  It is not an inheritance 
tax.  The estate tax, the gift tax, and the generation-
skipping transfer tax, together, form the Federal unified 
transfer tax system.  This system taxes transfers made 
by individuals both during life and at death. 
 
A Federal estate tax return, Form 706, must be filed for 
every U.S. decedent whose gross estate, valued on the 
date of death, combined with certain gifts made by the 
decedent, equals or exceeds the filing threshold 
applicable for the decedent’s year of death.  The return 
must be filed within 9 months of a decedent’s death, 
unless a 6-month extension is requested and granted.  
All of a decedent’s assets, as well as the decedent’s 
share of jointly owned and community property assets, 
are included in the gross estate for tax purposes and 
reported on Form 706.  Also reported are most life 
insurance proceeds, property over which the decedent 
possessed a general power of appointment, and certain 
transfers made during life. 
   
Expenses and losses incurred in the administration of 
the estate, funeral costs, and the decedent’s debts are 
allowed as deductions against the estate for the purpose 


of calculating the tax liability.  A deduction is allowed 
for the full value of bequests to the surviving spouse, 
including bequests in which the spouse is given only a 
life interest, subject to certain restrictions.  Bequests to 
qualified charities are also fully deductible. 
  
The Statistics of Income Division (SOI) of the Internal 
Revenue Service selects a sample of Federal estate tax 
returns filed during the calendar year as part of its 
annual estate study.  These data are used for budget 
analysis, tax law evaluation, and other economic 
studies .  From time to time, a subsample of estate tax 
returns, collectively referred to as an “estate collation 
study,” is selected for further processing. 
  
 The collation subsample is designed to collect 
additional data on decedents and the beneficiaries of 
their estates.  Some of these data are drawn from Form 
706 and supplemented with information provided in 
wills and trust documentation.  Income tax data from 
Form 1040 for both decedents and beneficiaries are 
also linked to data from the Federal estate tax return.  
Bequest data, combined with income data for 
beneficiaries, can be used to study bequest patterns and 
motives (see Joulfaian, 1994), as well as to better 
understand the effects of inheritances on certain 
beneficiary behaviors (see Mikow and Berkowitz, 
2000).  Income tax data linked to estate tax data for 
decedents can be used to study such issues as the 
relationship between realized income and wealth (see 
Steuerle, 1985) and the usefulness of the life-cycle 
model of savings for explaining bequest behavior (see 
Modigliani, 1988).   
 
The Data 
The design for the 1992 Estate Collation Study had 
four main stages, starting with the selection of the 
Statistics of Income 1992 Estate Tax Return Study 
sample.  This sample of Federal estate tax returns filed 
between 1992 and 1994, inclusive, was designed for 
use in estimating both tax revenues in all 3 calendar 
years and personal wealth holdings for 1992 decedents.  
The 3-year sample period was devised to ensure that 
nearly all returns filed for 1992 decedents would be 
subjected to sampling, given the long lag that can occur 
between a decedent’s death and the filing of an estate 







  


tax return, due to extensions.1  The design had three 
stratification variables:  size of total gross estate, age at 
death, and year of death.  Total gross estate (the sum of 
all the asset valuations) was chosen as a stratifier to 
satisfy the first use, estimating tax revenue, and was 
limited to five categories: 


• $600,000 under $1 million, 
• $1 million under $2 million, 
• $2 million under $5 million, 
• $5 million under $10 million, and 
• $10 million or more. 
 


Age was selected as a stratifier, in part, because 
personal wealth estimation is based on death rates, 
which are closely correlated with age.  The decedent’s 
age at death was disaggregated into five categories:  
less than 40, 40 under 50, 50 under 65, 65 under 75, 
and 75 or older (including age unknown).  The year-of-
death variable was separated into two categories based 
on whether the year of death was 1992 or another year.  
This outline was designed in late 1990 and 
implemented in 1992, with minor sampling rate 
changes for non-1992 decedent strata in Calendar 
Years 1993 and 1994.  The sampling probabilities for 
the 20 strata for 1992 decedent estates were not 
changed over the sampling period. 
 
Estate tax returns were sampled during administrative 
processing, without regard to the possibility of any 
audit examination.  A portion of the sample was 
selected because the decedents’ Social Security number 
(SSN) ending digits corresponded with those in the 
Social Security Administration’s Continuous Work 
History Sample (CWHS).  However, the majority of 
returns were selected on a flow basis using a Bernoulli 
sampling method.  The actual sampling mechanism 
creates a permanent random number based on an 
encryption of the SSN (see Harte, 1986).  Sample rates 
were preset based on the desired sample size and an 
estimate of the population.  They ranged from 3 
percent to 100 percent, with more than half of the strata 
selected with certainty.  These samples were limited to 
returns filed for decedents with total gross estates of at 
least $600,000, the estate tax filing threshold in effect 
for this period.  Of the 28,530 returns sampled between 
                                                 
1 An examination of returns filed between 1982 and 1992 
revealed that almost 99 percent of all returns for decedents 
who die in a given year are filed by the end of the second 
calendar year following the year of death.  Further, the 
decedent's age at death and the length of time between the 
decedent's date of death and the filing of an estate tax return 
are related (see Johnson, 1998).  Therefore, it was possible to 
predict the percentage of unfiled returns, within age strata, 
and to adjust the final 1992 year-of-death sample weights to 
account for returns not filed by the end of the 3-year 
sampling period. 


1992 and 1994, 11,943 were for decedents who died in 
1992. 
  
Collation Study Data 
A subset of returns filed for decedents who died in 
1992, and for whom an estate tax return was filed in 
either 1992 or 1993, was selected for inclusion in the 
1992 Estate Collation Study.  The subsample was 
limited to these 2 study years because of time 
restrictions for extracting the particular IRS Master File 
data in which we were interested.  Because one study 
goal was to examine the relationship between income 
and wealth for decedents, it was necessary to have 
income data for, at minimum, the last full year prior to 
death.  The source records on the Individual Master 
File (IMF) that we required were only retained for 
those posting in the current calendar year and the 2 
immediately previous years (other types of records had 
longer retentions but contained insufficient data for our 
needs).  Thus, in order to acquire Tax Year 1991 
individual return filings (submitted in 1992), we had to 
cut off our selection for this collation study after the 
Calendar Year 1993 Form 706 selections.  Estate tax 
returns filed during 1994 for decedents who died 
during 1992 had to be ignored in the sampling process.  
This truncation of the sample period, however, 
introduced significant bias since complex estate tax 
returns, especially those for large estates, take the most 
time to prepare.  Much of the work documented in the 
rest of the paper focuses on trying to reduce the effects 
of this bias on estimates generated from the collation 
data base. 
   
In focusing on returns filed for 1992 decedents, we 
eliminate 20 strata from the original estate study 
sample.  The sample of 1992 decedents was itself 
further reduced from that of the original SOI sample of 
estate tax returns for several reasons.  First, our 
sponsor, the Treasury Department’s Office of Tax 
Analysis was primarily interested in the larger estates 
due to their expectation that only larger amounts 
passed to heirs would have a discernable impact on 
their behaviors.  Second, some of the individual 
income tax return data were to be collected by taking 
advantage of the Statistics of Income Individual 
Program's panel selection procedures.  This panel 
operation was an adjunct to the standard stratified 
Bernoulli sampling that is the mainstay of that series.  
There was, however, a limit on the number of SSN’s 
that could be added to that operation due to hardware 
constraints.  The subsample rates ranged from 4 
percent to 100 percent.  Returns that indicated that a 
decedent had made bequests to living beneficiaries, but 







  


for which important bequest information was not 
reported, were rejected from the final data set.2 
   
At that point, we had two sampling processes and one 
frame constraint that affected the sample.  In addition, 
there was one other administrative issue that should be 
considered.  Due to the way that SOI computer 
operations are planned, programmed, and tested, the 
sample rates are developed almost 18 months prior to 
implementation, based on desired sample size and 
filing projections that are developed using prior-year 
data.  However, there was a recession in 1992, which 
diminished the value of many estates.  Thus, our actual 
sample was smaller than expected, both for the basic 
estate study and the collation study.  The final collation 
study sample contained 4,525 decedent records.  These 
estates reported 22,000 beneficiaries, including some 
beneficiaries whose bequests were contingent on either 
the death or coming of age of other, more primary 
beneficiaries. 
 
Base Weights 
To calculate a base collation study weight, we needed 
to consider all the mechanisms that were actually 
involved in selecting the subsample.  In order to 
account for the truncation of the sampling period, we 
post-stratified to the existing 3-year strata population 
counts.  However, this did not fully address the reason 
that some returns are filed later than others.  
Discussions with estate tax practitioners revealed that 
returns reporting a significant tax liability take the 
longest to prepare, since several valuation experts may 
be consulted prior to determining final asset values, in 
order to minimize, as much as legally possible, the tax 
liability.  Thus, to calculate a collation study sample 
weight, we further post-stratified on a binary variable 
indicating whether or not an estate had reported a tax 
liability.  Note that, in both cases of post-stratification, 
we had the population from which the sample was 
drawn to tally for the strata totals.  Figure A compares 
selected estimates using the final, weighted collation 
study decedent data with those from the full, weighted 
3-year estate study file. 


 
Decedent 1040 Files 
For decedents in the 1992 Estate Collation Study, 
income tax data were obtained from the IMF for the tax 
period ending December 31, 1991, the last full year 
prior to a decedent’s death.  The data available were 
limited to those necessary for effective tax 


                                                 
2 In cases where a preparer had failed to provide beneficiary 
information on IRS Form 706, every attempt was made to 
collect this information from supplemental documentation, 
such as will and trusts.  In the end, there were 22 returns that 
were rejected due to missing information. 


Figure A:  Mean Values for Selected Variables, 3-
Year Sample vs. Collation Sample  
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administration.  Income tax data were available for 
3,767 of the 4,525 decedents in the collation sample, a 
linkage rate of 89.5 percent.  Linkage rates varied 
substantially by sex and sample code.  A decade ago, 
the IRS administrative records processing system for 
Individual Income Tax Returns did not include a 
provision for ensuring the quality of the secondary, or 
spousal,  SSN.  Since the spousal SSN on the tax form 
is usually that of the wife, we felt that an adjustment to 
the weights had to be made along gender lines to 
compensate for the higher level of non-matches.  
Indeed, while almost 90 percent of the returns filed for 
male decedents could be matched to a Tax Year 1991 
Form 1040 return, the link rate for female decedents 
was only slightly more than 70 percent. 
 
Refining this further, we found that 92 percent of the 
male decedents with taxable estates and 88 percent of 
the male, non-taxable estates were matched.  This is 
not an important difference.  Only slightly lower than 
those groups were the non-taxable estates of females.  
However, as Figure B shows, the largest difference was 
in the case of the taxable estates of female decedents, 
whose records had a match rate of only 35 percent.  In 
fact, we were able to match only 18 percent of records 
for the estates of women with taxable estates valued 
between $2 million and $5 million.  This is partly due 
to the very small samples in this category, which 
totaled only about 100 across the five size categories. 
 
Weight adjustments for the matched 1040 returns were, 
thus, calculated within the original sample strata, post-
stratified by gender and tax status.  In several instances, 
samples were very small, making it necessary to 
collapse strata.  Wherever possible, strata were 







  


collapsed across tax status, rather than sample 


Figure B:  Matching Rates For Decedents
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code, to preserve the original sample probabilities.  In 
some cases, small samples required additional 
aggregation.  The resulting adjustments were applied to 
the collation study base weights.  Figure C compares 
selected estimates using the final, weighted collation 
study decedent data with those from the weight-
adjusted linked 1040 file.3 
 


Figure C:  Mean Value for Selected 
Variables, Collation Decedent Sample vs. 


1040 Linked File
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Beneficiary 1040 Files 
For the purposes of studying the income effects, if any, 
that arise from receiving an inheritance, it was 
necessary to collect data from a Form 1040 filed prior 
to receiving an inheritance, to use as a baseline, and 
similar return data reflecting income after the receipt of 
the inheritance.  For the 1992 Estate Collation Study, 
we selected beneficiary income tax returns for tax 


                                                 
3 These estimates differ slightly from those in Figure A 
because they are limited to decedents who had made bequests 
to living beneficiaries.  A small group of decedents selected 
into the collation study had limited their bequests to 
charitable organizations. 


periods ending in 1992  (baseline) and 1995 (to see any 
effects of inheritance). 4 
 
The 1040 data for collation study beneficiaries were 
collected from two sources.  Data for 1992 came from 
the IRS IMF for returns filed during Calendar Years 
1992 and 1993 with tax periods ending December 31, 
1992, the year of our decedents’ deaths.  Data for tax 
periods ending December 31, 1995, came from returns 
filed during Calendar Years 1995 and 1996 and were 
collected as a part of the SOI Individual Income Tax 
data program.  Linkages were initially based on SSN 
matches and were confirmed by comparing name 
information present on Form 706 with that on Form 
1040.  Contingent beneficiaries (those whose 
inheritances were conditioned on the death, coming of 
age, or disclaimer of another beneficiary) were not 
considered in this analysis. 
 
There were 10,983 beneficiaries for whom income tax 
information was available for tax periods ending 1992 
and 1995, a linkage rate of 55.1 percent, much lower 
than that of decedents.  The actual linkage rates varied 
substantially by sample code.  An adjustment similar to 
that calculated for the decedent 1040 data was 
indicated.  However, in this case, there were additional 
possible explanations for non-matches.  First, for some 
beneficiaries, the preparer may have refused to provide 
an SSN, since it is not used for tax administration 
purposes.  Second, for beneficiaries whose bequests 
were in the form of a trust, the entity identification 
number (EIN) associated with the trust may have been 
reported instead of the beneficiary’s SSN.  Third, 
transcription errors introduced either during the 
preparation of the original return or during data 
collection were also possible.  Additionally, some 
beneficiaries may have been too young to have ever 
filed income tax returns in one or both periods, while 
others who had filed in 1992 may have died before 
1995.  These last possibilities introduce some 
uncertainty as to the exact population of beneficiaries 
for whom Form 1040 data should have been available.  
The first step in calculating final weights for this file, 
then, was to determine the appropriate population to 
use in adjusting the base weights. 
  
In determining the population of beneficiaries whom 
we believed should have filed a Form 1040 in both 
periods, it was necessary to know the age of each 
beneficiary.  An individual’s date of birth was available 


                                                 
4 1992 was chosen over 1991 due to the availability of more 
complete data for that filing year.  Because of delays 
associated with settling an estate, beneficiaries who received 
inheritances from 1992 decedents would not have received 
them in Calendar Year 1992. 







  


from Social Security Administration (SSA) records and 
was automatically present for nearly all beneficiaries 
for whom a Form 1040 for either 1992 or 1995 was 
available.  For the remaining beneficiaries for whom a 
seemingly valid SSN had been reported, we tried 
linking to an SSA file, known as the Data Master One 
(DM1) file, which contained dates of birth.  Of the 
8,940 non-matched beneficiaries, we were able to 
obtain a DM1 file match for 2,200.  Thus, age was still 
missing for the 5,295 beneficiaries for whom no SSN 
had been reported, as well as for the 1,445 beneficiaries 
for whom a seemingly valid TIN had been reported, 
but for whom no linkage to either 1040 data or the 
DM1 file was possible. 
 
An examination of the distribution of a few key 
variables suggested that there was no significant 
difference between the groups of beneficiaries for 
whom age was known and those for whom age was 
missing.  In the absence of any systematic bias, it was 
possible to impute missing ages using the hotdeck 
imputation method (see Hinkins and Scheuren, 1986).  
Donor cells were created, based on a beneficiary’s 
relationship to a decedent and the decedent’s age.  
Beneficiary age and an indicator as to whether or not a 
beneficiary had died prior to 1995 were selected 
randomly with replacement from the donor cells.  Once 
this was completed, an examination of the data 
suggested that a beneficiary who was at least 18 in 
1992 could have reasonably been expected to file in 
both periods.  Consequently, beneficiaries whose actual 
or imputed ages were less than 18 were dropped from 
the analysis , as were those who had died prior to 1995.  
These constraints reduced the original sample of 
19,926 to 18,663 non-contingent beneficiaries of 1992 
estates for whom 1040 data would have been expected. 
 
Initial weight adjustments were calculated within the 
original decedent sample code, thus preserving the 
original probabilities of selection, and were then post-
stratified by tax status.  The resulting initial weights 
were applied to the file, and weighted frequency 
estimates were generated by relationship to the 
decedent.  Figure D shows that there were significant 
differences between the weighted estimates by 
relationship category for the full beneficiary sample and 
those produced from the linked sample.  Thus, ratio 
raking was indicated.  In addition to adjusting by 
relationship, we examined the possibility of separating 
the data further by tax status and gender.  Further 
analysis, however, indicated that the decedent’s sex was 
not related to the non-response bias; thus, only 
relationship and tax status were used.  For some 
relationship categories, the sample was too small.  So, 
these were combined with similar relationship 
categories for adjustment purposes.  Adjustments were 


calculated and applied to the previously adjusted 
weights.  The counts by sample code and tax status 
were then reproduced, using the now twice adjusted 
weights.  Two more rounds of raking adjustments were 
made, each time adjusting first within the sample code 
   
Figure D: Frequency Estimates Before Raking  
Adjustments       


Relationship Full  Linked Percent  
to sample 1040 sample under/over


decedent estimate estimate   estimate  


Surviving Spouse     27,023            35,274 30.5


Child     64,946            74,835 15.2


Grandchild     22,689            23,248 2.5


Sibling     11,449              9,156 -20.0


Niece/nephew     36,541            37,294 2.1


Parents       1,329                 777 -41.5


Other relative     26,352            19,116 -27.5


Not related/unknown     26,953            14,823 -45.0


Total number beneficiaries   217,282          214,523 -1.3
 
and tax status and then within the collapsed 
relationship category.  At this point, weighted 
frequency estimates from the matched 1040 file and the 
entire beneficiary file were nearly identical by both 
sample code and relationship category so that no more 
adjustments were indicated.  Figure E compares 
selected estimates using the final, weighted collation 
study beneficiary data with those from the weight-
adjusted linked 1040 file. 


Figure E:  Mean Value, Selected Variables, 
Full Beneficiary File vs. Linked 1040 File
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Conclusion and Future Plans 







  


While the 1992 Estate Collation Study data base has 
great research potential, biases, introduced by small 
sample sizes and non-response problems, provide 
significant challenges.  Particularly troubling was the 
necessity of truncating the sampling period from 3 to 2 
years in order to conform with administrative records 
processing systems.  Adjusting the sample weights, 
using post-stratification and raking, seems to be a 
practical method of reducing some of these biases for 
particular types of analyses. 
 
The work presented in this paper suggests several 
additional research projects.  First, the estimate for 
bequests through trust from the beneficiary linked data 
file was significantly lower than the value estimated 
using the full beneficiary sample file (see Figure E).  
This bias was not surprising, given that, while only 
beneficiaries with an SSN were included in the linked 
data file, a trust EIN was very often reported instead of 
an SSN when a beneficiary’s entire bequest was in the 
form of a trust.  Additional post-stratification by the 
form of bequest might reduce this bias.  Second, we 
would like to measure the variances of our estimates in 
order to test whether differences between the mean 
values calculated using the linked files with adjusted 
weights, and those produced using the larger estate tax 
samples, are significant.  Calculating variances, 
however, will require significant resources given the 
relative difficulty of producing variance estimates for 
stratified and linked datasets.  Third, the post-
stratification results from this work suggest that the 
same approach could be used to improve estimates 
from the annual estate study samples, although more 
research will be needed to determine the appropriate 
post-stratification classes. 
 
Future collation studies will be affected by a number of 
recent developments.  SOI has already undertaken a 
collation study of 1998 decedents with a much larger 
sample size.  Other developments, such as IRS efforts 
to improve the quality of secondary SSN’s on the IRS 
Master File and a new SOI archive of IMF data for a 
long time-series of tax years, should reduce some of 
the most troubling sources of bias present in the 1992 
collation study data base.  Studies beyond that of 1998 
decedents will be limited by recent legislative changes 
that increase the estate tax filing threshold 
incrementally for decedents who die between 1999 and 
2009 and then eliminate the tax entirely for decedents 
who die after December 31, 2009.5   


                                                 
5 The Economic Growth and Tax Relief Reconciliation Act 
of 2001 calls for the repeal of the estate tax for decedents 
dying after December 31, 2009.  However, that legislation 
expires after December 31, 2010.  It is unclear, at present, 
whether or not the repeal of the tax will be made permanent. 
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 The administrative records we are concerned with 
are the financial records filed with the Internal 
Revenue Service (IRS).  These documents are either 
electronically filed or must have data abstracted from 
them for processing through the administrative systems 
of the Service.  The question that naturally arises, then, 
is why a sample survey is needed at all.  Moreover, 
since the filing is mandatory and enforced (with real 
penalties for noncompliance), the need for the use of 
proxies might not be obvious. 
 We will address these issues first, starting with a 
brief description of the IRS’s processing and the needs 
of our sponsors, then examining the impact of the 
proxies on the three largest and longest running annual 
surveys in the Statistics of Income series.  These 
studies are Corporation Income Tax Returns, 
Individual Income Tax Returns, and Partnership 
Returns of Income. 
 
Background 
 
 When tax documents are received, the IRS 
extracts selected information from them, both for 
posting to the accounts on the various Master Files and 
for verifying the amounts within and across records 
dealing with the same transactions.  Interest income, 
for example, is a component of net income (on which 
the tax is based), and so will be used in checking that 
calculation, and is reported by both the receiver and 
payer. 
 Abstracting all the information on all the various 
forms is a prohibitively expensive proposition.  Thus, 
the Service abstracts only those amounts that directly 
show revenue, indicate a likelihood that an 
examination will yield significant changes in revenue, 
or are separately funded. 
 The extent of the data abstraction depends on the 
type of record [McMahon, 1999].  Individual Income 
Tax Returns have large amounts of information placed 
in electronic media, while major corporations on the 
other hand have only a relative handful of items 
extracted.  In 2001 about 3,300 of the top 10,000 
underwent an examination [Internal Revenue Service 
Data Book, 2001], though.  It appears, then, that the 
reason for selecting those firms was based on some 
external criteria, and, thus, beyond the direct revenue 
items, additional information was simply not useful. 
 Our sponsors, Treasury's Office of Tax Analysis 
and Congress's Joint Committee on Taxation, need data 
that allow them to evaluate the operation of the current 
tax law and estimate the effects of proposed revisions.  
For these uses, the electronic data used in the 
administrative operations are simply not enough.  Thus, 


an extensive data abstraction and editing process is 
needed to collect such detailed information. 
 The incomplete nature of the computer records, 
while not directly supporting the needs of Treasury and 
Congress, do form a rather effective sampling frame 
that permits us to quickly locate the original records 
filed by the taxpayers.  There is also sufficient 
information on those computer records to permit the 
statisticians in the Statistics of Income Division to 
devise complicated stratification plans that isolate 
important subpopulations and minimize the variances 
of the estimates. 
 Our sponsors also need the data as early as 
possible, so that they can respond to inquiries from 
those proposing changes to the law on the effects of 
their modifications.  This pressure for the most recent 
data is intense enough that the Statistics of Income 
Division has a policy of providing preliminary data 
based on the data in hand at some date.  These 
preliminary estimates are biased, since they are based 
on a cutoff sample, particularly underestimating losses 
[McMahon, 1994].  This underestimation is not 
unexpected, since it is due to the cutoff dates being 
close to the date that the initial filing extensions expire.  
However, even the complete sample does not fully 
cover the population for the target period of interest. 
 The reason is that extensions for longer periods 
are granted in certain cases.  The additional delay is 
warranted because, sometimes, there are unresolved 
issues.  In other cases, there might be lost records or 
other extenuating circumstances.  The IRS recognizes 
that taxpayer records destroyed in a flood or other 
natural disaster will take an extended time to 
reconstruct.  A recent example of such a blanket 
extension was the 6-month waiver granted to the areas 
affected during the events of September 11, 2001. 
 Hence, to adjust for delayed records that will be 
filed after our cutoff, we use proxies in these studies. 
 The proxies have two distinct types:  records with 
values derived from prior studies that are updated using 
publicly available information, and records for recent 
prior years that are filed during the selection period.  
The first type of proxy is most often present in the 
Corporations Studies, particularly where very large 
firms are concerned.  We will not be addressing the 
effects of this group of proxies because the small 
number would quickly lead to disclosure problems. 
 The second set of proxies assumes that records 
arriving late from a previous year are much like the 
records for the current target period that will arrive 
after our cutoff date.  The proxies are included in the 
population and subjected to sampling as if they were in 
the target fiscal periods.  This standard practice for the 







Statistics of Income Corporation, Individual, and 
Partnership Studies has been used for at least the past 3 
decades. 
 For the purpose of this paper, we will use the 
“Study Year” definition from the Corporations Studies.  
Corporations may choose any month to end their fiscal 
periods (with certain State-Law-based exceptions).  
Thus, to provide a consistent comparison across years, 
the definition has a target year running from July of the 
first year through June of the next.  For example, a Tax 
Year 1999 study is focused on firms with fiscal years 
ending in July 1999 through June 2000. 
 We will use the results from three project areas, 
Corporations, Individuals, and Partnerships, to see 
what the effect is overall.  We will “correct” certain 
key estimates by removing the proxies, then replacing 
their values with those from target period records 
included in later programs.  We begin with an 
overview of each of these studies and the particular 
deadlines that affect them. 
 
 
Corporations 
 
 Corporations are entities created by the States.  
Usually, the firms choose this sort of organizational 
framework to limit the liability its owners might face.  
Businesses in certain lines of endeavor, such as 
insurance or banking, though, are required by the 
States to use the corporate form of organization, while 
others, such as accountancies, have been restricted 
from using corporate status.  The States also place 
certain requirements on the fiscal periods of some 
industries, such as requiring insurers to use December 
to end their fiscal years.  For most companies, though, 
it is left to their own best judgment. 
 Despite this relative freedom on accounting 
periods, almost 80 percent elect to use the calendar 
year.  The filing instructions require that the report on 
the completed year (or other tax period) be sent to the 
IRS within 2½ months.  This places the bulk of the 
filing in the subsequent 12 months.  However, about 
6.5 percent have ending dates in the first 3 months of 
the target period, and another 4 percent in the 
following June. 
 This dispersion across the year has meant that the 
sampling period for the Statistics of Income 
Corporation Studies needed to begin shortly after the 
close of the first of these fiscal periods, and last 
through the filing period, with extensions, for the firms 
with the latest fiscal period, for a total of nearly 21 
months.  Actually, though, the period is a few months 
longer to allow for processing through the systems. 
 The number of proxies will vary over the years, 
not necessarily following the pattern of the overall 
growth of the population.  As Table 1 shows, though, 
the number in the Tax Year 1998 Study was reasonably 
close to the number of target fiscal period records that 


appeared in the following year.  The number of proxies 
is also quite small, compared to the population, just 
slightly more than half a percent.  There were about the 
same number of proxies in the sample, 926 records, as 
were in the delayed class, 954 (which are actually the 
proxies included in the Tax Year 1999 Study).  
 


Table 1:  Tax Year 1998 Corporation Proxies 
 


    Estimated  Average Average 
   Number of Net Income   Total 
     Records (or Deficit)  Assets  
Proxies        31,148     29,900 6,723,000 
Delayed Records       29,030    -58,300 2,625,000 
Target, Timely  4,818,738    172,400 7,707,000 
 
 While the numbers of delayed and proxy records 
are close, though, key observations on them show that 
they do have large differences.  Yet while the 
difference for the average amount of net income 
between the proxies and the records they replace 
(Delayed Records) is large, the difference between the 
delayed records and the regular filers (Target, Timely) 
is greater still.  This is really not surprising, given the 
legal environment, because firms that are unlikely to 
owe additional tax are more readily granted further 
extensions.  Since firms with losses rarely have income 
tax liabilities outstanding, they are predominant in the 
delayed filing population. 
 On the other hand, the proxies are more like the 
regular Tax Year 1998 filers than the delayed records 
are for Total Assets.  This may be associated with 
administrative operations arising from the IRS 
reorganization. 
 As we have already noted, though, the proxies 
form only a small proportion of the sample and 
estimated population.  Are the effects of the proxies of 
any note in the estimates produced? 
  


Table 2:  Effect of Tax Year 1998 Corporation Proxies 
 


     Estimated  Net Income   Total 
    Number of  or Deficit  Assets  
      Records (Millions) (Billions) 
 
Including Proxies    4,850,000    831,700   37,300 
Including Delays    4,848,000    829,100   37,200 
No Proxies or    4,819,000    830,800   37,100 
   Delayed Records 
 
 In Table 2, we see that the various estimates have 
very nearly the same values.  Less than 0.05 percent 
separates the estimates of the total population that 
either include the proxies or the delayed records, and, 
with a sample size nearing 130,000, this is not an 
important difference.  The differences for Net Income 
and Total Assets are each under a third of one percent; 
yet here, we may have significance.  Computing the 







variance of the estimate for the adjusted population is 
not straightforward, and outside of the resource limit 
for this review.  However, the sample includes all 
records with more than $10,000,000 of Total Assets, or 
more than $2,500,000 in absolute value of Net Income 
(Deficit).  It is reasonable, then, to conclude that, even 
though the difference is small, it is significant. 
 
 
Individuals 
 
 Natural persons, as the laws tend to phrase it, 
may only have noncalendar tax periods with the 
consent of the Internal Revenue Service.  Not 
surprisingly, such an occasion is quite rare.  But this 
does not mean that there are no prior-year records in 
the Statistics of Income Individual Income Tax Studies, 
for filing extensions are automatically granted for 6 
months, with further delays allowed if the cause is 
reasonable.  These additional delays are not often 
required, as evidenced by the approximately 97.8 
percent of the records processed in a calendar year that 
are reports for the subject tax year. 
 That is, our proxies account for only about 2.2 
percent of the estimated population and 2.5 percent of 
the sample.  There are about 4,400 proxies and 172,000 
core filers in the sample of Individual Income Tax 
Returns.  (The proxies from earlier years were omitted 
from the tables below, about 1,000 records in the 
sample and an estimated population of about 950,000.) 
 The Individuals Studies have an imbedded panel.  
Records included for this reason are, therefore, retained 
no matter what tax year the filing covers.  Very large 
records, since they tend to be rich in rare types of data, 
are of high interest to our sponsors.  So, they are also 
retained without regard to the tax year.  Ordinary 
records, though, are only included if they are from the 
most recent 3 years. 
 Since we are using a recent study year, 1999, as 
the basis for this review, records that are delayed in 
filing for more than an additional year are not yet 
available.  Therefore, we will examine only the 
contribution of the nearly 3,400 proxies from the most 
recent year, in this case, Tax Year 1998 Returns in the 
1999 Study.  Since those records are about two-thirds 
of the estimated population (and more than 75 percent 
of the proxies in the sample), we capture most of the 
effect. 
 We exclude the other proxies from this analysis.  
This means that the data we cite here are not the same 
as those presented in the publicly available tabulations.  
The Tax Year 1999 filers who were included in that 
year’s study are the Core Filers in the tables below.  
The Delayed Filers are the Tax Year 1999 records that 
were included in the 2000 Study.  This allows us to 
directly compare at least a part of the effect of the 
proxies directly, in the context of a corrected estimate 
for 1999. 


 The estimates are based on stratified samples of 
tax returns subjected to sampling at various rates.  
Records containing rare or large amounts were  
classified into strata where the probability of selection 
is 100 percent, while relatively simple records 
reporting small sums of money went to strata with 
probabilities as low as 0.05 percent. 
 The overall sampling fraction is about 0.14 
percent, while the effective rate for the proxies and 
delayed records is about 0.18 percent, which reflects 
the greater complexity of the later filers’ records.  This 
is also reflected by the coverage of Adjusted Gross 
Income, where the core filers in the sample reported 
almost 6.5 percent of the estimated total, compared to 
the higher proportions that were reported by the 
proxies, 7.3 percent, and the delayed filers, at almost 
7.5 percent. 
 But these data present an incomplete view of the 
impact of proxies, as the sample was selected with a 
large variety of probabilities.  Thus, we now turn to 
estimated population characteristics. 
 


Table 3:  Tax Year 1999 Individual Proxies’ 
Estimated Averages for Key Variables 


 
     Estimated   Average Average 
    Number of Adj. Gross   Tax 
      Records    Income   Liability 
Proxies      1,877,000     35,100    5,500 
Delayed Filers     2,007,000     38,500    5,800 
Core Filers  124,008,000     46,500    6,900 
 
   There are nearly 7 percent more delayed filers 
than proxies in the population, as shown in Table 3, 
and those delayed filers had, on average, a 10-percent 
higher Adjusted Gross Income (AGI) and an associated 
6-percent greater tax liability than the proxies.  Still, 
those average AGI and tax figures are closer than the 
delayed records are to the average of the core filers, 
which are about another 20 percent higher yet. 
 


Table 4:  Tax Year 1999 Individual Proxies, 
Effect on Overall Estimates 


 
     Estimated   Adjusted     Tax 
    Number of Gross Inc.  Liability 
      Records  (Billions)    (Billions) 
 
Core & Proxies 125,882,000      5,833      870.0 
Core & Delayed 126,012,000      5,844      871.4 
Core Filers  124,008,000      5,767      859.7 
 
 With Corporation records, the use of proxies 
clearly improved the estimates, and here in Table 4, we 
see that there is significant improvement as well.  
However, where the Corporation amounts tended to be 
overstated by the inclusion of the proxies, the 







Individual study is still marginally understated, both in 
the estimated population and on key variables. 
 The understatement is not constant across 
subpopulations, as we see in Table 5.  The difference 
for the records that are reporting income from a 
business or profession (Schedule C), or from farms 
(Schedule F), is very small indeed.  It appears that 
nearly all of the difference arises from nonbusiness, 
nonfarm sources.  
 


Table 5:  Tax Year 1999 Individual Proxies and 
Attached Schedules 


 
     Estimated   Adjusted     Tax 
     Number of Gross Inc.  Liability 
       Records  (Billions)    (Billions) 
Non-Business & Non-Farm: 
Core & Proxies 107,000,000  4,654  677.9 
Core & Delayed 107,126,000  4,663  679.3 
 
Schedule C Attached: 
Core & Proxies  16,824,000  1,072      173.8 
Core & Delayed  16,809,000  1,073      173.8 
 
Schedule F Attached: 
Core & Proxies    2,058,000     106    18.3 
Core & Delayed    2,076,000     107    18.5 
 
 
Partnerships 
 
 The organizations of interest for this series of 
studies are active businesses that have more than one 
owner.  These firms are not incorporated under the 
applicable State laws, either by their own election or 
because the State prohibits it for their line of business.  
Beyond that, however, there is a wide variation in the 
nature of these companies, with some having publicly 
traded interests, some with limited liabilities, and 
others where all the liabilities are common to the 
owners. 
 The Statistics of Income Partnership Studies 
select a stratified sample of about 35,000 records 
annually from a population that is currently growing at 
a rate of about 5 percent annually, reaching nearly 
2,200,000 reports for the 2000 Study.  There are over 
70 strata, based on the amount of total assets, net 
income, net receipts, and industry.  We employ a 
permanent random number selection mechanism 
[Harte, 1986], as all the Statistics of Income studies do, 
along with a small panel of firms with very rare 
circumstances.  This last condition can mean that 
multiple records from the same firm for different 
accounting periods can end up in a single study, as the 
records from earlier years are considered proxies.  
However, multiple records from very large businesses 
are removed, with only the report for the most recent 
year retained. 


 For the 1998 Partnership Study, about 96.3 
percent of the reports in the sample were for the target 
accounting periods, and most of the rest, over 3 
percent, were from the prior year’s fiscal periods.   
When adjusted for the variety of sampling 
probabilities, which range from under 0.1 percent to 
certainty, the population estimates show that nearly 
97.3 percent have target accounting periods. 
   


Table 6:  Proxies for Various Tax Years’ 
Partnership Studies 


       Total 
 Study Sample Estimated   Assets  
 Year  Proxies Population (Billions) 
 
 1998  1,423 50,100 150.6 
 1999  1,468 35,800 185.4 
 2000  1,283 36,200 247.7 
     
 Although the number of proxies in the sample 
seems to have dropped off significantly in the 2000 
Study, this figure is actually in line with the 2 previous 
years, given that the overall sample size was reduced 
from 42,000 in 1999 to 35,000. 
 We had intended to use the 1998 Study as the 
basis for this review, but the proxies in that study used 
the old Standard-Industrial-Classification-based codes.  
This would compromise any comparisons we attempt, 
using the current North American Industry 
Classification System (NAICS), because there would 
be another source of error, namely in the assignment of 
the NAICS Codes by the data abstraction clerks.  In 
fact, a review of these data suggests that there were 
problems with that conversion.  Thus, we decided to 
use the 1999 Partnership Study as the basis, and restrict 
the review to those proxies with accounting periods 
from July 1998 through June 1999 filed during 
Calendar Year 2000.  The delayed filers, then, are the 
records with periods of July 1999 through June 2000 
that were filed in 2001. 
 


Table 7:  Tax Year 1999 Partnership Proxies’ 
Estimated Averages for Selected Variables 


 
     Estimated   Average Average 
     Number of    Total Business 
     Companies   Assets   Receipts 
Proxies         28,800 6,210,000 3,900,000 
Delayed Filers        28,100 8,830,000 5,130,000 
Core Filers    1,902,000 3,060,000 1,070,000 
 
 There is very close agreement between the 
number of firms estimated from the proxy records and 
those delayed into the following study, amounting to 
only about 2.5 percent.  However, total assets and 
receipts are understated by a quarter.  Still, as in the 
Individual Studies, the proxy averages are closer than 
the averages of the core filers.  The populations here 







are small, however, and, so, we expect to see little 
effect on the overall estimates. 
 
 


Table 8:  Partnership Proxies’ Effect 
On Selected Estimates 


 
    Proxies   Delayed      1999 
   And Core  And Core Coefficient 
      Filers      Filers Of Variation 
 
Partnerships    1,931,000   1,931,000  0.31% 
Partners  15,333,000 15,286,000  5.01% 
 
Total Assets     5,995,350   6,056,138  0.23% 
Receipts    2,141,655   2,173,411  0.20% 
Net Income       348,129      344,275  0.50% 
Net Deficit       119,564      119,004  1.61% 


(Amounts in millions) 
 
 Because we have merged samples from various 
studies in the estimates for Table 8, computation of the 
standard errors is problematical.  There are, for 
example, a number of strata that contain single 
observations with the target fiscal periods.  Had we 
actually extended the sampling period, though, most of 
those problems would vanish.  Under that situation, the 
variances would not have been too different from those 
calculated for the full 1999 Study.  Hence, we may use 
those figures as a reasonable guide. 
 As one would expect from Table 7, the number of 
firms is the same, after rounding to thousands.  What 
might come as a surprise is the larger coefficient of 
variation for the number of partners.  Historically, this 
estimate has had much larger relative errors than 
monetary variables have because it is not closely 
related to any of the stratification items.  From that 


perspective, then, the difference between the proxy -
influenced estimate and the corrected (with the delayed 
filers) figure is not important. 
 The differences for total assets and receipts, 
however, are another story.  Here, the relative 
difference between the estimates for assets is 1.0 
percent, and, for receipts, it is 1.5 percent, or more than 
four times the size of the related coefficients of 
variation.  The relative difference for net income is also 
above one percent, but that is only slightly more than 
twice the relative error. 
 It might be that the data above are the result of 
economic effects, and, in particular, the large increases 
observed in the valuation of securities in 1998 and 
1999.  If so, an examination of the industry distribution 
might confirm this hypothesis.  Table 9 presents this 
information at the industry division level, based on the 
NAICS codes reported.  (Note, please, that these 
estimates in Table 9 do not sum to the totals in Table 8, 
in part due to rounding, but also because we excluded 
records for which an industry could not be determined.) 
 A clear majority of the firms electing partnership 
status are in the Finance Division.  The difference 
between the number of delayed filings and those used 
as proxies is not of any importance.  However, about 
two-thirds of the difference for total assets appears in 
that industry division.  The effect is even more 
pronounced for net income, but muted for receipts.  
This fits the assumption that asset growth during 1999 
could explain the underestimation due to the use of 
proxies. 
 Yet the estimates for net deficit show very little 
effect.  This is in line with previous research on 
preliminary estimation [McMahon, 1994], showing that 
firms with large losses tend to predominate the 
population of late filers.  


 
Table 9:  Adjusted Partnership Estimates by NAICS Industry Division for Selected Items  


And the Effect of Proxy Use 
 
   Partnerships  Total Assets   Receipts    Net Income   Net Deficit 
     Core & Delayed Core & Delayed Core & Delayed Core & Delayed Core &   Delayed 
Industry  Delayed  Minus  Delayed  Minus  Delayed  Minus  Delayed  Minus  Delayed   Minus 
Division    Filers Proxies   Filers Proxies   Filers Proxies   Filers Proxies    Filers     Proxies 
 
Raw Materials  145,800    300 222,775      700 123,682 1,611 18,780   -102   9,663   169 
Goods Prod.  163,600        0 380,692      771 451,269   -983 33,800   -971 12,253     58 
Distribution 164,200 2,300 186,625  -1,589 429,264 9,202 16,657    284   7,807    -56 
Information   20,600    600 264,464   7,265 133,632 2,785 20,755    647 26,786  -249 
Finance et al.  1,074,200  -2,400  4,514,565   41,344 583,282 13,646 172,044  -4,251   42,808  -235 
 
Prof. Services 166,100   -800 276,861 13,392 244,342 3,754 58,497     270   9,250     46 
Education, etc.    46,300    400   47,866        75   73,631 1,007 11,686     257   2,817    -30 
Leisure, etc.    96,200   -600   52,673  -1,258 120,803    737 10,585       66   7,002  -279 
Other Services   51,500   -300     9,154      209   12,970    153   1,421        2      549     16 
 
(Note:  The numbers of partnerships are rounded to hundreds, and the monetary values are in millions of dollars.)  







 
Conclusion 
 
 The use of proxies in these administrative records 
studies often results in underestimation of many 
parameters, but the lack of reliable information on the 
number or distribution of those records that will be 
delayed in filing beyond the studies’ completion 
deadlines leaves little alternative, at least for the 
foreseeable future.  Those firms and individuals who 
file late tend to have particular characteristics, 
especially in showing losses from economic activities.  
Since the taxes that arise from those situations are not 
significant, the administrative operations do not tend to 
require stringent filing deadlines. 
 There are other administrative effects that impact 
on the presence and characteristics of the late filing 
populations, some due to extraneous events, such as 
floods, and others to changes in the Internal Revenue 
Service’s structure. 
 This review was not able to take a longer 
timeline into account due to the recent industry 
classification changes and to data availability issues.  
We hope that this issue will be addressed in a future 
paper. 
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Introduction 
 
As the World Wide Web (WWW) continues to 
expand, both in size and in how it is accessed, so 
does the federal government’s dependence on it 
as a gateway for reaching the American public, 
who increasingly relies on the Web to obtain 
information.  The role of the WWW in how 
federal agencies interact with their customers has 
changed dramatically over the years.  Federal 
websites are fairly extensive, containing a wealth 
of information targeted to a variety of audiences. 
 
While agencies have been utilizing the Web to 
disseminate information for years, little, in 
comparison, has been done to understand and 
evaluate how effective these websites are when it 
comes to agency mission achievement.  
However, with the costs associated with federal 
websites, it is imperative that each agency ensure 
that its website makes a meaningful contribution 
toward achieving its mission.   
 
As with most things, that is easier said than 
done.  The government placed greater emphasis 
on this task, having issued an assortment of 
documents, each addressing the topic in different 
ways, but did not develop a concise guide to 
address the most important aspects of mission 
achievement assessment and how webmasters 
can apply it to their own sites, leaving this 
undertaking largely undefined and webmasters at 
a loss of direction.  In an effort to help 
webmasters with various tasks, the Web 
Manager’s Advisory Council, a group of web 
managers from all areas of the federal 
government, created task groups to develop 
guidance that contained as much detail as 
possible, while remaining general enough to 
apply to any federal site.   
 
Among these task groups was the Performance 
Measures and Mission Achievement (PMMA) 
task group [1], which developed a detailed 
single-source guide to show how a website 
contributes to mission achievement [2].  The 
guide condenses the vast amount of information 
on this topic into a step-by-step process to 


showing mission achievement through website 
performance, while also meeting government 
performance measure commitments.  It was 
designed for both web managers who are more 
advanced in their efforts, as well as for managers 
who are just beginning the process.  Following 
the guide, every federal web manager should be 
able to demonstrate how their respective website 
contributes to their agency’s mission. 
 
Performance Measurement as a Requirement 
 
General performance measures are not new to 
the federal government.  Since the early 90s, 
various government initiatives have emphasized 
the importance of measuring performance of 
federal programs.  Each initiative addresses 
performance measures in a slightly different 
manner.  Some added additional requirements, 
building on previous initiatives and improving 
areas that were lacking, while others reinvented 
the idea of government performance 
measurement.  But each edict has one thing in 
common: holding federal programs accountable 
to the American public. 
 
In 1993, the Government Performance & Results 
Act mandated that federal performance be 
measured and results reported publicly, in an 
effort to make all agencies accountable to the 
American public.  This Act, which is considered 
to be the most significant advance in bringing 
accountability to government programs [3], 
mandated that federal performance be measured 
and results be reported publicly. 
 
Since 1993, the federal government has added 
additional requirements, which have built upon 
the Government Performance & Results Act.  
This includes the Program Assessment Rating 
Tool (PART), which was introduced in the fiscal 
year 2004 budget.  PART assesses a program’s 
effectiveness and demands that federal programs 
show results in order to earn financial support.  
The Office of Management and Budget Circular 
A-130, Management’s Responsibility for 
Internal Controls called for the institution of 







 
performance measures that monitor actual 
performance as compared to expected results. 
 
There is no lack of information when it comes to 
what agencies need to evaluate.  The problem is 
that the federal government does not provide 
much guidance in terms of how agencies can 
evaluate their programs.  This is especially true 
for measuring website effectiveness. 
 


How to Show Mission Achievement 
 
Determining how to show mission achievement 
through website performance is not easy, 
especially with the lack of guidance available.  
Web managers are familiar with common web 
performance metrics that cover visitor traffic 
(including visits and page views).  And while 
such information is valuable, these types of 
broad measures alone cannot be used to 
demonstrate mission achievement. 
 
Before a website manager begins this process, 
s/he should understand that not all aspects of a 
federal website must demonstrate mission 
achievement.  It is acceptable to provide features 
on a website that do not relate to an agency’s 
mission.  
 
Another thing to keep in mind is that agencies do 
not need an extensive amount of metrics in order 
to show mission achievement.  Well-developed, 
quality metrics will provide much more valuable 
information than a report full of every metric the 
manager could think of. 
 
Since there is much to consider before jumping 
into actual performance metrics, the PMMA task 
group decided that the easiest way to prove 
mission achievement is to break the process up 
into steps.   These steps are: 
 
• Review and understand agency mission 


statement 
• Identify mission categories 
• Identify related business models 
• Map existing web services to business models 
• Develop metrics that compliment business 


models 
 
Each step leads into the next.  By working 
through each step, web managers will be able to 
determine which aspects of the site are most 
important and will be able to match metrics to 
these specific areas. 
 
 
 
 


Step 1 – Understand Mission Statement 
 
The key to showing mission achievement is to 
first have a comprehensive understanding of the 
agency mission statement.  It is important to note 
that, although the topic here is “mission 
achievement,” the goals and purpose of an 
agency are not solely detailed within the 
agency’s mission.  Other important documents 
covering strategic planning and vision also 
contain pertinent information about an agency 
and should be included in this process.  The web 
manager should review these documents and 
highlight words and phrases that are most 
important to the agency. 
 
Example: To show that IRS.gov contributes to 
IRS mission achievement, the web manager 
should gather the IRS mission statement, vision, 
and goals, as well as any other important 
documents or publications containing 
information on IRS goals.  By reviewing these 
documents, the web manager would see that the 
IRS focuses on educating taxpayers about their 
tax obligations, ensuring that all taxpayers pay 
their fair share of taxes, and that the agency 
concentrates on minimizing the amount it spends 
when collecting tax payments [4].  Key topics 
from this step are “education,” “compliance,” 
and “fiscal performance and cost containment.” 
 


Step 2 – Identify Mission Categories 
 
Since the number of topics from the mission 
statement and supporting documents can be quite 
large, the PMMA task group decided to group 
topics into mission categories to help generalize 
the process to all federal agencies.  The mission 
categories are based off of the “modes of 
delivery” as described in the Federal Enterprise 
Architecture’s Business Reference Model [5].  
The “modes of delivery” detail the different 
ways in which the government carries out its 
purpose.  This organization lends itself easily to 
the categorization of mission statements. 
 
The modes are divided into two areas: 
government service delivery and financial 
vehicles.  Government service delivery modes 
involve how agencies provide services to 
citizens, while financial vehicle modes involve 
monetary transactions.  Categories of 
government service delivery modes are: 
knowledge and creation management; public 
goods creation and management; regulatory 
compliance and enforcement; and direct services 
for citizens.  Financial vehicle modes include: 
federal finance assistance; credit and insurance; 
and transfers to states and local governments. 







 
Example: The IRS web manager identified three 
topics in step one.  By referring to the guidance 
provided on mission categories, s/he would be 
able to map each of the three topics identified to 
a specific mission category.  The topics match as 
follows: 
 
Education 


 
Knowledge & 
Creation 
Management 


Compliance  Direct Services to 
Citizens 


Fiscal 
Performance & 
Cost Containment 


 
Regulatory 
Compliance & 
Enforcement 


 
Step 3 – Identify Business Models 


 
Each mission category relates to various business 
models.  The PMMA task group created a matrix 
that allows web managers to easily map mission 
categories to the business models with which 
they are most often associated.  The matrix also 
indicates how often each model is used to 
support a mission category (indicated by: H-
High, M-Medium, L-Low).   
 
It is important to note that some mission 
categories may share the same business models.  
When this happens, the web manager should pay 
special attention to the models that are repeated, 
since those are the ones most relevant to the 
agency’s mission.  The web manager does not 
need to use all business models identified in this 
step.  S/he should use the frequency of use 
indicators to decide where to start.   
 
For certain agencies, business models that are 
used infrequently among federal agencies may 
be more relevant than ones that are marked with 
medium or high.  In this case, the web manager 
should focus on the more appropriate model, 
regardless of general usage frequency. 
 
Example: The three mission categories identified 
in the previous step relate to eight different 
business models: interactive tools, targeted 
education, e-commerce, reduce costs, 
recruitment, non-financial transactions, print 
forms available, and news / information.   With 
so many models, the web manager may feel 
overwhelmed and unsure where s/he should start.  
Within this list though, three models appear 
multiple times: targeted education (3), interactive 
tools (2), and e-commerce (2).  Since these occur 
multiple times, the web manager should focus on 
these three models, at least at the beginning of 
the process.  Then, if the web manager wants to 


explore more options, s/he can return to the full 
list. 
 


Step 4 – Match Web Services to Business 
Models 


 
Once the web manager has identified the 
business models on which s/he should focus, the 
next step is to evaluate existing website services 
and determine which services compliment each 
business model.  These services will be the ones 
that the agency evaluates, using results to show 
how the site contributes to mission achievement.  
Web service types can include general 
information, publications and forms available for 
download, and customized tools designed to help 
the customer obtain specific information, among 
others.  As previously stated, not all services on 
the website will directly support the agency’s 
mission. 
 
Example: The IRS.gov web manager should 
focus on each model separately.  Beginning with 
targeted education, s/he should compile a list of 
all items or areas of the site that are related to 
educating taxpayers.  This can include providing 
electronic versions of forms, publications, 
instructions online, as well as tax tips. 
 
For interactive tools, the manager should 
determine what, if any, tools are on IRS.gov.  
Current interactive tools include: withholding 
calculator, alternative minimum tax assistant, 
and the refund status tool. 
 
Finally, there’s e-commerce.  IRS does not 
currently engage in e-commerce activities on its 
website.  However, it does provide access to e-
file partners and free file alliance companies; 
hence, the site encourages e-commerce.  And this 
type of activity enhances the IRS’s ability to 
collect tax revenue.  Therefore, the IRS web 
manager should evaluate how the site is 
impacting tax collection. 
 


Step 5 – Select Appropriate Performance 
Metrics 


 
Now that the web manager has made it through 
the first four steps, s/he is ready and prepared to 
start thinking about performance measures.  
Having completed the other steps in the process, 
the web manager will be more familiar with the 
agency’s overall mission and goals and s/he will 
be able to more easily identify metrics that will 
show mission achievement. 
 
The PMMA task group recommends that web 
managers use Victor Basili’s Goal Question 







 
Metric approach.  Using this method, the 
manager first sets a goal for each model.  Then 
s/he derives questions for each goal.  And then 
finally, s/he will develop metrics for each 
question (most likely there will be multiple 
metrics used to answer one question). 
 
Once the manager has a metric in mind, s/he 
should ask the following two questions.  1. What 
will be done with this information?  2. What kind 
of action will be taken based on this 
information?  If the answer is “nothing” or 
“none,” the metric is not worth tracking.  It is 
important that the information collected be of 
value to the organization.  If it is not, a different 
measure should be selected instead. 
 
After a metric is selected, time must be spent to 
define the metric—what it covers, what should 
be collected and how, and to define what results 
mean.  All of this should be done prior to 
implementation; however, it may be necessary to 
collect some information for a baseline before 
the agency can define results. 
 


Example: Targeted Education 
 
Goal: Reduce costs as a result of providing 
educational and instructional materials online. 
 
Question: How do the costs for providing 
targeted education online compare with other 
materials? 
 
Metric: The amount of money saved by not 
mailing hard-copy information. 
 
Things to consider: Which materials should be 
included in this measure?  How much would it 
cost to send out each of the materials in this 
measure? 
 
Data to collect: The number of downloads per 
each type included. 
 
Savings: For each material, the cost of mailing 
the item multiplied by the number of downloads 
associated with each item. 
 


Example: Interactive Tools 
 
Goal: Reduce costs of processing paper versions 
by providing online tools for frequently 
requested items. 
 
Question: How much money is saved by 
customers using online tools instead of filing 
paper requests? 
 


Metric: The amount of money saved by 
customers using online tools as compared to 
using paper versions. 
 
Things to consider: Which tools should be 
included in this measure?  How much would it 
cost to process hard copies of the items included 
in this measure? 
 
Data to collect: The number of completed 
transactions per each tool included. 
 
Savings: For the number of times each tool was 
used, multiply the cost of the online tool and the 
cost of processing hard copies, separately.  
Calculate the difference. 
 


Example: E-commerce 
 
Goal: Streamline and reduce the costs of the 
collection of tax returns through increased use of 
e-file. 
 
Question: What are the direct cost savings from 
processing electronic returns? 
 
Metric: The amount of money saved by 
processing an e-file return instead of a paper 
return. 
 
Things to consider: What aspects are involved 
in processing both e-file and paper returns?  How 
much does it cost to process a print return?  How 
much does it cost to process an e-file return? 
 
Data to collect: The number of e-filed returns. 
 
Savings: For the number of returns e-filed, 
multiply the cost of processing a paper return 
and an e-filed return, separately.  Calculate the 
difference. 
 


Next Steps 
 
The process is not complete once the web 
manager has selected metrics related to agency-
specific goals.  Although selecting these metrics 
was the assigned task, there are several other 
things that should be considered.  First, all terms 
associated with each metric must be clearly 
defined.  These definitions should be agreed 
upon and deemed official.  This is key because 
loosely defined terms may lead to 
misinterpretation. 
 
Limitations for each metric should be identified 
and clearly explained.  If a web manager does 
not fully understand the limitations associated 
with each metric, the reported result may not be 







 
accurate and misinterpretation will most likely 
occur.  While some limitations may have a small 
impact on data, others may contribute to an 
agency’s inability to collect certain data. 
 
Cookie usage is one of the most pressing 
limitations for federal websites.  A cookie is a 
small text file placed on a customer’s computer 
hard drive by a web server.  This file allows the 
web server to identify individual computers— 
permitting a company to recognize returning 
users, track online purchases, or maintain and 
serve customized web pages. 
 
There are two types of cookies that can be used 
on a site: session cookies and persistent cookies.  
Session cookies have a short life-span; they are 
placed on the user’s computer when s/he lands 
on the site and expire shortly after the visit 
concludes.  Persistent cookies remain on the 
customer’s computer for much longer.  The 
length of time is defined by the website, but 
could be 30 or more years. 
 
The federal government generally prohibits the 
use of persistent cookies on all government 
websites.  Federal agencies may be granted 
permission to use persistent cookies on their 
websites if they can demonstrate: “a compelling 
need to gather site user data; ensure appropriate 
and publicly disclosed privacy safeguards for 
handling site data, as well as information 
collected through cookies; and obtain personal 
approval by the agency head [6].”  While the 
first two requirements are relatively easy to 
demonstrate, the third one is not easy to obtain.  
Within the federal government there is a negative 
connotation associated with any cookie use, 
which makes it almost impossible to acquire 
personal approval for cookie usage from the head 
of an agency.  Without persistent cookies, federal 
agencies cannot collect certain data for metrics, 
including visit frequency, unique visitors, and 
first-time versus repeat visitors, among others. 
 
Next, the web manager should determine how 
often data for each metric should be collected.  
Sometimes, it will make sense to assess metrics 
monthly; while other metrics may only need to 
be assessed on a quarterly or yearly basis.  For 
some metrics, it may be useful to collect data for 
a few different timeframes.  This type of analysis 
may show different trends, or it may help 
determine what drives a certain trend. 
 
Prior to data collection implementation, the 
agency should determine what will be done if a 
metric shows negative results.  It is important to 
determine the consequences for poor 


performance early on, instead of putting it off 
until it occurs.  Establishing a plan for how to 
handle negative results will help an agency 
quickly respond to (and hopefully recover from) 
poor performance results. 


 
The Education Process 


 
With the implementation of any new program, 
there should also be an education process.  
Education of both employees who work on the 
website and management who will use the 
results to make decisions or present the 
information to others is essential when it comes 
to website performance metrics.  Many people 
assume they know what the different metrics 
mean, but many times they do not have a good 
understanding of the terms, associated 
limitations, or interpretation issues that may 
exist. 
 
“Web hits” are a prime example of why 
education is important. Many people do not 
know what a web hit is.  They assume that it is 
the leading metric that shows how many people 
come to a site in a given timeframe.  What they 
do not realize is that hits and visits are not 
synonymous.  A hit is any element called by a 
web browser when requesting a webpage.  This 
includes images, animation, audio, video, 
downloads, documents, and the page itself, 
among other items.  One single page may 
produce 30 or more hits each time it is requested.  
It turns out that this inflated number has no 
significant use outside of showing the web 
manager what the server workload is like during 
a given timeframe. 
 
When developing metrics, it is of the utmost 
importance to spend time educating everyone 
who will be using the information.  This process 
is essential because misreported or 
misinterpreted data may lead to poor decisions, 
and will highlight a lack of understanding among 
the agency. 
 


Developing a Report 
 
Results from selected metrics should not be 
reported individually, but instead in a 
comprehensive report.  The type of report is up 
to the agency.  The report could be a single page, 
a detailed report that includes charts and graphs, 
a dashboard-style report, a balanced scorecard-
style report, or any other style that matches the 
information presented.  Incorporating all website 
performance metrics into one report will help the 
audience see the global view of the website and 







 
how each aspect contributes to mission 
achievement. 
 
It is always important to keep your audience in 
mind when deciding on the report style.  It may 
be necessary to develop a few different reports, 
each tailored to a different audience.  For 
example, agency executives who need this 
information may want a short report, perhaps a 
dashboard, while the web manager will most 
likely want as much detail as possible, requiring 
a very different report. 
 
In any and all reports, data reported should be 
presented in a simple and clear manner.  
Graphics and charts that are used in reports 
should be carefully considered; while some 
graphics look visually interesting, they may not 
truly reflect the results and may mislead the 
audience, which could lead to poor decision-
making. 
 
In addition to the results, the report should also 
include a statement of intent, definitions for all 
metrics and associated terms, and explanations of 
all data collection and interpretation limitations.  
Someone who fully understands the metrics 
should also provide some analysis of the results 
to help with interpretation.  These additional 
areas will help reinforce the education initially 
provided and will help ensure that decisions and 
actions taken based on the information in the 
report will be appropriate to the results shown. 
 


Conclusions 
 
Although the idea of linking website 
performance measures to mission achievement 
sounds daunting, breaking the process into steps 
makes the task more straightforward.  Each step 
also builds the web manager’s understanding of 
how the website relates to the agency’s mission; 
this will help the web manager select the best 
metrics possible. 
 
When it comes to showing mission achievement 
through performance measures, there is much 
more involved than just selecting metrics and 
collecting data.  Agencies must thoroughly 
understand the metrics they select, the data 
collection method they use, and any (and all) 
data collection and interpretation limitations that 
exist.  In addition, the agency should spend time 
educating end users of the results; everyone 
should understand what can and cannot be 
determined from the information collected. 
 
Education is, and should be, a permanent part of 
this process.  After an initial explanation of the 


selected performance measures package, the 
agency should continue to remind users of 
definitions, limitations, and interpretation issues 
by including explanations in all reports 
produced.  This is the best safeguard in ensuring 
that results will not be misinterpreted or misused. 
 
Finally, agencies should continuously evaluate 
and reevaluate performance metrics.  If the 
agency’s focus changes, the performance metrics 
should change to accommodate the new focus.  
Web managers should also examine the metrics 
on an annual basis to determine if the 
information derived from the metrics is what was 
originally intended.  This will certify that 
statements included in performance reports are 
accurate. 
 
By developing performance metrics that 
demonstrate mission achievement, agencies will 
not only be able to assess the resources spent on 
websites, but will also prove themselves 
financially responsible to the American public.  
In turn, this information will help raise the 
public’s confidence in the federal government as 
a whole. 
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The Statistics of Income Division (SOI) of the
IRS, utilizing an estimation methodology first
introduced ninety years ago in Great Britain, produces
estimates of personal wealth for an important segment
of the U.S. population from tax returns filed for
wealthy decedents.  Federal estate tax returns provide a
rich source of financial and demographic data on the
nation’s wealthiest individuals.  Using data from a
sample of these returns to produce wealth estimates for
the living population provides a unique opportunity to
study, in detail, the characteristics of the most
influential individuals in the United States.  In this
paper, I will focus on the design used to select a sample
of estate tax returns and weighting techniques used to
produce estimates of personal wealth for 1992 and
1995.   Weights are derived from SOI sample weights,
national mortality rates, and a factor reflecting the fact
that the wealthy live longer than the general
population. Weights at the extreme ends of the
distribution are constrained, and other methods are
used to reduce the sampling variance.


Background
The first estimates of national wealth


produced using death records date to the middle of the
19th century.  However, early European practitioners
tended to focus on developing a single weight that was
applied to national totals.   British Statistician Bernard
Mallet [1908] was the first to use age-specific mortality
rates to produce national estimates.  In his 1908
estimates of wealth for 1905 and 1906, he created
multipliers, within age categories, using national
mortality tables and applied these to data from British
Estate Duty records.  Similar estimates were first
produced for the U.S by Horst Mendershausen (1922-
40) and later by Robert Lampman [1962] and James
Smith [1994].  The Statistics of Income (SOI) Division
has been using the estate multiplier technique to
estimate the wealth of living individuals since 1962
(see Scheuren, 1994).


The personal wealth estimates presented in
this article are based on data from Federal estate tax
returns – Form 706.  A decedent's estate has up to 9
months to file an estate tax return, and use of a 6-
month extension is not uncommon.  It is, therefore,
necessary to sample returns filed over a number of
calendar years in order to capture data representative of
all estate tax decedents dying in a single year.  In the


recent past, SOI has combined returns filed over a 3-
year period to produce estimates of wealth for any
particular year.  The estimates presented here for 1992
continue this practice.  The preliminary estimates for
1995, however, are based on 2 filing years, adjusted for
the remaining, unfiled returns.  This was done in an
attempt to provide more timely estimates; updated
1995 estimates will be published in the future.  One of
the strengths of the estate multiplier technique is the
large sample upon which the estimates are based.  The
1992 sample includes nearly 16,000 returns; the 1995
sample is made up of over 15,000 returns. Both
samples are considerably larger than samples selected
for other studies at comparable levels of wealth.


While the sample size and richness of
available data make this estimation technique
attractive, there are limitations that must be recognized.
The most important is that estate tax returns provide a
presumably random sample, stratified by age, not of
the total population, but of living persons with gross
assets at or above the filing threshold, which was
$600,000 for the period of these estimates [Lampman,
1962].  Research has proven that individuals who are
economically or socially better off live longer and are
healthier than the general population.  Factors such as
access to better health services, better diet and
nutrition, fewer risks on the job, and access to better
housing all seem to contribute to this phenomenon
[Menchik, 1991].  Therefore, it is important to
determine a mortality rate appropriate to this sample.
If mortality and wealth are correlated then biased
estimates will result using mortality rates unadjusted
for wealth level.  Evidence suggests that there is an
inverse relationship between these factors meaning that
the multipliers will be too low and thus undervalue
wealth [Smith, 1994, p. 336].  Further, it has been
shown that, while patterns of wealth holding appear
quite robust over a variety of reasonable alternate
assumptions about the magnitude of the multipliers,
overall aggregate estimates are relatively sensitive to
the selection of the mortality rates.  This suggests that
care should be taken not to give wealth concentration
estimates undue emphasis [Scheuren, 1994, p. 358].


Estate Study Sample Design
The SOI Estate Study runs on a 3-year cycle.


The sample is designed mainly to accommodate year-
of-death estimates, with each study concentrating on
decedents dying in the first year, the focus year, of the
3-year cycle.  However, the sample is adequate for
filing-year estimates as well.  Year-of-death estimates







are desirable because filing extensions and other filing
delays mean that returns filed in any given calendar
year can represent decedents who died in many
different years.  This means that the estate tax return
data for a filing-year can reflect different economic and
tax law conditions. By concentrating on a single year
of death, these limitations can be overcome, making it
possible to study the data in the context of a single time
period.


The sample for the Estate Study is a stratified
random sample with three stratifying variables.  Since
1982, the stratifying variables have been year of death
(focus year, nonfocus year), total gross estate, and age
at death.   Gross estate is divided into 5 categories:
$600,000 < $1 million, $1 million < $2.5 million, $2.5
million < $5 million, $5 million < $10 million, and $10
million or more.  Age at death is divided into age < 40,
40 < 50, 40 < 65, 65 < 75, and 75 and older.   Sample
rates vary from 3 percent to 100 percent, with over half
the strata selected with certainty.  Returns are selected
for the sample as they are processed for revenue
purposes.


Weights for the estate sample are calculated in
several steps.  The first step is to adjust population and
sample counts for returns that were selected into the
sample but that, upon close examination, did not
conform to SOI standards, or because the return data
did not fall within the parameters of the study.  This
occurs mainly when a return is not complete by the
filing deadline.  In such cases, a final return will be
filed when all the required information has been
compiled.  There are also a small number of returns
that are unavailable to SOI because they are under
review by other areas of the IRS.  Next, adjustments
are made for misclassified returns, which arise
primarily from taxpayer, or IRS processing, errors that
result in returns being assigned to an incorrect strata at
the time sampling took place.  Finally, the data are
poststratified, using auxiliary data from the IRS
masterfile that have been examined and corrected in an
attempt to correct for large returns not originally
available for sampling due to data transcription errors.


Although the overall sample of estate tax
returns is large, the number of young (under 40 years
of age) or extremely wealthy (gross assets of $5 million
or more) decedents tends to vary from year to year and
is relatively small in comparison to their representation
in the living population.  The limited number of returns
filed each year for decedents who were young or very
wealthy can make results for these categories subject to
considerable variance [Smith, 1994, p. 335].  This may
create significant short-term fluctuations in the
estimates attributable solely to the ‘sample variance’
associated with these two groups.  To lessen the effect
of these variations, the sample is ‘smoothed’ by
including all returns for individuals with these


characteristics filed between 1992 and 1994 (for 1992
estimates) and 1995-1996 (for 1995 estimates), without
regard to the year-of-death.   These segments of the
sample are then poststratified and re-weighted to
represent the true decedent populations in 1992 and
1995, respectively.  This technique reduces the effect
of outliers on estimates of the type and amount of
wealth held by the young and very wealthy.


Adjustments for Missing Returns
One of the main objectives of the 3-year estate


study sample design is to compute year-of-death
estimates for the focus year of death.  In general, most
returns for year-of-death Y are filed in year Y+1.
However, there are a number of returns that are filed
after year Y+2 when the 3-year cycle is completed.
For this reason, an adjustment, similar to a nonresponse
adjustment, is computed for the focus year-of-death to
account for those returns filed after year Y+2.  The
same type of adjustment is then computed so that year-
of-death estimates can be computed using just the first
2 years in the 3-year study, allowing for more timely
estimates.


Estate tax data collected by SOI for returns
filed for the period 1986-1995 were used to compute
the nonresponse adjustments.  They were then
validated using data from the IRS masterfile for the
same calendar years.  The adjustments were computed
by first estimating the total population of filers for
several years-of-death from the SOI data.  These
estimates were compared to population estimates based
on 2 and 3 filing years and ratios then computed.  The
ratios were calculated using the original stratifying
variables, age and size of gross estate, as well as a
variable indicating whether or not the estate incurred a
tax liability.  Tax status was considered since it seemed
likely that returns for estates incurring a significant tax
liability might take longer to prepare than those for
estates that, for a variety of reasons, would not incur
any tax liability.  The resulting ratios were then tested
against both the RTF file and estimates using 2 and 3
year files with the SOI samples.  Tax status was an
important factor in determining when a return was
filed.  In addition, separate adjustments were necessary
for estates with over $10 million in gross assets.  For 3-
year files, ratio adjustments based on a decedent’s age
and tax status best approximated the estimates of the
‘true’ population totals for each focus year examined.
For 2-year files, the adjustments based on the size of
gross estate at death and tax status performed the best.
The final ratios are given in Tables 1 and 2.


Mortality Differentials
One of Bernard Mallet’s colleagues


criticized using the national mortality rates for the
wealth estimates.  He suggested  that mortality rates for







Table 1: 2-Year Ratio Adjustments
Adjustment Cell Adjustment


Ratio
Age < 40
     Taxable 1.18777
     Nontaxable 1.26316


All age >= 40, Taxable
     $600,000 <= TGE < $1 Million 1.06129
     $1 Million <= TGE <= $5 Million 1.08177
     $5 Million <= TGE <= $10 Million 1.12023
    TGE >= $10 Million 1.14074


All age >= 40, Nontaxable
     $600,000 <= TGE < $1 Million 1.10993
     $1 Million <= TGE <= $5 Million 1.15853
     $5 Million <= TGE <= $10 Million 1.23245
    TGE >= $10 Million 1.22710


Table 2: 3-Year Ratio Adjustments
Adjustment Cell Adjustment


Ratio
Gross Estate > $10 Million, all ages
     Taxable 1.00178
     Nontaxable 1.01414


Gross Estate < $10 Million, Taxable
     Age < 40 1.02443
     40 <= Age <= 50 1.02061
     50 <= Age <= 65 1.02281
     65 <= Age <= 75 1.00753
     Age >= 75 1.00543


Gross Estate < $10 Million, Nontaxable
     Age < 40 1.06146
     40 <= Age <= 50 1.04868
     50 <= Age <= 65 1.03069
     65 <= Age <= 75 1.01877
     Age >= 75 1.01629


“families of the peerage,” or mortality tables derived
from life insurance data would be more appropriate.
There have been a considerable number of attempts to
quantify mortality differences between the general
population and the wealthy, looking at factors such as
education, income, and occupation, but focusing
mainly on white males.  In fact, very little research has
focused on the effects of these factors on the mortality
of women. The first U.S. estimates of personal wealth
from estate tax returns used mortality data supplied by
the Metropolitan Life Insurance Company for large,
whole life insurance policies to compute an adjustment


factor that was then applied to the overall U.S.
mortality rates.  Similar data have been used by SOI for
previous estimates.   One drawback to this practice has
been the inability to calculate sex-specific differentials
from this data.  Thus, an alternate data set, the National
Longitudinal Mortality Study (NLMS), produced by
the National Institutes of Health, is explored here.


The NLMS is a random sample of 1.3
million Americans of all ages, races, and sexes, in the
civilian, noninstitutionalized population.  The sample
was drawn mainly from the Census Bureau’s Current
Population Survey.  Interviews, done by telephone, had
a 96-percent response rate.  Respondents were at least
14 years of age.  Mortality was determined by linking
the Census data to the National Death Index.


  Because the NLMS did not contain
information on a respondent’s wealth, income and
occupation were used to compute the mortality
differentials.  Using occupation data coded from a
sample of Federal estate tax returns, it was determined
that a majority of decedents, for whom an occupation
was reported, were employed as professionals,
managers, sales persons, or farm owners/managers; the
computation was, therefore, limited to NLMS
respondents in those occupation categories. Income on
the NLMS public-use file is categorized in 7
categories, with $50,000 or more as the top level.    A
preliminary file linking 706 decedents’ data with
income tax returns filed prior to death was used to
choose appropriate levels of income for this analysis.
Differentials were calculated within age and sex groups
by comparing the mortality of all file decedents with
those whose incomes and occupational characteristics
were most similar to those of the estate tax decedents.
The resulting mortality rate differentials are shown in
Figures 1 and 2.


Figure 1: Mortality Experience of Males,
U.S. National Longitudinal Mortality Study
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Figure 2: Mortality Experience of Females,
U.S. National Longitudinal Mortality Study


The differences between the mortality of the
general population and the mortality of individuals
with characteristics similar to the estate tax decedent
population are most pronounced for young decedents;
these differences disappear entirely by age 85. Separate
differentials for females were calculated for the first
time and are notably smaller than those for males. The
mortality differentials calculated for males are slightly
larger than those derived from life insurance data,
perhaps reflecting the dampening effect of the female
differentials when using the aggregated life insurance
data to estimate a single set of differentials for both
sexes.  The estimates for males seem to be in line with
estimates by other researchers [see Menchik, 1991 or
Wolfson Et al., 1990].  The results for both sexes are
consistent with those published by the National
Institutes of Health.


Multipliers
The final multipliers are calculated as:


MULT=estate sample weight*nonresponse adjustment
           national mortality rate* mortality differential


The multipliers used in these estimates range between
1.8 and 1876.8 for the 1992 estimates and between 2.8
and 1660.8 for the 1995 estimates.  The extremely
skewed distribution of net worth is of particular interest
to researchers.  Because the underlying sample of estate
tax returns was stratified by size of gross assets, which is
not highly correlated with net worth, it would be
appropriate to poststratify.  However, the necessary
control totals are not readily available.  Thus, the
strategy was to constrain the tails of the net worth
distribution to resemble a Pareto distribution, which is
often used in wealth and income models [Atkinson,
1975, p. 300-301].


The upper tail of the net worth distribution was
defined as those individuals with net worth of $250


million or more.  In order to determine the parameters of
the Pareto, the empirical distribution of net worth
implied by the individuals in the Forbes 400 for the
years 1982-1992 was examined. The data approximated
a Pareto with α= 1/2.  The SOI data for 1992 were then
divided into the following net worth categories:  $250 to
$350 million, $350 to $550 million, and greater than
$550 million.  The estimate of 47 in the unbounded
strata was preserved, with each case assigned the mean
value for the multiplier.  The multiplier values in the 2
bounded net worth categories were then fit to a pareto
with α= ½, with each case assigned the mean value.  The
effects of these adjustments on the distribution are
shown in Figure 3.


Figure 3: Preliminary and Final Distribution of
Wealth for Individuals with High Net Worth.


Similar adjustments were made for returns with
extreme negative net worth (less than -$1 million).
These cases were grouped into three categories:  -$1 to -
$5 million, -$5 to -$15 million, and less than -$15
million.  A univariate distribution of the multipliers was
computed and the multipliers trimmed at the third
quartile in each of the bounded categories.  There were
three cases in the unbounded category.  Two of these
had quite large multipliers that seem unrepresentative of
the general population.  It was decided to assign all three
cases the value of the lowest multiplier. The effects of
these adjustments on the net worth distribution are
shown in Figure 4.


Future Plans
Although much progress has been made since


Mallot first estimated national wealth using estate duty
records, several important areas for research remain.
First, there is some wealth that, while not reported on
Federal estate tax returns, constitutes a significant
source of income for many.  Life estates or income
interests in assets held by a trust and defined benefit
pension plans are two important income sources that
are not represented in these estimates [Lampman,
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1962].  As individuals shift to defined-contribution
pension plans, such as 401K plans, the value of these
missing assets will diminish.  Even so, there would
remain a significant portion of national wealth held in
trusts to be explored.


Figure 4: Preliminary and Final Distribution of
Wealth for Individuals with Large Negative Net
Worth.


Second, although estate tax returns are
generally prepared by professionals and are, therefore,
likely to be more accurate in detail than survey
responses, the values reported on administrative
records are likely to be somewhat downwardly biased,
given that they are used for the purpose of assessing
taxes.  This is especially true for hard-to-value assets,
such as businesses and certain types of real estate.  It
should also be noted that the estate tax data collected
by SOI are all preaudit figures.  Estimates based on the
results of studies of IRS estate tax return audits suggest
that undervaluation may approach 5 percent of total
assets, including 30 percent or more when valuing
ownership interests of less than 50 percent in small
companies or partnerships [McCubbin, 1994].  A
nearly completed study of audit results will give us
some insight into the scope and magnitude of valuation
changes that result from audits.  It may be possible to
build in an adjustment to compensate for this bias.


Third, the wealth of individuals near death is
likely to differ somewhat from that of the general
population.  For some, wealth will be reduced through
expenses related to a final illness, while others will
have made “property arrangements in anticipation of
death or in recognition that an active life is over,”
[Lampman, 1962].  In an attempt to address this
concern, data may be collected on the cause of a
decedent’s death.  This would allow for comparisons
between the portfolios of those who die suddenly and
those who have planned for death carefully.


Finally, estimates of wealth derived from
estate tax records are limited by the estate tax filing
threshold.  This limitation will be exacerbated over the
next few years as that threshold rises to $1 million.
However, it may be possible to extend the coverage of
these estimates if comparable data can be used to
estimate the wealth of individuals with gross assets
under the filing threshold.
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Traditionally, the Internal Revenue Service has carried
out its mandate to measure “the operations of the internal
revenue law” by showing the “number of returns” with
various characteristics and amounts of income, tax, and
deductions.  The limitation of the tax return as a unit of
measurement is that it does not necessarily represent an
economic unit.  Some married couples may file separate
returns; some parents may turn some of their wealth over to
their children, who then report the income on their own
returns.  Some dependent children may have earnings of
their own--again reported on their own returns.  Some aged
parents may be living in the same household with their
children, or be supported by them in a nursing home, and
their combined incomes may place them in a completely
different income class from the one in which a return-by-
return distribution would put them.


Aggregating and Disaggregating Return Data
For several years now, the Statistics of Income


Division (SOI) at IRS has been working on a new data base
which will permit the aggregation of data from tax returns
into household units, in which all married couples and their
dependents are shown as single entities (see Hostetter et al.,
1990; Hostetter and O’Conor, 1991).  The opportunity to do
so first arose as a result of the Tax Reform Act of 1986,
which required taxpayers to report social security numbers
(SSNs) for their dependents.  (For  Tax Year 1987, this rule
applied to dependents age 5 and over, although a grace
period was allowed for taxpayers who wrote “applied for”
in the “dependent SSN” box; for 1993, the age limit was
one year, and for 1996, it was one month.)


It is these dependent exemptions, along with the
requirement of name and SSN information for the spouses
of those who choose to file as “married filing separately,”
which make it possible for us to assemble “tax families”
(see Czajka and Shirm, 1993).  As the authors explained in
a previous paper (Sailer and Weber, 1996), these units bear
some resemblance to various categories of households for
which the Census Bureau publishes data.  Indeed, the data
base contains the information necessary to recreate some
Census household types rather accurately--for example,
since the data base contains age information for all
taxpayers and dependents, as well as address information
for the taxpayers, it is possible to create the category
“married couples, living together, with dependent children
under age 18.”  For the purpose of this paper, however, we
will not make such fine distinctions.  Any taxpayers joined
to a “parental” return because their SSNs appeared there


(either as that of a spouse or a dependent) will be
considered part of the same household, without regard to
age or place of residence.


In addition to the aggregation just described, it is also
possible to disaggregate some of the data which are
commingled by husbands and wives who file joint returns.
 The way this is accomplished is by matching the sample of
tax returns to a file containing information documents--
Forms W-2 prepared by employers and Forms 1099
prepared by banks, stock brokers,  pension funds, etc. Such
a match was performed for the 1993 Statistics of Income
sample.


The result of these efforts is a massive data base,
including all the data normally edited to produce the annual
Statistics of Income report (Internal Revenue Service,
1996), as well as information from all the associated
information documents, and links tying parental and
dependent returns together.  Analysis of this data base
begins with this paper, which will, needless to say, barely
scratch the surface.  All that we are attempting here is to
demonstrate some of the consequences of regrouping the
traditional Statistics of Income file--either by aggregating
 the data by household, or by dis-aggregating them into data
for individuals--and to hint at some of the analysis these
regroupings will allow.


Income Distributions and Tax Rates for Aggregated
Data


How do the data aggregated by household differ from
those presented in the annual report Statistics of Income--
Individual Income Tax Returns?  The top line in Figure 1
shows an income distribution for income tax returns,
classified by size of adjusted gross income. The lower line
shows data for the same returns, aggregated by household.
 As expected, the shape of the income distribution changes
considerably, especially at the lower end.  Nearly half of
what looked like a large class of the “truly needy” (people
with incomes under $5,000) turned out to be dependents or
spouses of other taxpayers. Similarly, the $5,000 under
$10,000 class decreased by 13 percent.  And while it does
not show up too well on this graph, all size classes above
$55,000 increased as a result of the addition of these lower-
income returns to the higher-income tax households.


A few more observations should be made about this
new distribution.  The lowest decile ends at about $5,811,
the top decile starts at $69,527;  the median income in this
distribution is $23,796. This may be of some help to tax
analysts who are trying to describe the “middle class,” a
group whose need for tax relief has been much discussed in
the political arena in recent months.







Now that our data base has been re-grouped into
household units, it is possible to compare data for one-
return households with data for households which spread
their incomes over more than one return. Of course, in many
cases this is not a matter of choice.  If a dependent child has
a summer job, that child will have to file his or her own
return.  On the other hand, some taxpayers may be choosing
to put a portion of their wealth in the names of their children
in order to get an extra standard deduction to offset some of
the income.  Similarly, a taxpayer may be filing a separate
return simply because his wife refuses to sign a joint return;
on the other hand, he may be doing so to gain additional
amounts in medical or miscellaneous deductions, both of
which might be eliminated by the subtraction of the
applicable percentage of the combined adjusted gross
income of the married couple.


In Figure 2, the darker line represents the effective tax
rates paid by all taxpayers filing joint returns, classified by
size of adjusted gross income.  Effective tax rate is
described, for purposes of this paper, as total income tax
(the regular tax, after credits, plus the alternative minimum
tax) as a percent of adjusted gross income. The lighter line
represents the same information for households filing
multiple returns.  As can be seen from this chart, at all but
the very lowest income classes, multi-return households, as
a group, pay taxes at a slightly lower rate than prevails for
all joint returns.  This is true in spite of the many safeguards
built into the law that require children’s unearned incomes
in excess of $1,200 to be taxed at the same rates as their
parents’ income.  It will be interesting, in future analyses, to
determine the exact characteristics of households which
gain from filing multiple returns and those which do not.


Income Distributions and Tax Rates for Disaggregated
Data


As mentioned earlier, our new data base allows us not
only to aggregate data by households, but, to some extent,
 also to disaggregate data into units representing
individuals, even if those individuals file joint returns.  The
caveat “to some extent” is needed because some types of
income tend to be commingled beyond anybody’s ability to
disaggregate.  For example, in IRS files, all interest
statements issued by banks (Forms 1099-INT) are identified
by the SSN of whichever owner is listed first on the bank’s
records for the account.  But the IRS does not know whether
the account belongs to one or two (or three or more)
individuals.  We allow the taxpayers to sort that out for
themselves, as long as the amount of interest is accounted
for.  But, of course, they sort it out on tax returns--which
include joint returns-- which means that we have lost our
ability to disaggregate this income.


Earned income, such as salaries and wages, is, of
course, another matter.  Here, the information documents
clearly identify the owner of the income.  For the purpose of
this paper, we have simply used Forms W-2 to identify
returns which represent two wage-earners.  Both total


adjusted gross income and total taxes on these two-wage-
earner returns were allocated to the two taxpayers in the
same proportion as their salaries.  By doing so, we are
dividing up the couple’s unearned income based on their
earning power in the current year, which, at least on
average, should provide defensible results.  All joint returns
that did not have two wage-earners are left as belonging to
a single individual.  Not unexpectedly, the income
distribution gained from this rearrangement nearly triples
the occupants of the “Under $5,000" class, when compared
to the arrangement by family (see Figure 3).


This second rearrangement of our data, even though
not completely satisfactory, will be especially useful when
the file has been sex-coded, since it will allow analysis of
income and tax by gender of taxpayer.  Another possible use
is to study the taxation of two-earner couples.  One of the
arguments made against the tax law since enactment of the
Tax Reform Act of 1986 is that it discriminates against two-
earner married couples by abolishing the two-earner
deduction and, thereby, re-introduces the “marriage tax.” 
What is meant by “marriage tax” is that the two-earner
couple is paying more in tax than it would if the partners
had remained single.


Figure 4 shows the effective tax rates paid, in the
aggregate, by single people, which rises from nearly 0
percent in the “Under $5,000" income class to around 20
percent at the “$95,000 under $100,000" income level.  Not
surprisingly, primary taxpayers on joint returns at each
income level except the very lowest tend to pay
considerably less in tax than their unmarried counterparts.
 It should be noted that the designation as primary or
secondary taxpayer is strictly the filers’ choice, but, in most
cases, one would expect the primary taxpayer to be the one
with the higher income--the few exceptions being the ones
showing up in the very low income classes in Figure 4. 
Obviously, in the majority of cases, the additional wages of
the secondary taxpayer do not push the primary taxpayer
into as high a tax bracket as would have applied had he (or
she) been filing singly and using the “single taxpayers” tax
rate schedule.


One way of looking at secondary taxpayers is to say
that they start paying taxes at the rate where the primary
taxpayer’s income left off.  This means that a secondary
taxpayer with a small income will, if married to a taxpayer
with a large income, pay more in tax than an equivalent
single person.  However, as is shown in Figure 5,  in the
range between $30,000 and $80,000, even secondary
taxpayers, as a group, pay slightly lower taxes than their
single counterparts.







When data for primary and secondary taxpayers are
added together, it is apparent that, as a group, their tax rates
are lower than those of single people, except at the “Under
$10,000" adjusted gross income level, as is shown in Figure
6.  (These lower income classes obviously include a lot of
part-time workers married to full-time workers with larger
incomes.)  So it does not appear that members of two-earner
couples, as a group, are paying taxes at a higher rate than
are their single counterparts.  It should, however, be noted
that the data on members of two-earner couples represent an
average of two groups: the “losers,” who are generally
members of married couples where the earnings of the two
partners are very close, and whose combined income taxed
at “joint” rates puts them into a higher  tax bracket than the
“single” tax rate schedule would have imposed on each of
them filing on their own; and the “winners,” who are
generally couples with great differences in income levels,
where use of the “single” tax rate schedule would have
placed the higher earnings of one member into a much
higher tax bracket.


Finally, it should be noted that effective tax rates paid
members of two-earner couples are affected by more than
just the applicable tax rate schedules.  The fact that they
appear to be paying taxes that are slightly lower than single
taxpayers may simply be a reflection of the fact that they 
have more exemptions than their single counterparts. 
Again, this analysis is only meant to scratch the surface, and
demonstrate the type of statistics that can now be produced
with our expanded data base.


Future Work
This new data set will permit us to look at the


characteristics of those couples who pay more and those
who pay less than unmarried individuals with equivalent
incomes.  Aside from salaries and wages, future analyses
could divide income from unincorporated businesses,
pensions and annuities, social security income, and
unemployment compensation between primary and
secondary taxpayers on joint returns.


We are still in the midst of adding enhancements to the
1993 data base. These include gender coding and occu-
pation coding.  When we are done, our plan is to  release at
least two articles in the Statistics of Income Bulletin: one
will show the typical SOI data on income, deductions, and
tax items, but rearranged by family; the other will present
salaries and wages, and perhaps other sources of income, by
 individual, with the data classified by sex of taxpayer.  We
also intend to examine information on individuals who do
not file tax returns, but for whom we were able to gather
income data from information documents.


It is the authors’ hope that the data base described in
this paper, and similar ones for future years, will provide
opportunities for new break-throughs in the measurement of
the operations of the Internal Revenue law.
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Figure 1
Income distributions, 1993�
By tax return and by family


0


2,000,000


4,000,000


6,000,000


8,000,000


10,000,000


12,000,000


14,000,000


16,000,000


0 10 20 30 40 50 60 70 80 90 100


Size of adjusted gross income ($1,000)


N
o.


 o
f u


ni
ts


By return


By family







Figure 3
Income distributions, 1993�


By individual, by return, and by family
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Figure 4 
Effective tax rates�
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Figure 5
Effective tax rates�
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Figure 6
Effective tax rates�
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 SALARIES AND WAGES AND DEFERRED INCOME, 1989-1999 
 
 Peter Sailer,  Ellen Yau, Kurt Gurka, and Michael Weber, Internal Revenue Service 
 Presented at the 2002 American Statistical Association 
 
Each year, the Statistics of Income Division of the 
Internal Revenue Service publishes data on the salaries 
and wages earned by U.S. taxpayers.  Because these 
data are taken from a file of individual income tax 
returns, they do not reveal the gender or age of the 
earner, nor do they indicate how much deferred income 
is being received by these earners.  However, files 
produced intermittently since 1989, and annually since 
1996, combine information from tax returns with that 
from Forms W-2 (Wage and Tax Statement), Forms 5498 
(IRA Contribution Information), and the Social Security 
Administration’s file on age and gender (W-2 data were 
also produced for 1969, 1974, 1983, and 1989).  This 
paper discusses trends in salaries and wages, as well as 
income deferred for retirement purposes, as reported for 
men and women in the United States between 1989 and 
1999.   
 
Salaries and wages 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
During the decade from 1989 to 1999, the average 
salaries of U.S. taxpayers rose by about 48 percent in 
current dollars (or 26 percent in real terms ).  Women 


actually enjoyed a slightly larger increase than men; 
their average salaries stood at 56 percent of those of 
men in 1989, at 57 percent in 1999. 
 
The improvement in the ratio of women’s to men’s 
salaries was attributable to joint returns.  Single women 
actually lost a bit of ground.  The average salaries of 
women filing non-joint returns dropped from 86 percent 
to 82 percent of the average salaries of men over the 
decade.  This decrease in average is related to the rapid 
entry of new single women into the ranks of salary 
earners.  For the first time since we started tracking this 
type of statistics (for Tax Year 1969), there were actually 
more single women with salaries than there were single 
men--32.8 million women as compared to 30.5 million 
men. 
 
The most notable aspect of the rise in the average 
income of married women filing jointly is the rise in the 
proportion of joint returns where women and men earn 
somewhat comparable salaries.  The class in this table 
where men’s salaries ranged from 40 percent to 60 
percent of the combined amount accounted for 16.2 
percent of the total for 1989, but rose to 18.4 percent of 
the total for 1999. 
 


 
The above table also shows the continuing decline of 
joint return households with only one salary.  For 1999, 
only about one-quarter of all joint returns showed the 
husband as the only earner (25.8%, to be more precise, 
down from 28.7 % for 1989).  The number of households 
where the wife was the sole earner rose from 11.6 to 12.7 
percent in the same period. 
 
One of the most notable changes over the decade of the 
1990’s was the entry of more women into the rarified 


Average salaries of men and women for 
1989 and 1999 (in current dollars)
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atmosphere of the $1 million and over salary club.  For 
1989, there were only 428 women in this salary bracket.  
For 1999, in dollars deflated to 1989 levels, there were 
nearly ten times as many:  4,137, to be exact.  About 
two-thirds of these women were married and filing joint 
returns.    
 


 
Income Deferred for Retirement Purposes   
 
Individual income tax returns reveal very little 
information about what taxpayers are doing to set aside 
income for retirement purposes.  Certain contributions 
to Individual Retirement Accounts are tax-deductible, 
and appear as adjustments on page 1 of Form 1040.  
Some sole proprietors show their contributions to 
Keogh plans as adjustment on page 1 of Form 1040, but 
others lump them with the payments to their employees’ 
retirement plans on Schedule C.  Payments to 401(k) 
plans and Roth IRA Accounts appear nowhere on the 
tax return, nor is it possible to use the Form 1040 to 
discern whether the wage-earner has an employer-
provided retirement plan. 
 
On the other hand, the information documents contain a 
wealth of information about deferred income.  SOI is just 
beginning to explore this information--it is often difficult 
to interpret, especially because the same amount may lie 
buried in several different places in the data.  Analysis 
is further hampered by the fact that some retirement 
plans (such as IRA’s) show the corresponding fair 
market value accumulated, others (such as 401(k)’s) 
show only the amount contributed by the employee in 
the current year, and the only information available on 
employer-provided retirement plans is a check-box 
showing that the taxpayer is covered--there are no 


corresponding money amounts.  One additional problem 
with the W-2 data is that many U. S. Government 
employees get non-standard W-2’s that omit the 
pension check-box.  In the tabulation below, we include 
them under “additional Government plans.”  
Nonetheless, for all their limitations, the information 
return data provide some idea on the level of 
participation in retirement plans.  As the following table 
shows, in 1989, only 46.3 percent of all taxpayers with 
earned income were accumulating retirement benefits.  
Of these, the vast majority (41.0 percent of all taxpayers 
with earned income) were accumulating retirement 
assets as a part of employer-provided retirement plans.   
 


 
For 1999, the percentage of taxpayers with earnings 
accumulating retirement benefits rose to 59.8 percent.  
Coverage by employer-provided plans still led the way--
they now covered 48.6 percent of all taxpayers.  Part of 
the increase was attributable to the institution of new 
retirement plans, such as the 457(b), which covers 
employees in the non-profit sector of the economy.  
Even though the Roth IRA legislation was only 2-years-
old in 1999, 4.4 percent of earners were already using it 
to put away funds for retirement--more than were using 
the traditional IRA plan. 
 


Taxpayers with earned income, 1989 and 
and 1999: Percent participating in retire-
ment plans, by age of taxpayer


1989 1999
All ages 46.3% 59.8%
Under 20 12.6% 11.0%
20 under 30 36.5% 43.8%
30 under 40 50.8% 63.8%
40 under 50 56.8% 70.9%
50 under 60 58.9% 78.2%
60 under 70 55.7% 64.2%
70 or more 17.3% 28.5%


Taxpayers with earned income, 1989 and 1999
1989 1999


Total taxpayers (millions) 122.6 140.2
Percent by type of retire-
  ment plan participation:
  Any participation 46.3% 59.8%
  No participation 53.7% 40.2%
  Coverage on W-2 41.0% 48.6%
  Employer plans 37.1% 45.2%
  Additional Gov't plans 0.2% 0.5%
  Taxpayer-deferrals
   Total from Form W-2 19.0% 26.5%
     401(k) Deferral n/a 20.6%
     403(b) Deferral n/a 3.5%
     408(k) Deferral (SEP) n/a 0.2%
     457(b) Deferral - 1.8%
     501(c) Deferral n/a 0.0%
     408(p) Deferral (Simple) - 0.4%
  Keogh plan (Form 1040) 0.9% 1.0%
  Deferrals from Form 5498 7.3% 10.2%
    IRA contributions n/a 4.3%
    SEP employer contr. n/a 1.2%
    Simple contributions - 0.8%
    Roth IRA contributions - 4.4%
n/a: not available.  -: not applicable; 
Taxpayers may appear on more than one line







Analysis by Age and gender  
 
The following table shows an age distribution for all 
taxpayers with earned income and for those 
accumulating retirement benefits.  It shows that the 
increase in pension coverage is strongly related to the 
behavior of the large post-World War II generation.  
While only 36.5 percent of the 20-to 30-year-olds in 1989 
were accumulating retirement benefits, in 1999, 63.8 
percent of this same cohort (now 30-to 40-years-old) 
were accumulating benefits.  Similarly, coverage for the 
cohort that was 30-to-40-years-old in 1989 went from 
50.8 percent in that year to 70.9 percent in 1999. 
 


 
 When comparisons are made between one cohort in 
1989 and the cohort that was the same age in 1999, 
improvement in retirement plan participation was shown 
for all age groups over 20.  For example, while only 58.9 
percent of 50-to-60-year-olds with earned incomes were 
accumulating benefits in 1989, 78.2 percent of the 
earners in the 50-to-60 age bracket in 1999 were doing so 
in 1999. 
 


 
The next table shows that, in 1989, a slightly higher 
proportion of male than of female earners was covered 
by pension plans.  By 1999, this gap had been closed.  
As a matter of fact, female coverage by pension plans 
was slightly higher than male coverage.  
 
Conclusions 
 
The data presented in this paper show that, during the 
1990’s, the U.S. economy moved slightly in the direction 


of equality between male and female taxpayers’ salaries, 
and in the coverage by pension plans of male and 
female earners.  Michael A. Udell, the Joint Committee 
on Taxation economist who discussed this paper at the 
New York City Meetings, pointed out that there was an 
economic “bubble” towards the end of the decade, and 
that, therefore, it will be important to check whether 
these trends hold during the economic downturn of the 
early 2000’s.  The authors agree with that 
recommendation.  The Statistics of Income Division is 
committed to making sure that data on salaries and 
wages and contributions to pension plans by U.S. 
taxpayers are made widely available to researchers in the 
near future.  As the post-World War II generation ages 
and retires, pension coverage in particular is becoming 
an important issue 
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ment plans, by gender of taxpayer


1989 1999
All taxpayers 46.3% 59.8%
Men 46.7% 59.6%
Women 45.9% 59.9%
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20 under 30 36.5% 43.8%
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50 under 60 58.9% 78.2%
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70 or more 17.3% 28.5%
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A TAX STATISTICS FUNCTION IN SOUTH AFRICA
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The U.S. income tax system has a long history
since enactment of the 16th amendment in 1913 and
subsequent law requiring the annual publication of
statistics on its operations [1].  This responsibility
established the Internal Revenue Service's Statistics of
Income (SOI) function.   Despite many revisions to the
Internal Revenue Code, this requirement continues to
this day [2].


With the end of the apartheid era and the initiation
of open elections in 1994, the Department of Finance of
the Republic of South Africa requested assistance
though the U.S. Departments of State and Treasury to
initiate a tax statistics function which would enable
microsimulation modeling for tax policy analysis and
revenue estimation.  This paper reports on the
experience of advising South African (S.A.)
government officials in the Department of Finance's
Tax Policy Chief Directorate (TPCD) and the South
African Revenue Service (SARS) on the technical and
resource needs to initiate this function.  The paper uses
the U.S. SOI system as a potential "model" and applies
this model to the unique features of the South African
system.


This paper is organized as follows.  In the first
section, issues concerning principles, practices, and
mission of a tax statistics function are presented.  Next,
resources and organizational placement are discussed,
followed by an overview of operational functions. In
later sections, benefits to the revenue service are
examined, plus concluding thoughts on progress toward
developing the system in South Africa are addressed.


Principles, Practices, and Mission


In attempting to build a statistical function where
none had existed, it is important to develop a strong
foundation.  In this regard, the U.S. Committee on
National Statistics (CNSTAT) published in 1992
Principles and Practices for a Federal Statistical
Agency, with the assistance of several U.S. Federal
statistical agencies, which provided a concise but well-
articulated "blueprint" for statistical agencies [3].
Although it is now 8 years old, its thoughtfulness and
thoroughness are substantiated  by  the  fact  that,  when


the U.S. Federal statistical agencies were recently given
an opportunity to update the document, few had many
changes.


Principles and Practices addressed three necessary
ingredients of Federal statistical agencies, those being:
relevance to policy issues; credibility among data users;
and trust among data providers and subjects.  Statistical
practices were the most detailed section of the book,
which specified the necessary ingredients for statistical
agencies, including a clearly defined mission, a strong
measure of independence, cooperation with data
providers and users, wide dissemination, and caution in
conducting non-statistical activities.


The SOI mission is to collect and process tax return
data so that they become meaningful information and to
disseminate this information to its many customers.
The primary customers are the U.S. Department of the
Treasury’s Office of Tax Analysis (OTA) and its
Legislative Branch counterpart, the U.S. Congress’s
Joint Committee on Taxation (JCT).  A third major
customer is the Department of Commerce’s Bureau of
Economic Analysis, an organization responsible for
maintaining the U.S. national income and product
accounts. SOI has many other customers, including
academic researchers, policy analysis “think tanks,”
Congress, libraries, and the general public.


Although there is an immediate need in South
Africa for an SOI-like staff to improve revenue
estimation and policy analysis, the mission of
"SOI/S.A." should be broad-based and include
widespread data dissemination. Statistical publications
and electronic data dissemination on the Internet are
highly recommended to develop a wide range of users,
as well as to provide the citizens of South Africa with
information on the functioning of their tax laws.  These
activities can contribute to a dialogue on the equity of
the tax system, which should result in increased critical
review as well as improvements in perceptions of
balance and fairness.


Resources and Organizational Placement


The annual budget of the SOI program is about $30
million,  consisting   of   nearly   500   staff   years  plus







equipment, training, travel, and overhead. The
organizational placement of SOI is in the Internal
Revenue Service, whose function is tax administration
and collection.  When SOI was established (over 80
years ago), it was primarily a clerical operation, with
statistical summaries compiled manually.  Later, even
with the initiation of the IRS Master File System and
computerized sampling, statistical abstraction and
editing of tax returns designated for SOI samples
remained very labor-intensive.


     Because of SOI's organizational placement, special
care is needed to ensure that the extensive data needs of
OTA and JCT are adequately met and that the
organizational priorities of SOI are not diverted to other
IRS operational priorities.  In this regard, senior
executives of the Treasury and the Joint Committee on
Taxation meet periodically with their counterparts in
the Internal Revenue Service to ensure an adequate
level of budget support and to establish the priorities for
the SOI function.


 Concerning the organizational placement in South
Africa, the two principal reasons from the U.S.
experience are largely absent.   First, with the current
capabilities of both computerized sample selection and
data editing, the dependency on a substantial clerical
function can be avoided if the South African New
Income Tax System (NITS) can be used as a reliable
sampling frame and source of high-quality financial
data.  Further, the likelihood of establishing a U.S.-size
function, numbering in the hundreds of staff years, is
unlikely.


With the development of capabilities to sample and
edit tax data, the SOI/S.A. function would essentially
be the link between the TPCD and SARS.  This "link"
would be staffed by:


1. Survey statisticians, who develop sample designs
and monitor the execution of those designs;


2. Population file programmers, who would sort and
stratify the population files and select and extract
samples; and


3. Economists/tax law specialists, who would direct
logistics, provide subject matter expertise, and
analyze and publish findings.


The TPCD and SARS are in different departments
of the South African national government, and law does
not presently establish sharing tax data outside of
SARS. Therefore, regardless of organizational
placement, full cooperation, accompanied by complete
sharing of all SARS data, is required.


Operational Functions


    Statistical operations require a structured and
disciplined approach, consisting of planning and design,
sampling and estimation, data abstraction and editing,
and dissemination and publication.


Planning and design -- Planning consists of communi-
cating with study sponsors and customers to gain
content needs and operationalizing this into a workable
design. As a planning tool, sample size and item
content need to be integrated in a study plan that can be
realistically accomplished by available resources.


In many instances, there is a tendency to put little
work into planning and to progress quickly to
implementation.  However, this can lead to problems,
as staff can become over-committed and completions of
project functions do not converge.  As a result, a
conscious planning effort is highly recommended to
clarify roles and responsibilities, as well as to anticipate
potential bottlenecks.


Sampling and estimation -- Statistics compiled for
SOI studies are generally based on stratified probability
samples of tax or information returns. As returns are
processed into the IRS master file systems, they are
assigned sampling classes, based on criteria such as size
of income or assets (or other measures of economic
size), industrial activity, accounting period, or the
presence of certain supplemental forms or schedules.


       Each taxpayer, whether an individual or a business,
has a unique number--the Social Security Number
(SSN) for individuals or the Employer Identification
Number (EIN) for businesses. These unique taxpayer
identification numbers (TIN's) are used as the seed for a
pseudo-random number which, along with the sampling
strata, determines whether a given return is to be
selected for the SOI sample [4]. The probability of a
return being designated for the SOI sample depends on
the sampling rate prescribed for its sample class or
stratum and may range from a fraction of 1 percent to
100 percent.


The U.S. system has three clear advantages over
the S.A. tax system concerning development of a tax
statistics operation.  These advantages include the
following:


1. The presence in the U.S. system of unique and (for
the most part) unchanging Taxpayer Identification
Numbers;


2. Coverage through tax returns of high percentages
of the study populations; and







3. Relatively shorter tax return filing extensions.


It is highly recommended that the S.A. tax system
adopt unique and unchanging taxpayer identification
numbers for sampling, as well as other operational and
research purposes.  Unique and unchanging TIN's
would facilitate file matching, as well as benefit
sampling.


Concerning coverage, certain features of the South
African "Pay as You Earn" system (PAYE) complicate
the situation. The innovative PAYE system is a process
that removes the filing burden for many low income,
salary only, South African taxpayers by allowing
employers to adjust tax withholdings to exactly equal
tax liabilities. Such taxpayers would thus not have to
file tax returns.


To construct a statistical profile of the population
of South African individual taxpayers, it was
envisioned to integrate PAYE data with data from tax
returns to create a statistical “model” of all current (and
potential) taxpayers. However, income and tax
liabilities for each individual are not currently available
in the PAYE system -- only aggregate tax payments
from employers are available.  This limitation restricts
the ability to construct a statistical profile of all
individuals so, until an alternative means is determined,
individual income tax analysis will have to be confined
to the tax filing population.


In the U.S. SOI system, sampling periods are
generally kept open for 8-12 months after closure of the
final ending accounting date to ensure the inclusion of
late filed returns, which are often atypical.  Since the
U.S. system uses a calendar year basis for individual
tax returns, the sample period is kept open until
December 31.


     The situation is further complicated for corporation
taxpayers, because many have staggered fiscal year
accounting periods.  In the U.S. SOI corporation
program, corporations are included in Tax Year 1999 if
their accounting period ends between July 1, 1999 and
June 30, 2000.  However, corporations frequently
request filing extensions.  So, to keep open the
sampling period for 12 months after the ending
accounting period would require sampling until June
30, 2001.


In the U.S., extensions to file tax returns are granted
quite readily for 4 months, but less so for longer
durations, and estimated tax payments may be required.
In South Africa, 15-month extensions are frequently
granted.   Since  SOI  studies  are  a  compilation  of in-


formation for one tax period, such extensions are
problematic.  For example, for any tax year, such delays
could delay file completion for nearly 4 years after
much of the financial activity.


From exploratory tabulations of S.A. corporate
data, the distribution of multiple tax years filed within a
processing year is very evident.  How to address this
issue is not clear, since this could delay the completion
of a file for any tax period for an unacceptably long
duration.


Finally, whether or not to sample or use the entire
population is based on the available computer platform.
Recently, we were able to access and tabulate complete
population file extracts for corporations, so it is not
clear that sampling from population files is a necessity,
although resources needed to edit the data enter into
this issue.  This is addressed in the next section.


Data abstraction and editing -- In the U.S. SOI
system, data items for sampled cases from the master
file system are copied into a minicomputer network,
where data content is substantially augmented with
additional items manually extracted from tax returns.
Statistical abstraction can take as little as a few minutes
for a simple return, to as long as several days for a large
corporate return. This editing system uses on-line
transaction processing, so that all data capture
operations are completed in a single pass. One editor is
thus responsible for ensuring the validity of all data
processing for a given return.


In order that final statistics are consistent and
reliable, SOI economists and subject matter experts
have developed extensive on-line tests and error
correction procedures that are applied to each sampled
return. These tests and correction procedures are based
on the structure of the tax laws, generally accepted
accounting principles, and the improbability of various
data combinations. Subsamples of returns are
independently reprocessed and analyzed for a quality
evaluation.


An operational goal is to test every data item and
code for reasonableness, as well as its relationship to
other items.  If any such relationship is not upheld,
some form of edit is usually made.


The SOI data editing systems are thus very labor-
intensive; few SOI studies have been completed
without substantial manual data abstraction and editing.
In addition, there is a reluctance to change to less labor
intensive processes, since the tax data are complex, and
overall   data   quality   is   heavily   dependent   on   the







accuracy of the editing process.   In general, the need
for manual abstraction and editing is dependent on two
issues:


1. Is the statistical item content key entered from the
population files adequate for analytical and
revenue estimation purposes?


2. Does the level of quality and complexity
necessitate extensive manual editing and review?


Concerning item content, it appears that the South
African NITS system data will have an acceptable level
of data content. Concerning data quality and
complexity, the situation is less clear.  In the U.S.,
many relatively low-income individual income returns
are quite simple, with limited income types and other
taxpayer-reported characteristics.  For such cases, an
automated or high-level system of outlier review and
edit would, in all likelihood, yield reasonable results.


But as complexity increases, this may not be the
case. In the U.S. system, large corporation returns,
often with multinational financial operations, are
extremely complex, and hundreds of hours are spent
reviewing and correcting these data, even after initial
abstraction and editing.


In the S.A. system, exclusive use of NITS data in
place of large-scale manual data abstraction, is a
reasonable way to begin, at least for individual returns.
But even for these data, a series of “structured” queries
and consistency tests would need to be developed to
detect and correct data relationships that were deemed
to be incorrect. Limited samples of tax returns could be
selected to improve the knowledge of taxpayer
reporting problems, and tax returns for limited sub-
samples of large or complex cases could be accessed to
help in editing. Ideally, subject-matter experts should
develop "edit rules" to be deployed in full-scale studies.


Many agencies in the U.S. and elsewhere have
begun to develop automated data edit systems, building
an “artificial intelligence” knowledge base.  Most such
examples have started with fairly simple returns, where
the editing relationships can be specified to handle most
cases.


Since data editing can be resource-intensive,
whether or not to sample or to use population files is
dependent on the editing methods used.  Clearly, if the
quality of NITS data is acceptable, so that most data
editing can be accomplished without acquiring
substantial volumes of tax returns, and if an acceptably
large computer platform to handle the population files
is available, there is really no need to sample.


This is an empirical question, which can only be
answered by examination of the NITS data for all types
of tax returns. At the Pretoria, S.A. Receiving Center,
individual tax return data are key-entered twice, and, if
discrepancies are present, they are manually reviewed
and resolved.  However, at the Ramburg Receiving
Center, a center focused exclusively on large company
tax returns, no such double-key system is in place.  This
was quite surprising, considering the complexity and
importance of these returns, and it raises a concern that
acceptable data quality for these records may require
substantial review and correction.


Dissemination and publication -- U.S. SOI informa-
tion is made publicly available through both printed
publications and electronic media. The Statistics of
Income (SOI) Bulletin is published quarterly, with each
issue containing four to eight articles and data releases
plus historical tables covering tax collections, taxpayer
assistance, and tax return projections [5]. Separate
annual "complete reports" on individual and
corporation income tax returns, as well as a corporation
source book, are also published annually [6-8].


Periodically, special compendiums of research and
analysis, covering such topics as nonprofit
organizations, estate taxation, and international
business activities, are published. Research articles
documenting methodological and analytical issues are
also published in a series of annual reports [9].


SOI has expanded information dissemination
through its Internet worldwide web site, providing users
a quick and easy option for accessing SOI data. At
present, 40,000 files are downloaded monthly from this
site [10].


An SOI/S.A. should extensively publish data on
taxation.  In addition to SOI-like financial summaries,
statistics on compliance, tax processing, and auditing
should also be published, as is now the case in the IRS
Data Book [11].


Benefits to the Revenue Service


In the U.S., the SOI function is primarily focussed
on the tax policy needs of OTA and JCT.  However,
SOI and its sister agency, the IRS Research Division,
both have substantial roles in assistance within the IRS.


The SOI data system is used as an early warning in
IRS.  In addition to the annual individual taxpayer
study, SOI has constructed a small individual sample
study that shows weekly reporting trends in the primary
filing season (January 1–April 15).  This study, the
Taxpayer Usage Study (TPUS), uses a separate sample







of individual returns and reports on characteristics of
the individual taxpayer population, such as use of paid
tax return preparers and the reporting of certain forms,
schedules, or items, especially those that are new for
the year [12].


      The “publication expertise” developed in SOI has
led to taking over the responsibility for producing the
IRS annual Data Book [11].  This publication, once
known as the Commissioner’s Annual Report, has
extensive tabular information on the processing of tax
returns and the compliance and audit processes.


      SOI has also developed a small staff (approximately
10) of mathematical statisticians whose role is to
provide statistical direction, guidance, and support
within IRS.  This section serves as resident consultants
for non-SOI areas in the IRS on a wide variety of
statistical issues.  They provide guidance on systems
and sample design, statistical analysis and estimation,
quality measures, customer satisfaction surveys, and
cognitive research. Their projects currently include
measuring employee satisfaction, alternative methods
of filing, customer service satisfaction programs, and
remittance processing strategy studies.


In addition, SOI samples have been used as
screening devices in the audit process. SOI has
cooperated with the IRS examination function for many
years, mainly in the form of providing sample files of
domestic and multi-national corporations.  In recent
years, this process was expanded to include small,
unincorporated businesses.  The SOI samples were
closely examined to ascertain the reporting
characteristics of different types of business – by size,
industry, and profitability. However, special care must
be taken not to let SOI-sampled cases be targeted for
audits, since these would bias the "representativeness"
of the samples.


     For many years, on a cycled basis, IRS undertook a
Taxpayer Compliance Measurement Program audit
study to measure the overall level of compliance and
the size of the tax gap.   For any return subjected to
these audits, the taxpayer would have to justify each
entry on his or her tax return. Upon completion of the
audits, before and after audit amounts are compared for
each return in the sample, and the sample is weighted to
population totals to estimate the tax gap and to help
develop criteria for operational audits.  This program
has been on-hold for over 10 years, mainly because the
audits were perceived as intrusive.  As a result, the
reliability of the estimates of the tax gap has
diminished.


SARS could benefit from periodic individual statis-


tical studies, and a TPUS-like system could be an early
warning on reporting characteristics.  And the SOI
sample designs could be used as a first approximation
for compliance samples.  But, as previously noted, the
actual sampled cases for the SOI measurement system
cannot be selected for audit, unless for those strata
where the sample rate is 100 percent.  Alternately, the
statistical expertise developed in an SOI function could
be used to independently design audit samples.


Final Comments


The development of an SOI function would be
highly beneficial to the tax policy and revenue
estimation functions in South Africa, as well as provide
other benefits to SARS.  Without such a function, the
complicated processes of selecting reliable, stratified
random samples from the population files, editing these
data, and weighting them to population totals have a
high likelihood of failure.


     Until an SOI function is developed, revenue
estimators in the Department of Finance will have to
make ad hoc data requests from SARS staff.  These
requests, which would have to be for tax return
population or sample files for individuals, trusts,
corporations, and closely-held businesses, would
require guidance on how to interpret SARS file record
structures and processing idiosyncrasies.


      Tax systems are very complex, so construction of a
disciplined measurement system can only be
accomplished if all important aspects are addressed.
SOI’s successes are attributable to both a very capable
staff as well as to development of mathematically
proven and relatively stable systems with regular and
continuous incremental improvements.  It is clearly an
investment in information infrastructure.


In most areas of SOI, first attempts at selecting
new, complex samples have met with only marginal
success at best.  But processes were improved,
corrections were made, and the systems became more
and more reliable.  This was not only accomplished
from incremental, technical improvements but also
from stable staffing and human capital development.


To launch an SOI-like function in South Africa, the
system should start small and build on success.   Since
the system is truly a bridge between the very different
roles of the tax policy analysis and tax compliance
processing and collection, it would need an
interdisciplinary group of talented and highly trained
statisticians, programmers, and economists.   Not only
should all members be fully cognizant of each other's
areas of specialization, but each should also fully







understand the intricacies of SARS processes and its
impacts on the samples, as well as the uses of the files
in microsimulation modeling and analysis.
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I.  Who Are We?


        The Statistical Support Section of the Statistics of
Income (SOI) Division, of the Internal Revenue Service
(IRS), is comprised of seven mathematical statisticians
and one management analyst, all working for one
section supervisor.  We provide general statistical
consulting services on request for various areas of the
IRS, as well as for other branches of the Federal
Government.  Specifically, our Section supports its
customers with:


Design of:


• samples


• surveys and questionnaires


• quality/performance control measures and
processes


• IRS systems and products


• cognitive research studies


Analysis of:


• data from surveys, focus groups, and
usability studies


• data from existing administrative databases


• data from MIS and telecommunication
reports


Training of:


• customers and their field components in
basic statistical methodology


        Our products include written memoranda of
sample designs or statistical solutions with extensive
technical data attachments, on-the-spot and on-location
solutions to implementation difficulties, and formal
presentations to project leaders.


II.  Our Mission


        All of our short-term and long-term goals center
around the notion of delivering the highest quality
statistical consulting services possible, given our


available resources.  Quality, as we define it, mandates
certain basic, but essential, key criteria.  Therefore, we
require that the products we produce:


• meet the customer's needs,


• are technically accurate, based on up-to-date
statistical practice,


• are well-documented,


• are attractively presented, and


• are easy to use.


III.  Keys to Quality


        We have found that the two biggest keys to
realizing our mission goals are our dynamic team
chemistry and our focus on customer relationships.


Team Chemistry:


        We have found team chemistry to be an intrinsic
ingredient in being able to consistently provide a
quality product to our customers.  The makeup of our
team, our mentoring program, and our open and
informal work atmosphere are essential ingredients to
our unique chemistry and to successfully meeting our
goals.
        The members of our team have been selected so
that their education, skills, and preferences mesh tightly
with the needs of the Section’s mission.  Although
virtually all members perform statistical consulting in
one form or another, duties can vary widely depending
on the projects assigned.  For example, one project may
require that an individual or team formulate sample
designs, sample sizes, and quality rates, while another
necessitates the development of instruction manuals
followed by travel to service centers to educate the
customer on proper implementation.  The diverse
backgrounds of our team’s members help enable us to
effectively deal with the comprehensive nature of our
work.
        We have developed an informal mentoring
program within our Section to benefit new and
inexperienced team members.  Responsibility on
specific project teams can vary considerably, depending
on the experience level of the team member.  The
younger, less experienced section members generally
serve as project team members or shadows for larger







projects, allowing them to assume an observatory role
and be guided by more senior members.  However,
once they have acquired some experience, they are
given the opportunity to take on leadership
responsibilities for smaller projects, furthering the
learning and development process.  Experienced
members, on the other hand, often have leadership
responsibility for multiple projects with widely varied
timeframes.  Nevertheless, we do not use the term
“Team Leader” to describe that project team role,
preferring to think of everyone as “Team Members”
with equal status, despite experience and rank
differences.  Regardless of experience level, our roles
and responsibilities on project teams are flexible, not
usually formally defined, and change often, depending
on customer needs.
        The environment within the Section is friendly,
comfortable, cooperative, and professional with
excellent and unstructured communication at all levels.
There is an unforced emphasis on camaraderie and
teamwork.  This work environment promotes an
informal atmosphere conducive to the open exchange of
information.  There is also a conscious effort to push
decision-making to the lowest levels.  We are given the
freedom to take the initiative when necessary and
encouraged to take as much decision-making control as
we can adequately handle.  By establishing this kind of
work setting and granting more than sufficient authority
and decision-making power to do our jobs, we have
found a way to balance the accomplishment of short-
term goals while building cohesion and motivation
critical to enduring excellence.


Customer Relationships:


        While the Statistical Support Section is part of the
Statistics of Income Division, our primary customers
are the wide variety of organizations throughout the
IRS.  Our primary customers include, but are not
limited to, the:


• Customer Service,


• Information Systems,


• Submission Processing,


• Communications Division, and


• Electronic Tax Administration


In addition, our Section is asked to support other,
smaller, ad hoc projects for groups outside of our
primary clientele.  These differ from the larger projects
in that they require less support from our staff, often
needing only one staff member working part-time


instead of several working full-time, and they are
generally shorter in length, varying from a few days to
a couple of months.  IRS areas that have contacted us
for this type of assistance include:


• Treasury Inspector General for Tax
Administration,


• Taxpayer Advocate Office,


• Multimedia Productions Division


• Office of Performance Evaluation and Risk
Analysis, and


• National Partnership Council


        The single most important aspect of our service is
that it is customer-driven.  We actively seek to form
long-term relationships with our customers, allowing us
to better learn about their operations and to effectively
develop more strategies to meet their needs.  These
established relationships have produced a comfortable
and productive rapport and have greatly enhanced the
quality of the statistical services we are able to deliver.
        Developing a self-documenting system has proven
to be very beneficial to our customers.  All obligations,
ours, the customer’s, and the supplier’s, as well as an
understanding of the task are spelled out in writing so
that everyone is clear about their responsibilities and
the level of effort required.  Meetings are documented,
status reports are provided, and all work is delivered in
writing.  We also pull together all materials associated
with a specific project and deliver it to our customer
either at a project’s completion or at key developmental
stages of a continuing project.
        Most Section members are involved with several
projects at a time with varying degrees of
responsibility.  This work arrangement assures that
someone who is knowledgeable about a particular
project is always available should the customer need
assistance.  It also facilitates peer review, which is
important for the growth of the individual and the
Section as a whole and is essential in ensuring that we
consistently provide a quality product to our customers.
        The primary focus of our Section is working with
customers outside of SOI, but within the IRS.  These
projects are funded through the annual transfer of staff
years (resource arrangements), which has greatly
influenced our style of work.  It mimics a payment-for-
services arrangement and has led to more collaborative
relationships with our customers.  While we have broad
latitude to make decisions, the customers’ ability to
withdraw resources at any time and for any reason
means that they, with us, are co-managers of product
quality.  Therefore, employing shared resources and
goals has resulted in an enhanced determination from







both parties to complete the task on schedule and well
within budget.


IV.  Project Overview


        The following is an incomprehensive list of the
major projects we are currently involved with and a
brief description of each:


Lockbox Quality Improvements:
        An effort to improve and refine remittance
processing at Lockbox bank sites by designing a
proactive review system, which provides reliable
accuracy rates and mitigates the potential for negative
taxpayer impact.


Refund/Remittance Sort Initiative:
        A nationwide effort at service centers to use
mailing labels to help IRS mail sorting equipment
identify a tax return as a remittance or refund in order
to improve its sort accuracy.  We provide assistance
with the development, testing, and quality measurement
of the program.


Management Communication Practices:
        An effort to evaluate IRS communication practices
service-wide.  We are assisting the Communications
Division with development of surveys, sample design,
data analysis, and quality measurements.


941 TeleFile:
        An alternate method of filing Form 941, the
Employer’s Quarterly Federal Tax Return, with a
touch-tone telephone.  We provide statistical support
for its development, operation, and quality
measurement.


TeleFile:  IMF & Fed/State:
        Two programs that offer an alternate method of
filing income tax returns via touch-tone phone.  IMF
TeleFile allows 1040EZ filers to file their return
quickly, easily, and paperless.  We provide statistical
support for the development, operation, and quality
measurement of both systems.


Quality Review Database (QRDb):
         An automated system that properly estimates and
weights each of the Customer Service’s product lines.
It allows the user to access established reports or
generate user-defined reports for various time periods
and reporting levels.


Employee Satisfaction Task Force:
        A joint effort with members of the Employee
Satisfaction Team to manage the Employee Satisfaction


Study.  This includes the development of survey
questions, organization of questions into indices, and
the development of key scoring procedures.  We also
help prepare briefings for the National Partnership
Council on progress with regard to survey
implementation and analysis of results.


Generic Clearance for Cognitive Research:
        A method which provides advanced approval by
OMB of a well-defined plan for cognitive research.
Specifically, SOI facilitates the approval process by
reviewing and tracking the research proposal between
the client and OMB.


Survey Feedback Action (SFA) Support:
        An effort to analyze SFA returns.  Special
attention will be paid to notable trends & outstanding
findings.


V.  Centralized Quality Review System


        We conclude this paper with an encompassing
description of a project indicative of our work.  We
believe that the “Centralized Quality Review System”
project is an example representative of many of the
other studies that we are involved with.  Therefore, the
following analysis will be a helpful illustration of how
we engage with customers and approach projects in
general.


Overview:


        The Centralized Quality Review System (CQRS)
was developed to centralize the product review process
within the Customer Service organization.
Implementation of the CQRS was the culmination of
much hard work by a wide-ranging group of IRS
employees.  The CQRS provides a single, consistent
method of performing product review for all Customer
Service product lines.  The CQRS is the product review
methodology developed to replace the nine separate
review systems that were brought together when
Customer Service (CS) was established in October
1996.  Working in two phases, review of telephone
calls and review of paper cases, CQRS consolidated
CS product reviews onto one database and one
location, Philadelphia, Pennsylvania.
        The goal of the Quality Review process is to
monitor, measure, and improve the quality of work
throughout CS.  A sample plan is used to select the data
during this process and is designed to deliver a
statistically valid sample for E-mail, Accounts, Tax
Law, Automated Collection System (ACS) On-line
(calls), and ACS Closed case product lines.  The data
collected during this process is used to identify trends,







problem areas, training or procedural needs, and
opportunities for process improvement.  Components of
the Quality Review process include the CQRS and site
reviews.  Data collected from these reviews are input
into the Quality Review Database (QRDb) system.
Reports produced by the QRDb system contain the
basis for CS performance measures.


Sampling Plan for 2000 Filing Season:


        The CQRS conducted quality review, Monday
through Saturday, 7AM through 11PM.  Based on
historical call volume data, it was determined that this
schedule would allow more than 95% of the calls going
into the IRS Toll-Free Telephone System the potential
to be monitored for quality.  There were 23 reviewers
employed at CQRS.  Three reviewers had expertise in
Account work only.  Five reviewers had expertise in
both Accounts and ACS.  Six reviewers worked on
ACS only. The remaining nine reviewers had expertise
in Tax Law, Accounts, and E-mail.
        Ideal sample sizes were calculated using a goal of
90 percent confidence with a 5% precision margin.  The
formula for calculating the sample size, n, for a simple
random sample is as follows:








 −= 2


2 )1(
d


pp
zn


where p is the historical accuracy rate expressed as a
decimal, d is the desired precision margin expressed as
a decimal (in our case it is .05), and z is a constant that
equals 1.645 when our confidence level is 90 percent (z
= 1.96 for 95% confidence).
        E-mail had an historical accuracy rate of 75%.  By
using the above formula, we calculated that in order to
achieve an estimate of accuracy with 90% confidence
with a 5% precision margin, we would need a sample
size of:
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Therefore, since we wanted monthly estimates for E-
mail at a national level, our monthly sample size for the
nation was 203.
        Account calls had an historical accuracy rate of
70%.  Again, via the sample size formula, we found
that an estimate of accuracy with 90% confidence and
5% precision margin required a sample size of 227.
However, during filing season we wanted quarterly
estimates for Account work, instead of monthly.
Spreading our sample size of 227 across three months
resulted in a monthly sample size of 76.  Because we


wanted site estimates for Account calls, we needed to
sample 76 Account calls in each of the 25 sites every
month.  This resulted in a total monthly sample size of
1,900 Account calls to be monitored.
        Tax Law calls also had an historical accuracy rate
of 70%, resulting in a sample size of 227.  Since we
wanted monthly estimates at the site level, CQRS had
to monitor 227 calls monthly at each of the 16 Tax Law
sites, resulting in a monthly sample size of 3,632 Tax
Law calls to be monitored.
        The entire ACS program (paper cases and on-line
calls) had a very low historical accuracy rate.  Since
assuming a 50% accuracy rate requires the largest
sample size, this “worst-case-scenario” was used to
determine the ACS sample sizes.  We found that the
necessary sample size for the ACS product lines was
270 each.  Since this was a quarterly estimate, that
equated to 90 at each of 18 ACS sites each month.  This
resulted in a monthly sample size of 1,620 ACS
telephone calls to be monitored and 1,620 paper ACS
cases to be reviewed.  However, due to technological
difficulties, CQRS was unable to monitor ACS calls.
Thus, all employees with ACS expertise reviewed
closed paper cases only.
        Due to the limited number of reviewers at CQRS,
the wide range of staff expertise, and the various tours
of duty (Monday-Friday or Tuesday-Saturday) of the
available staff, it was apparent that meeting the above
ideal sample sizes was not possible.  Therefore, given
the number of reviewers and the staff hours available
for reviewing Tax Law, E-mail, and Accounts cases for
each day of the week, we adjusted the sample sizes
accordingly.
        These sample sizes assumed that all employees
were available to review 8 hours a day, 5 days a week,
and 52 weeks a year.  This assumption was necessary to
develop a sampling plan that would remain in place for
the filing season.  At the time, it was impossible to
account for training time, annual leave, sick leave,
lunch hours, or any type of administrative overhead.
        Once these sample sizes were established, each
reviewer was assigned a product line, site, and specific
application to monitor, and were assumed to be
reviewing cases 8 hours a day over a two-week period.
To increase randomness, sites were assigned at varying
times of the day throughout the week according to their
individual hours of operation.  In addition, individual
days within the two-week period with identical staffing
patterns (i.e., the first and second Monday, Tuesday
through Friday of both weeks, and the first and second
Saturday) were shuffled.  This option allowed for over
160,000 different permutations of the two-week plan.
        Ultimately, this system allows the IRS to
document the accuracy of information supplied to
taxpayers on a monthly basis.







SOURCE: Paper presented at the 2000 Joint Statistical
Meetings of the American Statistical Association,
Indianapolis, IN, August 2000.
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Introduction
The charitable sector strives to improve the economic
and social climates in the United States and abroad in
numerous ways.  Each year, billions of  dollars in
contributions to charitable entities provide support for
such areas as education, the arts, and health and human
services, making a notable impact on the quality of life
worldwide.  Because charitable organizations help to
provide many vital services, determining the degree to
which they should be taxed in relation to their various
sources of income and differing organizational
structures is an intricate process.  The U.S. government
has long faced the unique task of providing incentives
to encourage philanthropy, while at the same time
ensuring that these incentives are not abused by
individuals or charitable organizations.  Various
charitable organizations collect and disburse income
differently, and are in turn taxed in different ways,
further complicating the relationship between public
service and Federal obligation.  Examining the types of
charitable organizations that generate taxable income is
important to understanding how these entities are
formed, operated, and regulated.


This paper examines the Federal income tax
liability that is incurred by two specific types of
charitable organizations -- nonexempt charitable trusts
and charitable remainder trusts.  They differ from most
other charitable entities in that they are generally
controlled and operated by individuals or families and
are consequently subject to more stringent tax
regulations and, in some cases, must pay income tax.
First, the legal and tax issues related to nonexempt
charitable and charitable remainder trusts will be
examined to better understand the framework in which
these entities conduct charitable activities.  Next, there
is a brief description of the filing requirements for each
of these organizations and of the information that they
must provide to the Internal Revenue Service (IRS).
This is followed by a discussion of the methodology
used to link sample data from information returns filed
by these two types of trusts with information provided
on their income tax returns.  By doing this, the Federal
income tax liability reported by nonexempt charitable
and charitable remainder trusts is identified.  Subjects
such as taxation of charitable income, sources of
income and deductions, and tax burden are also


investigated.  Finally, there is a discussion of the results
and conclusions drawn, as well as some future plans for
additional research.


Nonexempt Charitable and Charitable Remainder
Trusts:  Legal and Tax Issues
In essence, a trust is a three-party arrangement among
the creator of a trust, the manager of a trust, and a
trust’s beneficiary, which may include more than one
person or organization.  A trust’s creator, also known as
a grantor or donor, may form a trust during his or her
lifetime or upon death.  A trust is a legal entity that can
incur Federal income tax liability that is separate from
that of the grantor.  Trusts may be organized in
different ways and serve a variety of grantor motives.
Funds placed in trust can provide advantages for estate,
financial, personal, or business purposes such as
decreasing tax burden and controlling disbursements to
beneficiaries.  Often, the amounts in trust are directed
completely or in part to charitable interests, which serve
as the trust's beneficiaries.  When trusts receive income
and distribute that income to charitable interests, a
charitable deduction may be employed to reduce trust
income tax liability for a given year.  While this
environment provides a valuable tool for charitable
giving, the combination of reduced tax liability and
little or no public accountability has necessitated the
adoption of stricter tax regulation and oversight for
trusts with charitable beneficiaries.


Nonexempt charitable and charitable
remainder trusts are two common trust vehicles used to
make distributions to the charitable sector.  A
nonexempt charitable trust is one that designates all of
its interests, or beneficiaries, as charitable.  With few
exceptions, all of its financial outlays are distributed for
charitable purposes.  Charitable contributions are made
annually until all of the trust’s assets and income have
been expended.  A charitable remainder trust is a type
of "split-interest trust" -- so-called because its interests
are both charitable and noncharitable.  Charitable
remainder trusts are complex trusts that pay a lifetime
interest to noncharitable beneficiaries and a remainder
interest to a designated charitable organization [1].


There are two types of charitable remainder
trusts -- annuity trusts and unitrusts.  Both annuity trusts
and unitrusts pay a fixed percentage that is between 5
and 50 percent of the fair market value of trust assets.
Payments must be made annually to one or more
noncharitable beneficiaries.  For annuity trusts, the







amount to be paid is based on the fair market value of
the assets initially placed in trust, while for unitrusts the
payment is based on the net fair market value of assets
as valued annually.  When a specified triggering event
occurs, such as the death of the donor or non-charitable
beneficiary, the trust ceases to exist and its remaining
assets are transferred to a specific charity.  While the
precise amount that the charity receives cannot be
determined until the expiration of the trust, the Internal
Revenue Code states that the amount transferred to the
charity must be at least 10 percent of the fair market
value of the assets initially placed in the trust.  The
donor receives a tax deduction when the trust is created
based on the estimated amount that will be donated to
charity in the future.


Nonexempt charitable and split-interest trusts
are distinguished under regulation from certain types of
organizations deemed tax-exempt by virtue of their
charitable activities under Internal Revenue Code
section 501(c)(3).  The majority of section 501(c)(3)
organizations are defined, for tax purposes, as public
charities, meaning that they are largely controlled and
supported by a variety of sources within the general
public.  Another type of 501(c)(3) organization is the
private foundation, which resembles a public charity in
that its mission is exclusively charitable, but differs in
that it is narrowly supported and controlled by an
individual, corporation, or family.  Since private
foundations have less inherent accountability to the
general public than charities, they were thought to
provide more opportunities for individuals wishing to
engage in tax-avoidance schemes and thus required
additional oversight.  Prior to 1969, however, little
legislation had been enacted to deter charitable
organizations from engaging in abusive practices.


With the Tax Reform Act of 1969 (TRA69),
Congress addressed problems within the charitable
sector by developing a new set of rules and definitions
for charitable giving.  Specifically, the legislation
created stricter tax requirements for private foundations
to meet in exchange for their tax-exempt status.
TRA69 introduced some noteworthy tax legislation,
including an annual excise tax on the income that
private foundations receive solely from investment
assets, known as net investment income, and a
requirement to distribute a minimum amount each year
or face tax penalty.  Section 4947 was added to ensure
that private foundations could not intentionally avoid
the new requirements by organizing as nonexempt (or
taxable) "charitable trusts" and taking advantage of the
unlimited charitable deduction made available to
charitable trusts in order to avoid all tax liability.
Section 4947(a)(1) required that nonexempt charitable
trusts be subject to the same rules as those private
foundations or, in fewer cases, public charities,
described under section 501(c)(3).  Additionally, split-


interest trusts were defined for the first time in section
4947(a)(2).  Although some of these trusts were made
subject to the private foundation requirements, those
organized as charitable remainder trusts were excluded
from section 4947 requirements and granted tax
exemption under section 664.


Nonexempt charitable and charitable
remainder trusts may be subject to certain income tax
requirements.  Because not all of the income reported
by nonexempt charitable and charitable remainder trusts
is collected and distributed for charitable purposes,
certain income is reported and taxed each year.  Since a
nonexempt charitable trust is not, by definition, tax-
exempt, any income it receives and does not
subsequently distribute for charitable purposes is
taxable under Subtitle A, regardless of the source.  In
contrast, a tax-exempt charitable remainder trust incurs
tax liability only on unrelated business income (UBI) --
income received from an activity that constitutes a trade
or business that is regularly carried on and is not
substantially related to the organization's exempt
purpose [2].


Filing Requirements
Each year, nonexempt charitable and charitable
remainder trusts must provide information regarding
their charitable activities to the IRS on an information
return, using Form 990-PF and Form 5227,
respectively.  While these returns are not used to
determine or pay income tax, they must be filed
annually to provide financial data, information on
charitable contributions, and various other items.  Some
nonexempt charitable and charitable remainder trusts
may be required to file an income tax return, Form
1041, in addition to the required information return.


Form 990-PF
While some charitable trusts receive a large degree of
public support and operate much like public charities,
most are treated as private foundations and are,
therefore, subject to the private foundation filing
requirements.  Most nonexempt charitable trusts are
required to file Form 990-PF, Return of Private
Foundation (or Section 4947(a)(1) Nonexempt
Charitable Trust Treated as a Private Foundation).
This information return is used by nonexempt
charitable trusts and private foundations to provide
information regarding their charitable operations,
determine their taxable participation in political or
lobbying activities, and calculate the excise tax on net
investment income.  Additionally, private foundations
and charitable trusts report their charitable outlays on
this form in order to determine whether or not they have
met the annual "payout" requirement.  Nonexempt
charitable trusts that distribute all of their income for
charitable purposes and, therefore, have no taxable







income for a given year are required to file this form
only [3].


Form 5227
Form 5227, Split-Interest Trust Information Return , is
filed annually by all split-interest trusts classified under
section 4947(a)(2) of the Code.  The return is used to
report financial activity within a given calendar year
and to determine if a trust is treated as a private
foundation and, therefore, subject to the excise tax.
Three main types of trusts file Form 5227:  charitable
lead trusts, charitable remainder trusts, and pooled
income funds classified in section 642(c)(5).  Only
those organizations for which an amount was
transferred to trust after the enactment of TRA69 are
required to file.  Charitable remainder trusts are the
only type of split-interest trust that is required to
indicate if any unrelated business income was earned
during the tax year.  Trusts indicate having had UBI by
answering "Yes" to a question on the return [4].


Form 1041
In order to report income and determine tax liability for
estates and trusts, their managers, also known as
fiduciaries, file Form 1041, U.S. Income Tax Return for
Estates and Trusts [5].  This form is used to report
income and deductions of an estate or trust, including
any income that is distributed to beneficiaries,
charitable or noncharitable.  Income, deductions, and
tax liability, as well as any applicable payments or
credits are reported on the return.  A fiduciary must file
Form 1041 for a domestic estate or trust that meets
specific income or beneficiary requirements.  The form
is filed by nonexempt charitable and split-interest trusts
and five additional types of entities.  Nonexempt
charitable trusts with taxable income and charitable
remainder trusts with UBI for a given year are required
to file this form to report all income and pay any
income tax due [6].


Methodology for Return Linkage
Sample data were collected from 1998 Forms 990-PF
and 5227 in order to determine the population of filers,
verify entity types, and collect certain financial
information for those filers.  To determine income tax
liability for these charitable entities, the data collected
in the samples were then linked to 1998 Forms 1041.
Figure A provides a visual representation of the linking
process.


The data from Forms 990-PF and 5227 that are
presented in this paper are based on information from
separately collected and weighted samples of pre-audit
returns filed with IRS.  Returns were selected based on
a stratified, random Bernoulli sample.  Samples were
stratified based on both the size of fair market value of
total assets and the type of organization.  Nonexempt


charitable trusts were selected at rates ranging from 1.2
percent to 100.0 percent; charitable remainder trusts
were selected at rates from 1.9 percent to 100.0 percent.
For 1998, the Form 990-PF sample included 960
returns for nonexempt charitable trusts out of a
population of 2,667.  Out of a population of 85,060
charitable remainder trusts, 6,471 were selected for the
Form 5227 sample [7].


Returns included in the samples were
computer-selected from the IRS Business Master File
(BMF) based on the employer identification number, or
EIN.  A transform, defined as a fixed, random number,
was associated with each EIN.  If the transform fell
within the specified range of numbers associated with
each sample strata, the return was then selected for the
sample [8].  If the return was not selected for the
sample, it was counted nonetheless to obtain an
accurate population count.  To ensure data accuracy and
improve statistical reliability, the data drawn from the
sample were subject to comprehensive testing and
correction procedures.  In most cases, changes made to
a return based on administrative processing, audit
procedures, or taxpayer amendment were not
incorporated.


The data from Form 1041 presented in this
paper were collected from returns filed for 1998, prior
to any audit examination or taxpayer correction.  Return
data came from the IRS Returns Transaction File
(RTF).  These data were collected during the course of
regular IRS processing for revenue purposes, and, thus,
only data necessary for tax administration purposes
were collected.  Unlike data from Forms 990-PF and
5227, which were collected by SOI based on statistical
samples of filed returns, data from Form 1041 were


Figure A. -- Representation of
Forms 990-PF, 1041, and 5227 Linkage







drawn from the entire population of 1998 returns
processed by IRS.  Tests were run on the Form 1041
data to check for and correct such significant
inaccuracies as keying errors and incorrect math
calculations.  For 1998, approximately 3.4 million Form
1041 returns were filed for trusts and estates.


Nonexempt charitable trusts having accounting
periods beginning in 1998, and therefore ending
between December 1998 and November 1999, were
required by IRS to file a 1998 Form 990-PF and were
included in the Form 990-PF sample.  All data from
Form 5227 were collected from returns filed with
accounting periods beginning in January 1998 and
ending in December of the same year.  In cases where
organizations changed their accounting period or filed
initial or final returns, part-year returns may have been
included.


Sample data from Forms 990-PF and 5227
were linked with Form 1041 population data to seek
possible matches.  For a match to occur, an EIN from
the Form 1041 data set had to match exactly to an EIN
from the Form 5227 or Form 990-PF data set.  In order
for a match to be valid, the records for which a match
occurred must have covered the same accounting period
and reported the same entity type. While approximately
92.6 percent of the Form 1041 returns that were linked
to Forms 990-PF and 5227 reported their tax years as
the 12-month period of 1998, some returns were for
prior years and for noncalendar years ending in 1999.
While matches to prior-year returns were disregarded,
matches between noncalendar years during 1999 were
included in the final data set.


Data items from both Forms 990-PF and 5227
were compared with similar data items from Form 1041
to ensure that all returns had been linked correctly.
Despite differences between the information returns and
tax returns, many corresponding items were found.
Nonexempt charitable trusts report revenue and
expenses on Form 990-PF, which differ somewhat from
the income and deduction items reported on Form 1041.
However, amounts reported for income items such as
interest and ordinary dividends closely mirrored data
reported on the income tax return.  Expenses reported
on Form 990-PF were also similar to deductions taken
on Form 1041.  Charitable remainder trusts are required
to report income and deduction items on Form 5227
that are almost identical to those collected on Form
1041.  For both nonexempt charitable and charitable
remainder trusts, the largest discrepancies between the
information and tax returns involved amounts reported
for capital gains, which could be attributed to
differences in reporting requirements between forms.
Because organizations file Form 990-PF and Form
5227 for information purposes, but file Form 1041 to
determine their annual Federal income tax liability,


values from Form 1041 were used in these analyses
when such discrepancies occurred.


Results and Conclusions
As stated, Form 1041 data were linked to the weighted
samples of return data based on EIN, entity type, and
tax period.  The linkage resulted in 176 and 1,437
weighted matches to Forms 990-PF and 5227,
respectively [9].  The total net income, or the sum of all
income line items, reported on Form 1041 for those
organizations matched to nonexempt charitable trust
returns (Form 990-PF) was $18.4 million; for matches
to charitable reminder trust returns (Form 5227),
aggregate net income was $156.4 million.  Of the eight
types of income specifically reported on Form 1041 --
interest, dividend, business, capital gain, farm, ordinary
gain, and other income, as well as income from rents,
royalties, partnerships, and other estates and trusts --
capital gain income was the largest income category
reported by charitable remainder and nonexempt


charitable trusts that filed Form 1041, as shown in
Figure B.  Capital gain income reported on Form 1041
accounted for 53.4 percent, or $9.8 million, of the total
net income reported by nonexempt charitable trusts,
while this income category composed 66.2 percent, or
$103.5 million, of the total net income reported by
charitable remainder trusts.  For both groups of filers,
interest and dividend income were the second and third
largest components, respectively, of total net income
reported on Form 1041.


To a greater degree than reported income, the
deductions that were reported by nonexempt charitable
and charitable remainder trusts were reflective of each
entity's function.  Deduction categories included
interest, taxes, professional services, disbursements to
charity, income distribution, standard exemption, and


Charitable Remainder
Trusts


Nonexempt Charitable
Trusts


Figure B. -- Form 1041:  Sources of Reported Net
Income, by Entity Type, Tax Year 1998
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other miscellaneous deductions.  Figure C presents a
breakout of deduction percentages.  Nonexempt
charitable trusts collectively reported $14.9 million in
total deductions, which was 81.3 percent of total net
income.  Charitable contributions were the largest
component of total deductions for these filers at 81.9
percent.  Charitable remainder trusts collectively
reported $130.1 million in total deductions on Form
1041, which was 83.2 percent of reported total net
income.  For these organizations, the income
distribution deduction reported on Form 1041
accounted for the largest share of total deductions, 57.1
percent [10].


Total tax liability, as reported on Form 1041,
is based on taxable income (total net income less total
deductions) [11].  Figure D shows the percentage of
taxable returns and tax burden ratio for both nonexempt
charitable and charitable remainder trusts.  Half of
nonexempt charitable trusts that filed Form 1041
incurred some tax liability, which totaled $0.9 million
for these organizations [12].  The tax burden ratio,
calculated by dividing total tax liability by total net
income reported by these filers, was 4.8 percent.  In
contrast, for charitable remainder trusts that filed Form
1041, only 14.2 percent, 204 filers, reported any tax
liability.  Total tax liability for these returns was $6.8
million, 4.3 percent of total net income, roughly the
same percentage as the ratio for nonexempt charitable
trusts that filed Form 1041.


In conclusion, because trusts that file Forms
990-PF and 5227 are formed and operated differently,
the income, deductions, and tax liability that they report
on Form 1041 can vary.  Although both types of filers
included in this research had similar patterns of income,
deductions taken were less similar, but were consistent


with each entity’s mission.  In addition, nonexempt
charitable trusts filed fewer returns and reported smaller
amounts of total net income, deductions, and tax
liability than charitable remainder trusts, but incurred
tax liability far more frequently.  However, both types
of entities shared similar calculated tax burden ratios,
with total tax liability accounting for less than 5 percent
of their total net incomes.  Thus, while the types of
function-specific deductions taken by each group of
filers differed, the employment of these deductions
resulted in a minimal tax burden in both cases.


In the future, the authors hope to perform a
more in-depth examination of these types of trusts.
Issues such as discrepancies between information-
return and taxation-return figures will be explored.  In
addition, discovering under-, over-, or lack of reporting
is key to understanding trends in filing and reporting
data.  Compiling data from several filing years, unlike
the use of a single year of data in this research, may
help to expand knowledge regarding nonexempt
charitable and charitable remainder trusts and their
taxable activities.


Notes and References
[ 1]  A complex trust is a trust that performs at least


one of the following activities in a tax year:  (a)
retains some current income; (b) provides
amounts to be paid, permanently set aside, or
used for charitable purposes; or (c) distributes
amounts allocated to the corpus, or principal, of
the trust.


[ 2]  For a detailed explanation of nonexempt
charitable and split-interest trusts, see Exempt
Organizations Technical Instructions Program


Figure C. --  Form 1041:  Sources of Reported
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for FY 2001, (2000), Washington, DC:  U.S.
Government Printing Office, pp.79-105.


[ 3]  For more information on organizations that file
Form 990-PF, see Whitten, Melissa "Domestic
Private Foundations and Charitable Trusts, 1996-
1997,” Statistics of Income Bulletin, Fall 2000,
Volume 20, Number 2, pp. 150-190.


[ 4]  For more information on organizations that file
Form 5227, see Belvedere, Melissa J.,
“Charitable Remainder Trusts, 1998,” Statistics
of Income Bulletin, Winter 2000-2001, Volume
20, Number 3, pp. 58-76.


[ 5]  Fiduciaries are gatekeepers for estates and trusts
who ensure that assets in their custody are
managed with due diligence.  In addition, assets
are distributed by fiduciaries in compliance with
trust and estate documents and applicable law.  A
fiduciary may be other than a person, i.e., a bank.


[ 6] For more information on organizations that file
Form 1041, see Mikow, Jacob M., “Fiduciary
Income Tax Returns, 1997,” Statistics of Income
Bulletin , Winter 2000-2001, Volume 20,
Number 3, pp.77-99.


[ 7]  Nonexempt charitable trusts were sampled at a
rate of 1.2 percent for trusts with assets under
$100,000; 10.9 percent for trusts with assets of at
least $100,000 but less than $1,000,000; and
100.0 percent for trusts with assets of $1,000,000
or more.  Charitable reminder trusts are
composed of charitable remainder annuity trusts
and charitable remainder unitrusts.  Charitable
remainder annuity trusts were sampled at a rate
of 3.1 percent for trusts with assets under
$500,000; 6.9 percent for trusts with assets of at
least $500,000 but less than $1,500,000; and
100.0 percent for trusts with assets of $1,500,000
or more.  Charitable remainder unitrusts were
sampled at a rate of 1.9 percent for trusts with
assets under $1,000,000; 4.2 percent for trusts
with assets of at least $1,000,000 but less than
$3,000,000; and 100.0 percent for trusts with
assets of $3,000,000 or more.


[ 8] For additional information on the transform and
sample selection methods, see Harte, J.M.
(1986), "Some Mathematical and Statistical
Aspects of the Transformed Taxpayer
Identification Number:  A Sample Selection Tool
Used at IRS," 1986 Proceedings of the Section
on Survey Research Methods, American
Statistical Association, pp. 603-608.


[ 9]  Linking between Forms 990-PF and 1041
resulted in 75 matches (176 weighted records).
Weights for these records ranged from 1 to 9.3.
The coefficient of variation for these records
equaled 16.7 percent.  For Forms 5227 and 1041,
linking produced 146 matches (1,437 weighted
records).  Weights for these records ranged from
1 to 55.2.  The coefficient of variation for these
records equaled 17.0 percent.


[10]  Unlike other deductions, the deduction for
income distribution shifts tax liability for the
income distributed to receiving beneficiaries
(noncharitable).  The trust, in this case, is a
“pass-through” entity for income tax purposes.
Generally, beneficiaries pay income tax on the
part of income that is distributed to them, while
trusts pay income tax on the portion that is
accumulated but not distributed.


[11]  Total tax liability was the amount of calculated
tax obligation that was incurred by the trust
based on taxable income, less tax credits, plus
recapture taxes, the alternative minimum tax, and
household employment taxes.


[12] "Taxable returns" were those with reported
income tax liability.


SOURCE: Statistics of Income Division, Internal
Revenue Service, as presented at the 2001 Joint
Statistical Meeting of the American Statistical
Association, Atlanta, Ga. 2001.
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Do taxes affect the choice of business organizational form or legal structure? This question has been
asked by many but has never been fully answered.  This paper, an extension of earlier works examining trends
in business organizational structure based on statistics compiled from tax and information returns, attempts to
contribute to this discussion [1,2,3,4].  This paper examines business aggregate time series data in light of the
substantial changes to the Internal Revenue Code, which have affected incentives of shifting from one
organizational form to another.  Data from the major Statistics of Income (SOI) business programs are compiled
and examined from 1985 through 1994, the most recent year for which complete data are available.


The paper has three sections.  The first section briefly summarizes background information on taxation
of business income and business organizational choice.  The second section examines aggregate time series data
on businesses based on tax and information return filings with the IRS.  The third section summarizes some con-
clusions.


Taxation and Organizational Choice
Statistics compiled from business tax returns revealed some dramatic changes since the mid-1980's,


particularly between businesses electing to be taxed at individual versus corporate rates.  In the period following
the landmark 1986 Tax Reform Act (TRA86), a substantial shift occurred toward business organizational
structures electing to be subject to the lower individual income tax rates.  However, tax reforms for 1991 and
1993 raised individual marginal income tax rates that, when coupled with stable corporate tax rates, resulted in
the highest individual marginal tax rates surpassing the highest corporate marginal tax rate [5].  As in the
pre-TRA86 years, it might once again be advantageous to elect corporation status rather than any of the
organizational types which are effectively taxed at individual rates.


This section summarizes some of the most significant aspects of the taxation of various organizational
forms and highlights some of the major tax law changes in the 1985-1994 period [6].


Business Organizational Forms.-- The data in this paper were compiled from SOI annual cross-sectional studies
of corporations, partnerships, and nonfarm sole proprietorships for Tax Years 1985-1994.  Data from these
annual statistical studies are publicly available and are published in a variety of SOI reports [7-11].  The tax treat-
ment of these organizational forms is briefly summarized below.


Corporations.-- Corporation income is generally taxed directly at the business level, then again at the
shareholder level at the rates applicable for dividend income.  However, certain provisions in the Internal Revenue
Code lessen this effect.  First, the corporate income potentially taxable at the shareholder level excludes taxes
paid by the corporation, so income distributed to shareholders is only taxable on the after-tax profits earned by
the corporation.  Second, the after-tax corporate income is not taxable at the shareholder level until it is paid out
as dividends or until the shareholder realizes capital gains by selling shares that have appreciated in value.


Subchapter S Corporations are generally small, closely-held corporations that are not taxed directly.
Their income is generally subject to tax only at the owner level, much like partnerships (which are discussed
below).  Owners of S Corporations report their pro rata shares of income or loss on their own tax returns.
Although S Corporations have attractive features, they do face restrictions, including limitations on the number







and type of shareholders and on the classes of stock permitted, as well as prohibition of foreign or corporate
ownership.


Partnerships.-- The partnership entity is not taxed directly; each partnership files an annual information return,
which includes an income statement, a balance sheet (in most cases), and a schedule of allocations or distributions
made to each partner.  Partners report their allocated shares of income and expenses on their own tax returns.
Partners are predominately (though not exclusively) individuals.


Partnerships may be either general partnerships or limited partnerships.  Limited partnerships include
all partnerships for which the liability of any partner is limited to the amount invested in the business.  General
partnerships, and general partners as well, face personal liability limited only by their personal resources and the
applicable bankruptcy laws.  Limited partners are more like corporate shareholders, with liability limited to the
amount invested and generally little active participation in management of the business.


Sole proprietorships.-- The profits of sole proprietorships are taxed only at the personal (i.e., owner) level.  The
income statement of nonfarm sole proprietorships, which summarizes the income and expenses of the business,
is completed on Schedule C (or C-EZ) of the owner's individual income tax return.  The net income or loss from
the proprietorship is added to personal income from all other sources and taxed at the applicable individual
income tax rates.


Tax Law Changes.-- Many provisions of tax legislation in the 1985-1994 period may have affected the choice
of business organizational form.  Clearly, the Tax Reform Act of 1986 (TRA86), the most comprehensive
revision of the internal Revenue Code since 1954, had a major impact.  Key provisions of TRA86 broadened the
tax base of both individuals and corporations by curtailing or rescinding many provisions, which had previously
eroded the base, while lowering overall tax rates [12].   Provisions of TRA86 that may have affected
organizational structure included repealing the "general utilities doctrine," tightening the corporation alterative
minimum tax," limiting losses from passive activities, and repealing the long-term capital gains exclusion.
However, the law changes that appear to have had the most significant effect and are the focus of this paper are
the changes in individual and corporate marginal tax rates.


 The highest marginal tax rates for individuals and corporations for 1985-1994 are presented in Figure
A. In the pre-TRA86 period (I985-1986), the highest individual rate (50 percent) exceeded the highest
corporation rate (46 percent) by 4 percentage points.  TRA86 reversed this relation, however, beginning with
1987 and continuing with the full implementation of the lowered rates for 1988.  These new rates remained in
effect through Tax Year 1990.  Beginning with Tax Year 1991, the top individual rate began to climb.  For 1991
and 1992, the percentage point difference between the highest corporation and individual rates was cut in half.
In 1993, the top individual tax rate once again increased, this time to 39.6 percent, and the highest individual tax
rate surpassed the highest corporation rate.


Since business income is taxable either at the corporate or individual level (or both), changes in the
individual income tax rates have an effect on the taxation of business income.  In addition, changes in the tax rates
for individuals or corporations may create incentives to switch between a corporate and a noncorporate (or
Subchapter S structure) to minimize tax liabilities.  Thus, not only is the applicable tax rate schedule (whether
corporate or individual) significant for the entity, but also significant are the tax rates for other potential organiza-
tional forms.  In the period immediately after TRA86 (1987-1990), the individual marginal rate was clearly lower,
and the substantial growth in the sector taxed as individuals (and S Corporations, in particular) has been well
documented [13].  In that period, not only did the population of entities "taxed as individuals" grow substantially,
but the population of taxable corporations also declined.  One study documented the fact that some of this growth
in S Corporations was the direct result of taxable corporations reorganizing as S Corporations [14].







With a 50-percent reduction of the tax rate differential beginning in Tax Year 1991, the incentive to
switch declined and reversed, beginning with the 39.6-percent individual rate, new for Tax Year 1993.  So, with
this reversal in incentives, was there a renewed interest in taxable corporation status? Clearly, considerations
other than just the tax rate would enter into this decision making, since each of these legal or organizational types
has limitations and restrictions.  However, the effective tax rate changes are a powerful influence, particularly
for new businesses, as well as those that might satisfy the requirements for more than one type of organizational
form.  Whether or not such changes did occur is a primary focus of the analysis in the next section.


Analysis of Business Data
In this section, data for the 10-year period (1985-1994) is divided into five sub-periods, and changes be-


tween the sub-periods are examined.  These years are: (1) the pre-TRA86 period (1985 and 1986); (2) the initial
year of TRA86 (1987); (3) the full phase in of TRA86 (1988 through 1990); (4) the years of rising individual
tax rates and the economic recession (1991 and 1992); and (5) the years of reversal of magnitude of the tax rates
and economic expansion (1993 and 1994).  On the basis of the tax rates alone, the balance of incentives is tilted


toward taxable corporations in periods (1) and (5), and unincorporated business or S Corporation status in periods
(2) through (4).


 Two re-aggregations were made to the data to focus on the effects of the systems of individual and
corporate taxation.  Although partnership income is subject to tax at the applicable rates of the partners (that can
be individuals, corporations, tax-exempt organizations, or virtually any other legal type), most partners are
individuals.  In this paper, it is assumed that partnership income is predominately taxed at individual rates.
Corporation data, which include all filers of the Form 1120 series, U.S. Corporation Income Tax return, are
divided into those taxed at corporate rates and those electing to be taxed through their shareholders at individual
tax rates as Subchapter S Corporations (or, simply, S Corporations).  Data for S Corporations have been combined
with partnership and proprietorship data to create an aggregate of entities "Taxed as individuals." The corporate
data that remain are the non-S or taxable corporations, which are referred to in the figures as "Taxed as
corporations."


 Average annual and percentage changes (which appear in parentheses) between these five periods were compiled
and are presented in Figure B for the number of business entities, business receipts, and net income (less deficit)
or profits.  Since the tax rates are applied to the amount of gains or profits, the effect of rate changes on businesses
with or without gains can be substantial.  What incentive is there to shift to a lower-taxed organizational type if
there are no profits to be taxed? For this reason, businesses taxed as individuals and corporations have been split
into those with gains versus those with losses [15].







Number of entities.-- In the first part of Figure B, average and percentage changes in the number of businesses
are shown for the five periods.  Most changes are the large annual increases in the number of businesses taxed as
individuals for the entire period.  These businesses increased annually by over four hundred thousand, peaking with
more than 944,000 new businesses for 1987 alone (6.1 percent).  After 1987, individually-taxed businesses con-
tinued to increase in number, though at slower rates.  Taxable corporations, on the other hand, declined in number
by over one hundred thousand annually for 1987-1990, nearly five percent per year.  This rate of decline slowed
considerably for 1990-1992 and reversed for 1992-1994, when they once again grew in number.


As might be expected, entities with gains were largely responsible for these overall changes.  Nearly 88
percent of the net increase in the number of individually-taxed businesses for 1987 were from those with gains, and
businesses with gains dominated the growth of all individually-taxed businesses throughout the period.  However,
individually-taxed businesses with losses had increases in four of the five periods.  The only exception is for the
initial period, the change from 1985 to 1986, in which the number of individually-taxed businesses with losses
declined by over 80,000 (1.8 percent).  This was attributable to a decline in the number of loss-generating
proprietorships at a time when proprietorships were experiencing record profits.


 Similarly, most of the changes for taxable corporations result from the changes in the number of corpora-
tions with gains, except after 1990.  Corporations with gains declined in number from 1987 through 1992, though
at decreasing rates after 1990.  Despite the onset of the 1990-1991 recession, which would have reduced the num-
ber of profitable corporations, ceteris paribus, declines in the number of taxable corporations with gains fell from
7.5 percent for the 1987-1990 period to only 0.6 percent for 1990-1992.  This could be both from the restoration
of profitability that occurred in late 1991 and the decline in switching to individually-taxed status as a result of the
new 31-percent individual tax rate, which halved the previous rate differential.


The picture of the number of business entity changes is somewhat clearer with two adjustments.  First, S
Corporations were required to align their accounting periods with their shareholders beginning for Tax Year 1987.
Since these shareholders are individuals (by law), S Corporations that were fiscal year filers had to make this
change, resulting in two return filings for 1987.  It is estimated that there were about 100,000 such returns that were
essentially "double-counted" for 1987, and an adjustment was made to remove this double count (although no
adjustment was needed for the financial data, which had already been "prorated" for the actual months in the
calendar year).


Second, Personal Service Corporations (PSC's) were omitted from the population estimates of taxable
corporations for 1987 through 1993.  To rectify this shortcoming, an adjustment was made to the entity counts.
Unlike the S Corporation duplicate filings for 1987, where the financial data were unaffected, the absence of PSC's
affected the financial data as well.  However, because these are, by definition, small, taxable corporations, they have
a far greater impact on the entity counts than on the financial activity, so no adjustment was made to the latter at
this time.


The results of these adjustments are shown as the "All businesses, adjusted counts" in Figure B. For the
entities taxed as individuals, these adjustments lessen the peak in growth for 1987, reducing the increase from 6.1
percent to 5.5 percent.  Adjusting for the omission of PSC's affects taxable corporations in two ways.  First, the
decline in the taxable corporation population in the 1987-1990 period is substantially reduced.  The rate of decline
is decreased from 4.9 percent to 2.6 percent.  Second, reintroducing the PSC's in 1994 had caused the population
to grow substantially for this period; the 1992-1994 growth was at a 5.3-percent annual rate.  Adjusting for this
phenomenon reduced the growth in this period to only 1.6 percent.


Business receipts.-- Similar data for business receipt changes are also shown in Figure B. These data exhibit some
similarities to and differences from data on the number of entity changes.  Most striking about this figure is that







business receipts increased for all types of entities (individual and corporate, with gains or losses) in virtually all
periods.  The exceptions to this were only for individually-taxed businesses with losses for 1990-1992 and
1992-1994, and for corporations with losses for 1992-1994.  Clearly, the recovery from the recession affected these
data.


As for the number of businesses, the rate of receipt growth for individually-taxed businesses peaked for
1987 and continued, though at diminished rates.  Growth for individually-taxed business receipts accelerated
sharply in the post-recession period (1992-1994), unlike the modest growth exhibited for the number of entities.
Entities taxed as corporations still registered steady 4 to 6 percent growth in business receipts in the post-TRA
period, despite declining numbers, except for the recession period of 1990-1992.


Business receipts of entities taxed as individuals with gains again dominated the individual data, as they
did for the numbers of entities.  However, unlike the latter, which were relatively flat in comparison, business
receipts of individually-taxed entities with gains increased by over 37 percent for 1987 and grew from 6 to 12
percent through 1994.  Even the business receipts of individually-taxed entities with losses grew substantially for
1986-1990.


For taxable corporations, more than half of the overall 5.2-percent increase in business receipts for
1986-1987 was from corporations with losses.  This is another indication that profitable corporations were more
likely to switch status to take advantage of the lower individual tax rates brought in by TRA86.  In the
post-recession period, corporations with gains showed nearly a 10-percent increase in business receipts, while those
with losses declined.


Net income (less deficit).-- Since net income (less deficit) or profits is what is directly taxed, and thereby most
affected by the tax rate changes, did they exhibit the most pronounced changes in the direction of the tax rate in-
centives? Data on changes for net income (less deficit) or profits are also displayed in Figure B. These data do in
fact show some of the most substantial changes [15].  The profits of entities taxed  as  individuals  increased by
$42.8 billion or nearly 53 percent for 1987 alone.  Almost all of this was as a result of growth in net income (less
deficit) by entities showing gains.  Growth in these profits continued at 14 to 18 percent through 1994.  Taxable
corporations registered an identical $42.8-billion increase for 1986-1987, although this was a smaller percentage
increase than for individuals (because of the larger base).  Unlike individual entities, however, their rate of change
dropped substantially after 1987, but rebounded dramatically in the post-recession period.


The data clearly show a strong swing in the direction of individual taxation in the 1987-1992 period,
though at decreasing rates after 1987.  This is what would be expected -- a shift toward lower-taxed status would
begin shortly after enactment of the new tax rates, but the rate of change would slow over time.  And this
decreasing rate of change was further bolstered by the decline in the tax rate differential that began for 1991.  Thus,
it is not surprising to see the slower growth in profits of  individually-taxed businesses.  Beginning with 1993, with
the conclusion of the recession, as well as the initiation of the 39.6-percent individual tax rate, the profit picture
swung strongly to entities taxed as corporations.


Conclusions and Final Thoughts
So what do these data tell us about the developments in organizational choice dynamics in the 1985-1994


period? First, businesses taxed as individuals grew substantially in the post-TRA86 period, both in overall number
and in financial activity.  This rate of growth peaked for 1987, the first post-TRA86 year, but continued irre-
spective of the 1990-1991 recession.


Despite declining numbers in the 1987-1992 period, the receipts and profits of taxable corporations still







increased.  This was because many of the businesses that shifted to S Corporation status were relatively small,
thereby causing a larger change in the number of businesses than in financial activity.  Corporations exhibited
substantially-increased growth in the post-recession, 1992-1994 period, particularly for profits.  However, entities
taxed as individuals also registered strong increases for this period.


Overall, the relatively lower corporation tax rates appear to have contributed to the corporate sector
rebound after 1991.  However, the recovery from the 1990-1991 recession has brought about increased profitability
of individually-taxed entities as well, somewhat masking the extent of the effects of the tax law changes.


The data in this paper can best be characterized as "the tip of the iceberg," since each study for each year
is a statistical compilation of data from literally thousands of tax and information returns, and no attempt was made
to link entities changing from one organizational form to another [ 14).  Still, analysis of trends can provide a useful
framework for assessing the relative size of changes over time of the various types, as well as the possible effects
of taxation on business organizational structure.  The data most significantly show a correlation between changes
in the marginal tax rates and the choice of organizational structure. While this does not demonstrate causality, it
can provide a framework for insight into the underlying dynamics.
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Different approaches have been used to measure the 
distribution of individual income over time.  Survey 
data have been compiled with comprehensive 
enumeration, but underreporting of incomes, inadequate 
coverage at the highest income levels, and omission of 
a key income type jeopardize the validity of results.  
Administrative records, such as income tax returns, 
may be less susceptible to underreporting of income but 
exclude certain nontaxable income types and can be 
inconsistent in periods when the tax law has been 
changed.  Record linkage studies have capitalized on 
the advantages of both approaches, but are costly and 
severely restricted by the laws governing interagency 
data sharing.  
 
This paper is the sixth in a series examining trends in 
the distribution of individual incomes and tax burdens 
based on a consistent and comprehensive measure of 
income derived from individual income tax 
returns.1,2,3,4,5  In the previous papers, we demonstrated 
that the shares of income accounted for by the highest 
income-size classes clearly have increased over time, 
and we also demonstrated the superiority of our 
comprehensive and consistent income measure, the 
1979 Retrospective Income Concept, particularly in 
periods of tax reform.  In this paper, we continue the 
analysis of individual income and tax distributions, 
adding for 3 years (1979, 1989, and 1999) Social 
Security and Medicare taxes to this analysis and using 
panel data.  The paper has three sections.  In the first 
section, we briefly summarize this measure of 
individual income derived as a “retrospective concept” 
from individual income tax returns.  In the second 
section, we present the results of our analysis of time 
series data.  We conclude with an examination of Gini 
coefficients computed from these data. 
 


Derivation of the Retrospective Income Concept 
 
The tax laws of the 1980’s and 1990’s made significant 
changes to both the tax rates and definitions of taxable 
income.  The tax reforms of 1981 and 1986 
significantly lowered individual income tax rates, and 
the latter also substantially broadened the income tax 
base.  The tax law changes effective for 1991 and 1993 
initiated rising individual income tax rates and further 


modifications to the definition of taxable income.1,2,3,4,5   
Law changes effective for 1997 substantially lowered 
the maximum tax rate on capital gains.  The newest law 
changes, beginning for 2001, lowered marginal rates 
and the maximum tax rate on long-term capital gains, as 
well as decreased the maximum rates for most 
dividends.  With all of these changes, the questions that 
arise are what has happened to the distribution of 
individual income, the shares of taxes paid, and average 
taxes by the various income-size classes? 
 
In order to analyze changes in income and taxes over 
time, consistent definitions of income and taxes must be 
used. However, the Internal Revenue Code has been 
substantially changed in the last 24 years--both the 
concept of taxable income and the tax rate schedules 
have been significantly altered. The most commonly 
used income concept available from Federal income tax 
returns, Adjusted Gross Income (AGI), has changed 
over time making it difficult to use AGI for inter-
temporal comparisons of income.  For this reason, an 
income definition that would be both comprehensive 
and consistent over time was developed.6, 7, 8, 9  The 1979 
Retrospective Income Concept was designed to include 
the same income and deduction items from items 
available on Federal individual income tax returns. Tax 
Years 1979 through 1986 were used as base years to 
identify the income and deduction items, and the 
concept was subsequently applied to later years 
including the same components common to all years.  
 
The calculation of the 1979 Retrospective Income 
Concept includes several items partially excluded from 
AGI for the base years, the largest of which was capital 
gains. 1,2,3,4,5   The full amounts of all capital gains, as 
well as all dividends and unemployment compensation, 
were included in the income calculation. Total 
pensions, annuities, IRA distributions, and rollovers 
were added, including nontaxable portions that were 
excluded from AGI.  Social Security benefits (SSB) 
were omitted because they were not reported on tax 
returns until 1984.  Also, any depreciation in excess of 
straight-line depreciation, which was subtracted in 
computing AGI, was added back. For this study, 
retrospective income was computed for all individual 
income tax returns in the annual Statistics of Income 
(SOI) sample files for the period 1979 through 2002.  
Loss returns were excluded, and the tax returns were 
tabulated into income-size classes based on the size of 







retrospective income and ranked from highest to lowest.  
Percentile thresholds were estimated or interpolated for 
income-size classes ranging from the top 0.1 percent to 
the bottom 20 percent.10,11,12  For each size class, the 
number of returns and the amounts of retrospective 
income and taxes paid were compiled.  From these data, 
income and tax shares and average taxes were 
computed for each size class for all years. 
 


The Distribution of Income and Taxes 
 


With this database, we sought to answer the following 
questions--have the distribution of individual incomes 
(i.e., income shares), the distribution of taxes (i.e., tax 
shares), and the average effective tax rates  (i.e., tax 
burdens) changed over time?  As a first look at the data, 
we examined the income thresholds of the bottom (or 
entry level) of each income-size class, and a clear 
pattern emerged. While all of the income thresholds 
have increased over time, the largest increases in 
absolute terms, and on a percentage basis, were with the 
highest income-size classes. 
 
For example, while $233,539 was needed to enter the 
top 0.1 percent for 1979, $1,278,479 was needed for 
entry into this class for 2002.  This represents more 
than a 400-percent increase.  Also, while $79,679 of 
retrospective income was needed to enter the top 1-
percent size class for 1979, $315,937 was needed for 
entry into this size class for 2002, an increase of 297 
percent.  For the top 20 percent, the threshold increased 
by 162 percent, and, for the bottom 20 percent, the 


increase was only 130 percent.  Since much of these 
increases are attributable to inflation, we computed 
constant dollar thresholds, using the Consumer Price 
Index.13 


 


What is most striking about these data are the changes 
between 1979 and 2002 for the various income-size 
percentile thresholds (see Figure A).  For example, the 
threshold for the top 0.1 percent grew (using a 1982-
1984 base) from $321,679 for 1979 to $710,661 for 
2002, an increase of 121 percent.  Similarly, the 
threshold for taxpayers in the 1-percent group rose from 
$109,751 for 1979 to $175,618 for 2002, an increase of 
just over 60 percent.  However, the thresholds for each 
lower percentile class show smaller increases in the 
period; the top 20-percentile threshold increased only 
5.6 percent, and the 40-percent and all lower thresholds 
declined. 
 
Income Shares 
The share of income accounted for by the top 1 percent 
of the income distribution has climbed steadily from a 
low of 9.58 percent (3.28 for the top 0.1 percent) for 
1979 to a high of 21.55 (10.49 for the top 0.1 percent) 
for 2000.  With the recession and, then, the stagnating 
economy of 2001 and 2002, this share had declined to 
16.89 percent (7.10 for the top 0.1 percent) for 2002. 
While this increase has been mostly steady, there were 
some significantly large jumps, particularly for 1986, 
due to a surge in capital gains realizations after the 
passage, but prior to implementation, of the Tax 
Reform Act of 1986 (TRA).  The top 1-percent share 


Figure A-Constant Dollar Income Thresholds, 1979-2002 (1982-84=100)
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also increased rapidly for 1996 through 2000, when 
sales of capital assets also grew considerably each year.  
Notable declines in the top 1-percent share occurred in 
the recession years of 1981, 1990-1991, and 2001. 
 
This pattern of an increasing share of total income is 
mirrored in the 1-to-5 percent class but to a 
considerably lesser degree.  For this group, the income 
share increased from 12.60 percent to 15.14 percent in 
this period.  The 5-to-10 percent class’s share of income 
held fairly steady over this period, going from 10.89 
percent for 1979 to 11.28 percent for 2002.  The shares 
of the lower percentile-size classes, from the 10-to-20 
percent classes to the four lowest quintiles, show 


declines in shares of total income over the 24-year 
period (see Figure B).  
  
Tax Shares -- Income Tax 
The share of income taxes accounted for by the top 1 
percent also climbed steadily during this period, from 
19.75 percent (7.38 for the top 0.1 percent) for 1979, 
then declined to a low of 17.42 percent (6.28 for the top 
0.1 percent) for 1981, before rising to 36.30 percent 
(18.70 for the top 0.1 percent) for 2000 (Figure C).  The 
corresponding percentages for 2000 for the 1-percent 
and 0.1-percent groups are 37.68 percent and 19.44 
percent, respectively, accounting for the 2000 tax 
rebate, which is discussed below.  For the recession 


Figure B-Income Shares by Income Percentile Size-Classes, 1979-2002
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Figure C-Income Tax Shares by Income Percentile Size-Classes, 1979-2002
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year of 2001 and the subsequent year (2002) with its 
large decline in net gains from the sale of capital assets, 
these shares declined to 32.53 percent for the top 1 
percent and 15.06 percent (15.25 percent including the 
rebate of the child tax credit) for the top 0.1-percent 
group (32.95 percent and 15.25 percent, respectively, 
including a rebate of a portion of the child tax credit).  
As with incomes, there were some years with unusually 
large increases though a common feature for these years 
was double-digit growth in net capital gains.8,9 


 
The 1-to-5 percent size class exhibited relatively 
modest change in its share of taxes, increasing from 
17.53 percent to 20.29 percent (20.52 including the 
rebate for the child tax credit) in the period.  The 5-to-
10 percent class, and all lower income-size classes, had 
declining shares of total tax.   
 
Average Tax Rates -- Income Tax 
What is most striking about these data is that the levels 
of the average tax burdens increase with income size in 
most years (the only exceptions being 1986 for just the 
two highest groups).  The progressive nature of the 
individual income tax system is clearly demonstrated. 
 
Despite the fact that the overall average tax rate 
remained virtually the same for 1979 and 2001, the 
average rate for all but the very lowest size class 
actually declined (see Figure D).14 While this at first 
appears to be inconsistent, it is clear how this did in fact 
occur -- over time, an increasing proportion of income 
has shifted to the upper levels of the distribution where 
it is taxed at higher rates (see Figure B).  For 2002, 
including the child tax credit rebate, the average tax rate 


fell to 12.56 percent, close to the lowest rate over the 24 
years of this study of 12.53 percent for 1991. 
 
In examining the average tax data by income size, four 
distinct periods emerge.  First, the average tax rates 
were generally climbing up to the implementation of 
the Economic Recovery Tax Act (ERTA) effective for 
1982.  This was an inflationary period, and prior to 
indexing of personal exemptions, the standard 
deduction, and tax brackets, which caused many 
taxpayers to face higher tax rates.  (Indexing became a 
permanent part of the tax law for Tax Year 1985.7)  
Also, this period marked the recovery from the 
recession in the early 1980’s. 
 
Similarly, average taxes also climbed in the period after 
1992, the period affected by the Omnibus Budget and 
Reconciliation Act (OBRA).  This was not surprising 
for the highest income-size classes, ones affected by the 
OBRA-initiated 39.6-percent top marginal tax rate, but 
the average tax rate increases are also evident in the 
smaller income-size classes for most years in the 1993- 
to-1996 period as well. 
 
For the majority of intervening years (i.e., 1982 through 
1992), average tax rates generally declined by small 
amounts for most income-size classes, although the 
period surrounding the implementation of the 1986 Tax 
Reform Act (TRA) gave rise to small increases in some 
classes.  Despite the substantial base broadening and 
rate lowering initiated by TRA, for most income-size 
classes, the changes to average rates were fairly small.  
However, it should be kept in mind that individuals can 
and do move between income-size classes. 


Figure D-Average Income Tax Rates by Size-Classes, 1979-2002


0


5


10


15


20


25


30


35


1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Rebate


2001 2002
Rebate


Years


P
er


ce
nt


ag
e


Top .1%


.1-1%


1-10%


10-20%


20-40%


40-60%


60-80%


Low 20%







The rates for the top 0.1 percent clearly show the 
effects of the 1986 capital gains realizations, in 
anticipation of the ending of the 60-percent long-term 
gains exclusion, which began in 1987.  The average tax 
rate for this income-size class dropped for 1986, but it 
rose sharply for 1987, before dropping again for each of 
the next 3 years. 
 
To assess what happened, it is important to look at the 
underlying data.  The substantial increase in capital 
gains realizations for 1986 swelled the aggregate 
income and tax amounts for upper income classes and 
also raised the income thresholds of these top classes.  
However, since much of the increase in income for 
these size classes was from net long-term capital gains, 
which had a maximum effective tax rate of 20 percent, 
it is not surprising that the average tax rate for these top 
size classes declined. 
 
Next, to consider are those years affected by the 
Taxpayer Relief Act of 1997 (1997 through 2000), 
where the top rate on long-term capital gains was 
reduced significantly from 28 percent to 20 percent.  
For 1997, the first year under this law, when the lower 
rates were only partially in effect, the average tax rate 
fell for the top 0.1-percent group of taxpayers but 
increased for all other groups.  However, for 1998, the 
first full year under lower capital gains rates, all groups 
above and including the 40-to-60 percent class had 
reduced average tax rates (while the lowest two 
quintiles had virtually the same average tax rates).   For 
all groups (except for the 20-to-40 and the 60-to-80 
percent groups in 1999), the average rates returned to 
increasing for both 1999 and 2000.    
 
The Economic Growth and Tax Relief Reconciliation 
Act of 2001 (EGTRRA) further reduced marginal tax 
rates over several years.  One of these reductions was 
the introduction of a 10-percent bracket on the first 
$6,000 ($12,000 if married filing a joint return) of 
taxable income.  In an attempt to fuel a recovery from 
recession, this reduction was introduced retroactively in 
the form of a rebate based on Tax Year 2000 filings.  
Therefore, we simulated the rebate on the Tax Year 
2000 Individual File to see its effects on average tax 
rates. When the rebate (estimated at $37.9 billion) is 
taken into account, the average rates for 2000 decreased 
for all groups, except for the top 0.1 percent and the 1-
to-5 percent, reversing the pre-rebate increases. Tax 


Year 2001 was a mixture of increases and decreases in 
average tax rates by income group.  Most groups paid 
higher average taxes; however, the 1-to-5 percent and 
5-to-10 percent groups paid lower average taxes along 
with the bottom 20-percent group.   
 
For 2002, when the 10-percent rate applied to all 
returns and all rates above 15 percent were reduced by 
one-half of 1 percentage point, the average tax rate fell 
for every group.  Further, as the economy stagnated, 
another rebate of $400 per child was sent to individuals 
who received a child tax credit for that year.  This was 
in lieu of receiving the additional amount for 2003 as 
part of the increased child tax credit provided by the 
Jobs and Growth Tax Relief Reconciliation Act of 2003 
(JGTRRA).  Simulating this on Tax Year 2002, we 
estimated that $14.2 billion was sent to taxpayers 
further reducing average taxes for 2002.  The 
individuals who gained the most from this rebate were 
in the 5-to-10 percent group through the 40-to-60 
percent group. 
 
Tax Shares --Income Plus Social Security Tax 
For individual taxpayers, Social Security taxes compose 
a fairly large portion (about 37 percent for 1999) of the 
Federal tax burden.15  To broaden our analysis, we 
merged data from W-2’s with individual income tax 
records for the years 1979, 1989, and 1999.  Total 
Social Security taxes included self-employment taxes 
and taxes on tips reported on tax returns and two times 
the Social Security taxes (representing both the 
taxpayers’ and the employers’ shares) reported on W-
2’s.  The employers’ share of this tax was added into 
retrospective income, as well.  To further help our 
analysis, the U.S. Treasury Department’s Office of Tax 
Analysis (OTA) model was used to simulate the effect 
of the two new tax laws, EGTRRA and JGTRRA, on 
the 1999 data.16    
 
Even including Social Security taxes, the shares of the 
higher income groups increased (the top 0.1-percent 
group’s share more than doubled from 5.06 percent for 
1979 to 11.05 percent for 1999), while the shares of the  
lower income groups (each group from the 10-to-20 
percent group and lower) declined (see Figure E).   
 
However, when we simulated all of the provisions of 
EGTRRA/JGTRRA on 1999 data, tax shares for the top 
two groups (the 0.1 percent and the 0.1-to-1 percent 


Figure E-Tax Shares (Including Social Security Taxes) by Percentile Size-Classes, 1979-1999


Year Top 0.1%   0.1-1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%


1979 5.06 8.97 14.69 11.87 17.70 58.28 22.97 12.42 5.12 1.22


1989 6.29 9.43 15.42 12.51 17.63 61.29 21.94 11.18 4.44 1.15


1999 11.05 12.27 16.84 12.03 15.98 68.17 18.83 9.28 3.09 0.63


1999 JGTRRA 9.52 11.31 17.75 12.50 16.39 67.47 19.22 9.54 3.11 0.65







groups) declined from 1999 levels, while all other 
groups increased.  Still, for these two groups and the 1-
to-5 percent, the tax shares were still higher than 1989 
levels.  Interestingly, the 1-to-5 percent group is the 
only group whose share increased from 1989 to 1999 
(from 15.42 percent to 16.84 percent) and then 
increased again (to 17.85 percent) under new tax law 
provisions.  This is most likely due to the effect of the 
alternative minimum tax (AMT) offsetting lower 
marginal and capital gain rates for this group of 
taxpayers.                  
 
Average Tax Rates Including Social Security Taxes 
Unlike the tax shares data, average taxes, including 
Social Security taxes, vary considerably over time from 
average income taxes.  Including Social Security taxes 
for 1979, the overall tax system (like the income tax 
system) was progressive, with each higher income class 
paying a higher percentage average tax than the classes 
preceding   it   (see Figure F).    However,   this   is   not  


 
entirely true for any of the other years that we merged 
income tax with W-2 data. For 1989, the system was 
progressive up to the 5-to-10 percent income class.  
Above this level, each successively higher income class 
paid a lower rate than the ones below it, falling to 23.33 
percent for the top 0.1-percent income group.  In fact, 
for 1989, the top 0.1-percent group faced a lower rate 
than all groups from the 10-to-20 percent income group 
and higher.  The highest rate for that year was paid by 
those individuals in the 5-to-10 percent income group at 
25.09 percent, 1.76 percentage points higher than those 
in the 0.1-percent group.   
 
In contrast, the 5-to-10 percent group paid an average 
tax of 22.59 percent in 1979, 9.33 percentage points 
lower than those in the 0.1-percent group.  A large 
reason for this increase in rate for the 5-to-10 percent 
group was the increase in Social Security taxes.  For 
1979, wage earners and their employers paid a 
combined rate of 8.1 percent in Social Security taxes on 
earnings up to $22,900.  By 1989, this had increased to 
13.02 percent on earned income up to $48,000. For 
1999, this had further increased to 15.3 percent on 
earned income up to $72,600.  Furthermore, for 1999, 
for any earned income above the $72,600 maximum, 
the employee and employer continued to pay Medicare 
taxes at a combined rate of 2.9 percent.   


Despite this rise in Social Security taxes, 1999 
combined average taxes returned to a mostly 
progressive system.  The only exception to this 
progressive tax structure was the 5-to-10 percent 
income group that paid higher average rates (26.18 
percent) than the 1-to-5 percent income group (25.97 
percent).  However, the 0.1-to-1 percent and the 0.1-
percent income groups paid the highest average taxes at 
26.70 percent and 27.51 percent, respectively.   
 
When we simulated the provisions of the two new tax 
laws (EGTRRA and JGTRRA) on 1999 data (without 
allowing for the sunset provisions), the overall tax 
system returns to a system looking more like 1989 than 
1999.  Under the simulation, average tax rates continue 
to increase until the 1-to-5 percent income class that 
paid the highest average tax at 25.76 percent.  From 
there, average taxes fall to 23.34 percent for the 0.1-to-
1 percent income group and decline further to 22.57 
percent for the 0.1-percent income group.  Both of these  


 
groups would pay a lower average tax than individuals 
in the 10-to-20 percent income class.  The highest 
income group winds up paying an average tax that is 
less than all of the groups above the 20-to-40 percent 
class.  Under the new laws, the 0.1-percent group would 
pay average taxes that are 3.19 percentage points less 
than the 1-to-5 percent income group, 2.91 percentage 
points less than the 5-to-10 percent income group, and 
1.24 percentage points less than the 10-to-20 percent 
group. In fact, under the provisions of 
EGTRRA/JGTRRA, individuals in the 0.1-percent 
group wind up paying less than one percentage point 
(0.99) more than the 20-to-40 percent income group.  In 
contrast, the highest income group paid average 
combined taxes that were 12.03 percentage points 
higher than the 20-to-40 percent income group in 1979 
and 4.29 percentage points higher than this group under 
existing 1999 laws. 


 
Using Panel Data 
 


For 1979, 1989, and 1999, we used a panel of 
individual tax returns that were selected at a 1-in-5,000 
return random sample embedded in each year’s 
Individual Statistics of Income (SOI) sample.  These 
returns were based on the primary taxpayer having 
certain Social Security Number endings and are  part  of  


Figure F-Average Tax Rates (Including Social Security Taxes) by Percentile Classes, 1979-1999


Year Total < 0.1% 0.1 - 1%   1-5%    5-10%  10-20%   20-40%   40-60%   60-80% Low 20%


1979 20.71 31.92 29.50 24.14 22.59 21.63 19.89 17.35 12.65 8.72


1989 22.24 23.33 24.22 24.84 25.09 23.90 22.37 19.29 13.93 11.47


1999 23.59 27.51 26.70 25.97 26.18 24.96 23.22 19.70 11.83 7.29


1999 JGTRRA 21.90 22.57 23.34 25.76 25.48 23.81 21.58 18.25 10.94 6.97







 
Social Security’s Continuous Work History Sample 
(CWHS).  The reason for studying a panel of returns is 
to obtain a more well-rounded approach to analyzing 
tax returns over time.  While “the rich” may appear to 
be getting greater concentrations of income over time, 
the composition of who “the rich” are may also be 
changing over time.  By looking at the panel, we 
defined income groups from the combined data 
(indexed for inflation) over the 1979, 1989, and 1999 
period.  In order to have a better income concept over 
time, we altered retrospective income by including total 
Social Security benefits.  Since this was not on a tax 
return for 1979, in that sense, income would be 
understated for that year (SSB for 1979 was estimated 
at $29 billion).  Then, we analyzed how income and 
taxes changed in each of these years, classifying each 
year's returns in quintile classes.   
 
In analyzing this panel over time, we classified returns  


 
into quintile classes for each of the three years, 1979, 
1989, and 1999.  We started with 90.6 million returns 
filed for 1979 and followed these returns.  We looked at 
movement of returns between quintile classes over time  
(see Figure G).  In order to not include small changes in 
income causing returns to change classes, we only 
showed movement of more than one quintile.  As can 
be seen, movement increased greatly the lower the 
quintile for the first year (1979).  While 70.7 percent of 
the highest income individuals remained high-income 
in   1999,  just  12.4   percent   of   the   lowest   quintile  
 


 
remained low-income in 1999.  Also, the percent of 
returns dropping out of the panel decreased consistently 
with the size of 1979 income. 
  
In further analyzing this panel over time, we only 
included returns that were filed for each of the 3 years, 
1979, 1989, and 1999.  This  left us with 58.8 million 
returns out of the 90.6 million returns filed for 1979.   
Using inflation-indexed income, we then combined the 
income and taxes over time to create a “combined 
income and tax” for each of the tax returns.  We then 
reclassified each return into percentile classes, with the 
5-percent income class being the highest class analyzed 
(due to the high sampling variability at levels above 
this). Looking at average taxes for the combined 
income groups, the 1979 and 1999 data look 
progressive, similar to our analysis above in looking at 
cross-sectional income and Social Security taxes 
(Figure H).  For 1989, the combined  5-percentile  class  


 
paid lower average taxes than the 5-to-10 percent 
combined income group.  Again, this regressivity is  
similar to what we found previously using the annual 
cross-section data.   Comparing tax shares for the 
combined panel in comparison to the cross-section, we 
found that the trends are the same for the top 10 percent 
and top 10-to-20 percent classes, but the high-income 
panel returns paid a lower share for each year (Figure 
H1).  The trend was also the same for the bottom 80 
percent of returns, but, in this case, the panel returns 
paid a consistently higher share of taxes.  


 


Figure G-Movement From 1979 to 1999 of More Than One Class


TOP 20 20 to 40 40 to 60 60 to 80 BOTTOM 20


TOP 20 70.7% 5.9% 2.1% 0.5% 20.8%


20 to 40 64.8% 4.8% 1.4% 29.0%


40 to 60 14.7% 41.8% 2.4% 41.1%


60 to 80 8.4% 13.0% 28.8% 49.8%


BOTTOM 20 7.6% 13.7% 14.2% 12.4% 52.10%


1979 Percent 
Class


1999 Percentile Class
Dropouts


Figure H-Combined Panel 'P': Average Tax Rates (Including Social Security Taxes) by Size-Classes, 1979-1999


Year Top 5% 'P' 5-10% 'P' 10-20% 'P' 20-40% 'P' 40-60% 'P' 60-80% 'P' Low 80% 'P'


1979 26.98 23.27 21.24 20.42 19.37 18.08 14.4
1989 23.52 23.87 22.98 22.18 20.69 18.88 15.25


1999 25.67 24.46 23.04 21.14 19.32 17.95 12.67


Year Top 10% Top 10% 'P' 10-20% 10-20% 'P' Bottom 80% Bottom 80% 'P'


1979 40.59 29.39 17.70 15.07 41.72 55.54


1989 43.66 35.78 17.63 15.45 38.71 48.77


1999 52.19 47.38 15.98 14.04 31.83 38.58


Figure H1-Comparison of Combined Panel ('P') vs. Cross-Sectional Data: Tax Shares (Including Social Security 
Taxes) by Size-Classes, 1979-1999







 
 


Analysis of Gini Coefficients 
 
To further analyze the data, we estimated Lorenz curves 
and computed Gini coefficients for all years. The 
Lorenz curve is a cumulative aggregation of income 
from lowest to highest, expressed on a percentage basis. 
To construct the Lorenz curves, we reordered the 
percentile classes from lowest to highest and used the 
income thresholds as “plotting points” to fit a series of 
regression equations for each income-size interval in 
the 24 years, both before- and after-taxes. 
 
Once the Lorenz curves were estimated for all years, 
Gini coefficients were calculated for all 24 years for 
before- and after-tax and are presented in Figure I. The 
Gini coefficient, which is a measure of the degree of 
inequality, generally increased throughout the 24-year 
period signifying rising levels of inequality for both the 
pre- and post-tax distributions.  This result was not 
unexpected since it parallels the rising shares of income 


accruing to the highest income-size classes. Over this 
period, the before-tax Gini coefficient value increased 
from 0.469 for 1979 to 0.588 (25.4 percent) for 2000, 
while the after-tax Gini value increased from 0.439 to 
0.558 for a slightly higher percentage increase (25.5 
percent). The economic downturn in 2001 and 2002 
actually decreased the levels of inequality to 0.555 (pre-
tax) and 0.525 (after-tax). 
 
So what has been the effect of the Federal tax system 
on the size and change over time of the Gini coefficient 
values?  One way to answer this question is to compare 
the before- and after-tax Gini values.17 Looking at this 
comparison, two conclusions are clear. First, Federal 
income taxation decreases the Gini coefficients for all 
years.  This is not surprising in that the tax rate 
structure is progressive, with average rates rising with 
higher incomes so after-tax income is more evenly 
distributed than before-tax income.  A second question 
is whether the relationship between the before-tax and 
after-tax Gini coefficient values has changed over time.  
From Figure I, the after-tax series closely parallels the 
before-tax series, with reductions in the value of the 
Gini coefficient ranging from 0.024 to 0.032.  The 
largest differences, which denote the largest 
redistributive effect of the Federal tax system, have 
generally been in the periods of relatively high marginal 
tax rates, particularly 1979-81 and for 1993 and later 
years. In fact, simulating the tax rebate for Tax Year 
2000 results in the largest difference (0.032) over all the 
years.  If this were the only change in marginal rates of 
the new tax law (EGTRRA), the results would be to 
increase the redistributive effects of Federal taxes.  
However, for Tax Year 2001 and beyond, the marginal 
rates of higher income classes will also be reduced over  
time until the highest rate will be reduced from its 
current value of 38.6 percent to 35 percent for 2003.  
The effects of the new tax laws (EGTRRA/JGTRRA) 
can be seen in Figure J.  This figure illustrates Gini 
values before and after taxes when including Social 
Security taxes with income taxes.  The new law 
decreases the difference between before- and after-tax 
Gini values for 1999 from 0.025 to 0.022.  
 
To investigate further, the percentage differences 
between before-tax and after-tax Gini values were 
computed and are shown as the fourth column in Figure 
I.  These percentage changes in the Gini coefficient 
values, a “redistributive effect,” show a decline ranging 
from 4.5 percent to 6.5 percent.  As for the differences, 
the largest percentage changes are for the earliest years, 
a period when the marginal tax rates were high.  The 
largest percentage reduction was for 1980, but the size 
of the reduction generally declined until 1986, 
fluctuated at relatively low levels between 1986 and 
1992, and then increased from 1993 to 1996.  However,  


1979 0.469 0.439 0.030 6.325


1980 0.471 0.441 0.031 6.477


1981 0.471 0.442 0.029 6.233


1982 0.474 0.447 0.027 5.731


1983 0.482 0.458 0.025 5.132


1984 0.490 0.466 0.024 4.933


1985 0.496 0.471 0.024 4.860


1986 0.520 0.496 0.024 4.573


1987 0.511 0.485 0.026 5.101


1988 0.530 0.505 0.026 4.817


1989 0.528 0.504 0.024 4.592


1990 0.527 0.503 0.024 4.498


1991 0.523 0.499 0.024 4.582


1992 0.532 0.507 0.025 4.709


1993 0.531 0.503 0.028 5.207


1994 0.532 0.503 0.028 5.292


1995 0.540 0.510 0.029 5.404


1996 0.551 0.521 0.030 5.496


1997 0.560 0.530 0.030 5.368


1998 0.570 0.541 0.029 5.136


1999 0.580 0.550 0.030 5.185


2000 0.588 0.558 0.031 5.222


2000 Rebate 0.588 0.557 0.032 5.417


2001 0.564 0.534 0.030 5.352


2002 0.555 0.525 0.030 5.339


2002 Rebate 0.555 0.525 0.030 5.334


Figure I-Gini Coefficients for Retrospective Income, Before and
After Taxes, 1979 – 2002


Year
Gini Before 


Tax
Gini After 


Tax Difference
Percent 


Difference







 
coinciding with the capital gains tax reduction for 1997, 
the percentage change again declined for 1997 and 
1998.  Nevertheless, it increased for 1999, 2000, and 
2001 (although the 2001 percentage increased slightly 
if the rebate is included with the 2000 data). 
 
Figure J shows the Gini coefficients for before and after 
tax (including Social Security taxes) for 1979, 1989, 
1999, and 1999 incorporating the new tax laws. The 
differences between before and after tax are much 
smaller than for the income tax, ranging from 0.018 for  
1989 to 0.025 for 1979 and 1999.  This results in 
percentage differences of 3.4 percent to 5.4 percent.  In 
all years, except 1999, the after-tax Gini coefficients are 
somewhat higher than those that result from simply 
including income taxes. Further, when Gini coefficients 
were calculated for these 3 years using the combined 
panel data, the trends over time were almost exactly the 
same.  However, these coefficients were consistently 
lower for the panel, showing that there is less inequality 
than what is suggested by looking at cross-sectional 
data only. 
 
So what does this all mean?  First, the high marginal tax 
rates prior to 1982 appear to have had a significant 
redistributive effect.  But, beginning with the tax rate 
reductions for 1982, this redistributive effect began to 
decline up to the period immediately prior to TRA 
1986. Although TRA became effective for 1987, a 
surge in late 1986 capital gains realizations (to take 
advantage of the 60-percent long-term capital gains 
exclusion) effectively lowered the average tax rate for 
the highest income groups, thereby lessening the 
redistributive effect. 


 
For the post-TRA period, the redistributive effect was 
relatively low, and it did not begin to increase until the 
initiation of the 39.6-percent tax bracket for 1993.    But  
since 1997, with continuation of the 39.6-percent rate 
but with a lowering of the maximum tax rate on  capital  
gains, the redistributive effect again declined. It appears 
that the new tax laws will continue this trend. Analysis 
of panel data shows that these trends are not quite as 
great as seen by looking at annual cross-section data, 
but the trends cited above are still apparent.  
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Figure J-Gini Coefficients for Retrospective Income (Including Social Security Taxes), 
Before and After Taxes, 1979 - 1999


Gini Before Tax 
Including Social 
Security Taxes


Year
Gini After Tax 


Including Social 
Security Taxes


Difference
Percent 


Difference


1979 0.311 0.291 0.019 6.272


1989 0.416 0.403 0.014 3.247


1999 0.498 0.477 0.021 4.217


Combined 0.447 0.428 0.019 4.199


Figure J1-Gini Coefficients for Retrospective Income (Including Social Security Taxes), Before 
and After Taxes Using All CWHS, Combined 1979 - 1999


Year
Gini Before 


Tax Gini After Tax Difference
Percent 


Difference
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This paper describes an evaluation of the 
disclosure protection methods for the Individual Tax 
Model Public Use File (PUF) released by the Statistics 
of Income (SOI) Program of the Internal Revenue 
Service.  The purpose of this evaluation is to explore 
options to strengthen disclosure protection while  
limiting information loss for  tax returns with high 
incomes.  We first present the introduction and 
motivation for this study.  We then discuss the 
preparation of the PUF, options for subsampling high 
income returns (from samples in an internal nonPUF), 
and options for disclosure protection by 
microaggregation (grouping microdata in aggregates of 
three).  We  also discuss the method and data used to 
measure disclosure risk and information loss.  We then 
discuss our results and recommendations for further 
research.  Finally, we list references used in this paper. 


The first Individual Income Tax Return PUF was 
created in  1960.  Needless to say, the issue of 
disclosure control was not the same hot topic then that 
it is today.  Basic precautions were taken, like the 
removal of obvious identifiers such as name, address, 
and Social Security number, but little more than that.  
During the mid-1980’s, SOI undertook a reevaluation 
of its disclosure control procedures (Strudler, Oh, and 
Scheuren, 1986).  Subsequently, no record was given a 
weight of less than three, all amount fields were 
rounded to four significant digits, top coding was 
applied for selected codes, and some fields were 
eliminated for high-income records.  In addition, certain 
fields were blurred or microaggregated in groups of 
three. 


During the 1990’s, SOI, along with all of the 
other statistical agencies that release PUFs, reexamined 
its disclosure control procedures in light of 
technological changes (increased computer power, 
decreased storage costs, advances in record linkage 
techniques, and the proliferation of information 
networks such as the Internet).  SOI’s current approach 
is to determine what items in the PUF can be obtained 
by an outside intruder.  After the suspect fields have 
been identified, an extract from the IRS Individual 
Master File is made which contains these fields for all 
taxpayers.  This extract and the as yet unreleased PUF 
are then matched, using record linkage software.  If the 
results cause alarm, additional blurring or subsampling 
is performed. 


This process provides SOI with what SOI 
believes is a limited but objective measure of disclosure 
risk.  An obvious question that arises is what is the 
relative impact of the various disclosure procedures on 
the risk of disclosure.  For example, if the subsampling 


procedure limited records to a minimum weight of 5 
instead of 3, how would the disclosure risk 
measurement change?  If the records were 
microaggregated in larger groups and in a less rigid 
hierarchical order, how would the disclosure risk 
measurement change?  Of course, the next obvious 
question that arises is what impact do disclosure control 
procedures have on data quality?  In the end, the 
disclosure process is a constant effort to produce PUFs 
that retain as many qualities of the original data as 
possible while maintaining confidentiality.  What 
follows are some of the results of our attempt to answer 
these questions. 


 
Disclosure Protection of PUF 


The creation of the PUF involves four steps:  (1) 
preparation of an internal nonPUF  and the application 
of SOI edits to the taxpayer-reported data, (2) 
subsampling of high-income returns that are included in 
the nonPUF with certainty (returns in the 100-percent 
sampling strata), (3) application of  microaggregation 
procedures to sensitive data fields and other disclosure 
procedures (suppression, top coding, etc), and (4) the 
rounding of numeric values to four significant digits.  
Our evaluation examines options for subsampling high-
income returns and for microaggregation. 


 
Subsampling Options 


SOI prepares two versions of the Individual Tax 
Model File each year, a nonPUF file for analyses by 
SOI, the Treasury Department, and Congress’s Joint 
Committee on Taxation and a PUF for public release.  
The nonPUF consists of an annual cross-sectional 
sample of individual tax returns.  The chance that 
returns are sampled is determined by a composite 
income amount field (created by SOI for sampling), and 
the forms and schedules used for filing tax returns.  For 
high-income returns with selection income (or loss) 
amounts exceeding $5,000,000 and for returns with 
selection amounts of over $200,000 in nontaxable 
income, the nonPUF includes them with certainty and 
the PUF subsamples them at a rate of 1 in 3 for 
disclosure protection. 


Subsampling for disclosure protection is a form 
of suppression.  The lower the sampling rate, the less 
chance that a given rare return appears in the PUF.  The 
consideration is how to select a suitable sample and 
maintain adequate sample size to ensure unbiased and 
accurate estimates of the population. 


We compared two sampling options:  (1) the 
current method of selecting a stratified systematic 
sample, and (2) the potential use of a balanced random 







sample at a lower sampling rate.  The current method 
involves stratification by the type of tax forms filed 
with the return and the selection income amount.  
Within the certainty strata, individual tax returns are 
sorted by Adjusted Gross Income (AGI), very rare 
returns are removed, and the remaining returns are 
sampled systematically at a rate of 1 in 3 returns.  This 
sampling method ensures that the sample units are 
evenly distributed and are representative of the 
population (Kish, 1965). 


Valliant, Dorfman, and Royall (2000) refine the 
notion of a “representative sample” into the notion of a 
“balanced sample.”  One of the aims of balanced 
sampling is to provide better protection against bias in 
estimation (bias-robust estimation) under a class of 
superpopulation models.  A sample is “balanced” for a 
given set of control variables if the sample moments 
equal the population moments.  For first-order balance, 
the sample mean equals the population mean.  Higher 
order balance can also be used. For example, samples 
can be restricted to ones where the first four sample 
moments (i.e., mean, variance, skewness, and kurtosis) 
are close to the population moments.  The strategy for 
selecting a balanced sample involves the idea of 
randomization. 


For the SOI individual tax model PUF, we drew 
a balanced sample using a stratified restricted random 
sampling plan with a sampling rate of 1 in 5 in each 
stratum.  Stratification and the removal of very rare 
returns used the same current sample method.  The 
proposed balanced sampling steps were:  (1) specify 
control fields and acceptance criteria for closeness to 
“balance,” (2) select a stratified simple random sample 
without replacement, and (3) retain the sample if 
acceptance criteria are satisfied; otherwise, replace the 
sample into the population and repeat step (2).  We used 
as control fields the same fields selected for disclosure 
protection by microaggregation.  The acceptance 
criteria we used were to retain samples for which the 
sample and the population moments differ by less than 
5 percent for mean, and 10 percent for variance, 
skewness, and kurtosis per field.  Among the collection 
of samples that met the acceptance criterion, we 
selected one of the balanced samples by further 
considering how well sample and population percentiles 
matched. 


The proposed balanced sample for the certainty 
strata is 3/5 the size of the current PUF certainty strata 
sample.  It should afford noticeably better disclosure 
protection.  However, it does lose some analytic power 
because of the smaller sample size.  We investigate this 
later. 


 
Microaggregation Options 


Disclosure protection of individual tax returns in 
the PUF uses well-known statistical disclosure control 
(SDC) procedures, including suppression, top coding, 
rounding, and microaggregation.  Microaggregation is a 


perturbation disclosure technique introduced by 
Strudler, Oh, and Scheuren (1986) for the Individual 
Tax Model PUF.  The idea is to apply the practice of 
the “rule of 3” to individual data.  Any observed value 
with a frequency of less than three is deemed 
confidential. 


Currently, microaggregation is applied to such 
sensitive data fields as wages and salaries, real estate 
taxes, State and local taxes, and business net receipts 
for which external data may be available.  The 
procedure involves forming aggregation classes defined 
by filing status (married filing jointly or other), number 
of exemptions, and income.  Within each class, data 
fields for aggregation are individually ranked and 
aggregated in a fixed-group size of three (MicIR3).  
Relative to other perturbation techniques, the current 
SOI method of microaggregation ranks the best in 
limiting information loss but poorest in disclosure 
protection (Domingo-Ferrer and Torra, 2001). 


Several recent researches have discussed the pros 
and cons of microaggregation (Defays and Anwar, 
1998; Willenborg and de Waal, 2000) and proposed 
alternative methods of implementation (Sande, 2001; 
Domingo-Ferrer and Mateo-Sanz, 2002).  Variants to 
the basic SOI approach include the use of (1) larger 
fixed-group size k , (2) variable-group size allowing k  to 
vary according to data distribution (treating this as a 
clustering problem with a variable number of clusters 
and a minimum cluster size), and (3) multivariate 
microaggregation using distance or projection methods 
to form aggregate groups. 


For the SOI Individual Tax Model PUF, we 
explored a hybrid form of individual ranking 
microaggregation.  Our approach is MicIRg|k, 
individual ranking with the partition group size g and 
aggregation group size k , for g k> .  First, we formed 
aggregation classes similar to the current method.  
Within each class, data fields were again individually 
ranked and partitioned into contiguous groups of size 
g = 30.  Within partition groups, returns were randomly 
reshuffled and aggregated by groups of three.  This 
approach follows the same idea that no data value in the 
PUF has a frequency less than k , the minimum 
requirement for confidentiality.  However, the units in 
an aggregate group are not necessarily of consecutive 
rank.  This modification allows more variations within 
aggregation group.  The maximum variation is 
controlled by the partition group boundaries. 


 
Evaluation Method 


SOI made available three data files with 1998 tax 
returns for this evaluation:  (1) an abridged population 
source file (SF), (2) a nonPUF, and (3) a prerelease 
PUF.  The SF includes 24,901 high-income individual 
tax returns and the original taxpayer-reported data on 
selected tax return fields (see fields used in record 
linkage analyses later).  The nonPUF contains a sample 
of 1998 individual tax returns and data edited by SOI 







for data consistency.  The rare tax returns in the SF are 
all included in the nonPUF sample.  The PUF is 
prepared from the nonPUF by subsampling the high-
income returns and applying disclosure protection 
procedures.  Data from the three files allow us to 
systematically measure disclosure risk and information 
loss after the successive changes due to editing, 
subsampling, and microaggregation.  A numeric return 
ID is included in each file to help us determine whether 
true matches can be made between the PUF (or 
nonPUF) and the SF. 


 
Disclosure Risk 


We used two methods to measure disclosure risk:  
(1) a record linkage approach to determine the potential 
risk of matching true data to perturbed data in the PUF 
and (2) a Euclidean distance measure to determine the 
potential risk that the perturbed data remain closest to 
the true data.  Both methods depend on access to true 
data, and, even today, access to such data is not an easy 
task for most people.  Therefore, our evaluation is 
considered conservative, measuring “potential” 
disclosure risks contingent on data availability. 


The record linkage approach used the 
commercial software AutoMatch (Matchware, 1996; 
Jaro, 1989).  This package follows the Fellegi and 
Sunter (1969) framework of probability matching and is 
evolved partly from the match system used by the U.S. 
Bureau of the Census (Winkler, 1995).  AutoMatch 
provides an iterative option for parameter estimation, 
calculates the log-odds match weights for record pairs 
assuming independence between matching fields, and 
uses a linear sum assignment algorithm to assign one-
to-one matched pairs.  This package includes a number 
of options that allows us to handle specific matching 
rules and allow for partial agreements in the matching 
fields (see Winglee, et al., 2000; Gomatam et al., 2002; 
Winglee and Valliant, 2002). 


Record linkage in our evaluation used five match 
fields, the four key fields masked by microaggregation, 
and a childcare earned income field masked by top 
coding.  These fields were selected, based on 
investigations of available data from outside sources.  
Linkage comparison allowed a tolerance for partial 
agreement (up to a 5-percent difference in the log scale) 
per match field.  This procedure compared record pairs 
within blocks defined by marital status (married or 
single), number of children at home (none, one, two, 
and three or more children), and presence of foreign 
income (yes or no). 


We also used a distance-to-self score to compare 
the Euclidean distance between pairs of returns.  
Specifically, the distance score iId  between return i in 
the PUF (or nonPUF) and return I in the SF is computed 


as 2( ) , 1,2,3,4d x X jiI ij Ijj= − =∑  for the four fields 


perturbed by microaggregation, where ijx  is the 


masked data for field j and return i in the PUF and IjX  
is the reported data for the same field j and return I in 
the SF. 


We defined linkage risk as the percent of returns 
in the high-income return population that are correctly 
matched with match weights exceeding a threshold 
level.  We used a selection threshold weight where the 
chance of correct matches is close to 100 percent.  
Distance risk is defined as the percentage of returns 
where the distance-to-self score is the shortest or tied 
for shortest with fewer than three other record pairs. 


Table 1 shows disclosure risks under the current 
and proposed method of processing the PUF after 
editing, subsampling, and microaggregation.  For 
linkage risk with the current method, 18.7 percent of 
rare returns in the SF are correctly matched to the 
nonPUF data after editing; 6.2 percent are matched after 
editing and subsampling; and 4.9 percent are matched 
to the PUF data after editing, subsampling, and 
microaggregation.  The distance evaluation shows 
similar improvements by the successive processes.  
Relative to the current method, the disclosure risks 
under the proposed method are substantially lower, the 
potential linkage and distance risks after editing, 
subsampling, and micoraggregation are 0.4 percent and 
1.1 percent, respectively. 


 
Table 1. Potential disclosure risks 


Percent correct matches* 


Evaluation Process 
Current 
method 


Proposed 
method 


    
Record linkage Editing 18.7 18.7 
 Subsampling 6.2 3.9 
 Microaggregation 4.9 0.4 
Distance-to-self Editing 47.0 47.0 
 Subsampling 15.5 9.3 
 Microaggregation 11.9 1.1 


* Percent of tax returns in the population SF correctly matched to returns in the 
nonPUF and PUF. 


 
Figure 1 shows histograms of record linkage 


match weights for true and false match pairs using the 
current and proposed methods to process the PUF.  
With the current method, nearly all pairs with match 
weights of 24 or greater are correct matches.  In 
contrast, with the proposed method, relatively few 
record pairs had match weight above the threshold (0.4 
percent of high-income returns in population), of which, 
87 percent are true matches.  Below the selection 
threshold of 24, 49 percent of pairs are false matches 
with the current method, while 90 percent are false 
matches with the proposed method.  Note that this 
threshold for risk assessment is less conservative than is 
sometimes used.  For example, Yancey, Winkler, and 
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Figure 1. Histogram of match weights for true and false match pairs 


 
Creecy (2002) identified cases as being at risk of 
disclosure if their probability of correct match was 20 
percent or more. 


 
Information Loss 


To measure information loss, we also used two 
measurements.  The first was a composite mo ments 
score to measure, for each field, the difference in 
population and sample moments (mean, variance, 
skewness, and kurtosis) resulting from disclosure 
procedures.  The second was a measure of relationships 
between fields.  We used a relative correlation score to 
measure differences in the population and sample 
pairwise product moment correlation and rank 
correlation for data fields that are often used in tax 
model analyses. 


Table 2 shows the percentage difference in mean, 
variance, and composite moments score for selected 
fields.  For example, the percentage difference in 
variance is computed by taking the weighted sample 
estimates of population variance minus the actual 
population variance divided by the actual population 
variance.  The composite moments score m is a 
weighted average of the differences across all four 
moments computed as follows: 
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where 1m  is the sample mean, 1M  is the population 


mean, 2m  is the sample estimate of the population 


variance, 2M  is the actual population variance, etc.  
This composite moments score is a weighted average of 
the relative difference in the four moments where 
differences in mean ( )1m  and variance ( )2m  are 


weighted twice as important as skewness ( )3m  and 


kurtosis ( )4m .  This score is zero if the sample 
moments are exactly equal to the population moments. 


 
Table 2. Percentage difference in mean and variance 


and a composite moments score for selected 
tax fields:  current and proposed methods 


 Percentage difference* Composite 


 Mean Variance moments score 
Tax field Current Proposed Current Proposed Current Proposed 


       
Wages and 
salaries** 


 
4.2  


 
2.5  


 
17.2  


 
(2.5) 


 
0.09 


 
0.08 


Real estate 
 tax** 


 
1.8  


 
(0.1) 


 
(8.0) 


 
(2.5) 


 
0.18 


 
0.11 


State and local 
 tax** 


 
2.9  


 
1.3  


 
18.6  


 
2.4  


 
0.12 


 
0.02 


Business net 
 receipts** 


 
(16.4) 


 
(8.6) 


 
(55.5) 


 
(38.2) 


 
0.39 


 
0.25 


Adjusted Gross 
 Income 


 
1.9  


 
(1.7) 


 
14.2  


 
(8.2) 


 
0.13 


 
0.10 


Income tax 
 before credits 


 
2.3  


 
(0.9) 


 
13.4  


 
(7.8) 


 
0.08 


 
0.07 


Net capital 
 gains 


 
(0.0) 


 
(3.2) 


 
14.6  


 
(15.2) 


 
0.13 


 
0.14 


* Percentage difference between sample and actual population moments relative to the actual 
population moment. (Numbers in parentheses are negative). 


**Fields perturbed by microaggregation and “balanced” under the proposed method. 


 
For the control fields used in balanced sampling, 


the proposed method guarantees that the sample 
moments are “close” to the true population moments, 
and the gains in sampling help to offset losses from the 
modified microaggregation procedure.  As a result, the 
proposed method provides better estimates of the 
population moments.  For fields not used as control 
fields for subsampling and not affected by 
microaggregation, the proposed method is not always 
better than the current method.  For instance, the mean 
of sample net capital gains for the current method is  
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Figure 2. Pairwise product moment correlations for 20 variables after subsampling and microaggregation 
 


equal to the population mean but is 3.2 percent less than 
the population mean for the proposed method. 


To monitor changes in relationships with 
multiple variables, we selected a set of 20 fields often 
used in tax model analyses (see for example Feenberg 
and Coutts, 1993) and computed product moment 
correlation and rank correlation for all possible pairs of 
fields (i.e., 190 correlations).  We computed the 
correlations using population data and sample data with 
the current and the proposed method to process the 
PUF. 


Figure 2 shows scatter plots of the correlations 
after subsampling and microaggregation under the 
current and proposed methods.  Both methods preserve 
the correlations reasonably well, although the proposed 
sample method does yield sample correlations that are 
lower than those in the population in a number of cases.  
Recall, however, that the sample size in the proposed 
method is only three-fifths of that in the current 
method. 


We used a relative correlation score to 
summarize the sample and population differences for all 
20 fields as follows: 
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where jjr ′  is the correlation of the jj′  pair of fields in 


the PUF and jjR ′  is the corresponding correlation of 


the same pair of fields in the nonPUF.  A score of zero 
means that sample correlation is exactly equal to 
population correlation for the selected fields. 


Table 3 shows the relative product moment and 
rank correlation scores using the current and the 
proposed methods of processing the PUF.  After 
subsampling, the relative correlation score is 0.18 for 
the current systematic samp le and 0.20 for the proposed 
balanced sample.  The small difference may be a result 
of smaller sample size in the balanced sample.  After 


microaggregation, the correlation scores for the two 
methods are 0.19 and 0.25, showing more perturbation 
from the proposed microaggregation scheme. 


 
Table 3. Relative correlation scores: current and 


proposed methods 
 Current method Proposed method 


Relative 
correlation score 


Sub-
sampling 


Sub-
sampling 


and 
MicIR3 


Sub-
sampling 


Sub-
sampling 


and 
MicIR30/3 


     
Product moment 
 correlation 0.18 0.19 0.20 0.25 
Rank correlation 0.06 0.06 0.06 0.06 


 
Discussion 


The need to strengthen disclosure protection is a 
pressing issue facing many Federal agencies.  For the 
SOI individual tax model PUF, the current method of 
disclosure protection is analyst-friendly (least 
information loss relative to alternative choices of data 
perturbation techniques).  The concern is that, if data 
became available for data linkage, some high-income 
returns might be correctly matched.  Ad hoc changes to 
data fields are time-consuming and are unreliable 
solutions. 


This study explored two options to lower linkage 
risk for the SOI individual tax model file.  First, we 
propose a smaller subsample of high-income tax returns 
in the PUF to lower the chance of exp osure.  Balanced 
sampling is a technique that allows us to control for 
“balance” in sample estimation and ensure that the 
sample of high-income returns is a good reflection of 
the population.  We used a balanced random sample 
controlling the sample estimates for fields selected for 
perturbation.  The list of control fields can be extended 
to include other tax modeling key items, such as AGI, 
income tax before credits, and net capital gains.  A 
smaller and better subsample of high-income returns 
could improve both disclosure protection and sample 
estimation. 


Second, options to improve the perturbation of 
sensitive data fields are more complex because there is 







no easy solution to minimize information loss and 
maximize disclosure protection.  The current method of 
individual ranking microaggregation has many 
desirable features suitable for the SOI tax model file.  
We considered a simple modification by forming larger 
rank-ordered contiguous partition groups and small 
random aggregate groups within partition groups.  
Aggregate group size is kept small to meet the 
minimum confidentiality requirement.  Members of the 
aggregate group are more variable for better disclosure 
protection.  The larger perturbation from modified 
microaggregation is offset to some extent by the 
improved subsampling method. 


The combination of better subsampling and 
microaggregation can lower the potential disclosure risk 
for the Individual Tax Model file.  The next steps are to 
consider further research to determine the impacts of 
different disclosure techniques on tax model analyses, 
ways to refine the balanced subsample of rare returns, 
and ways to determine suitable partition group size with 
individual ranking microaggregation or alternative data 
perturbation methods. 
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Note: Fields Used in Correlation Analyses:  Salaries and Wages (Form 1040, line 7) 
(E00200), State and local income taxes (Form 1040, schedule A, line 5) (E18400), Real 
estate tax deductions (Form 1040, schedule A, line 6) (E18500), Business net receipts (Form 
1040, schedule C, line 3) (E90040), Earned income for child care credit (Form 2441, line 4) 
(E32900),Taxable interest income (Form 1040, line 8a) (E00300), Investment dividends 
(Form 1040, line 9) (E00600), State tax refunds (Form 1040, line 10) (E00700), Net capital 
gain or loss (Form 1040, line 13) (E01000),Total pensions and annuities (Form 1040, line 
16a) (E01500), Adjusted gross income (Form 1040, line 33) (E00100), Income tax before 
credits (Form 1040, line 40) (E05800), Foreign tax (Form 1040, line 46) (E07300), Self -
employment tax (Form 1040, line 50) (E09400), Income tax withheld (Form 1040, line 57) 
(E10700), Balance due (overpayment) (Form 1040, lines 65 and 68) (E11900), Total interest 
paid deduction (Form 1040, schedule A, line 14) (E19200), Charitable gifts deduction (Form 
1040, schedule A, line 18) (E19700), Net casualty or theft loss (Form 1040, schedule A, line 
19) (E20500), Business expenses (Form 1040, schedule C, line 28) (E90100). 
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Introduction 
 
The Internal Revenue Service’s (IRS) Statistics of 
Income (SOI) Division has a long history of 
collecting and disseminating critical tax statistics.  
The SOI function goes back to the enactment of the 
modern income tax in 1913.  It was documented that 
“the Secretary of the Treasury shall prepare and 
publish not less than annually statistics reasonably 
available with respect to the operations of the internal 
revenue laws.”  Today, SOI conducts tax studies on 
the operations of the tax laws with respect to 
individuals, corporations, partnerships, sole 
proprietorships, estates, nonprofit organizations, and 
trusts, as well as inbound and outbound international 
activities.   
 
One of the critical steps in conducting tax studies is 
collecting and analyzing customer feedback.   SOI 
relies on results from a number of satisfaction 
surveys to assess its communication and feedback, as 
well as evaluate the information and services 
provided to its customers.  SOI has made a 
commitment to administer satisfaction surveys for its 
primary customers at the Office of Tax Analysis 
(OTA), the Joint Committee on Taxation (JCT), and 
the Bureau of Economic Analysis (BEA), as well as 
for selected internal employees and external 
customers.  As a critical source of valuable 
information, the surveys allow SOI to tailor data 
collection, analysis, and dissemination efforts more 
effectively.  This paper will focus on providing an 
historical perspective of conducting customer 
surveys, summarizing results from several customer 
surveys, and offering future plans for expanding 
customer satisfaction initiatives within SOI. 
 
Background  
 
In an effort to emphasize the importance of customer 
feedback and continuous improvement, SOI has 
made a commitment to collect customer satisfaction 
data on an annual basis.  The surveys allow SOI the 
opportunity to assess the quality of service provided 
to its primary stakeholders.  SOI conducts five 
customer satisfaction surveys with customers within 
and outside of the Service. 


 
 
SOI’s efforts to collecting customer feedback were 
reignited in 2000 when a decision was made to 
collect survey data in the Treasury Department at the 
OTA.  Additionally, the Statistical Support Section 
(SSS) of SOI, a group of mathematical statisticians 
providing statistical assistance to various 
organizations within the IRS, started collecting 
feedback from its customers in 2000.  In 2002, SOI 
expanded the customer satisfaction survey process to 
include customers at the JCT and the BEA. 
 
In an effort of widening the scope of gathering 
customer feedback even further, the customer 
satisfaction initiative was expanded in 2003 to 
individuals contacting SOI’s Statistical Information 
Services (SIS) office.  The SIS office was established 
approximately 15 years ago to facilitate the 
dissemination of SOI data and reports and respond to 
all data information requests.  Since its origin, the 
SIS office has established a reputation for always 
providing an answer or referral to the many 
challenging tax statistics questions of the general 
public.   
 
Capturing Critical Information from the 
Customer Satisfaction Surveys 
 
The various SOI customer satisfaction surveys are 
designed to be relatively brief and visually engaging, 
encouraging individuals to participate in the survey 
process.  They have two goals.  First, the surveys are 
designed to collect critical information about the 
services that SOI staff provide to their primary 
customers.   Second, the surveys are designed to 
measure the overall customer satisfaction with SOI’s 
products, services, and personnel.  One way SOI can 
strive to improve satisfaction is by collecting 
customer feedback, identifying customer needs, 
determining how well it is meeting their needs, and 
finding ways to improve service to its customers. 
 
The OTA, JCT, and BEA surveys are composed of 
five sections—four of which include customer 
contact, staff characteristics, product opinion, and 
overall satisfaction.  Each question is designed to 
obtain feedback on specific indicators in the different 
areas.  The survey also includes two open-ended 
questions that elicit miscellaneous comments 







 


regarding relationships between SOI and its 
customers. 
The Statistical Support Section of the SOI also 
surveys its primary customers.  The SSS employees 
work as consultants, providing statistical assistance to 
various organizations outside of SOI, but within the 
IRS.  Similar to the OTA/JCT/BEA objectives, the 
SSS survey goals are to measure the level of service 
provided by SSS statisticians, as well as gauge 
overall customer satisfaction.  Further, the SSS 
survey includes questions measuring the extent of 
customer contact, staff characteristics, product 
opinion, and service improvements.   
 
The Statistical Information Services office started 
surveying its customers in the spring of 2003.  The 
SIS office is responsible for fielding inquires 
regarding data produced and published by SOI and 
other organizations in the IRS.  It receives inquiries 
most often by telephone, e-mail, and fax, but is also 
contacted via mail and through face-to-face visits.  
The goals of the SIS survey are to measure the level 
of customer satisfaction concerning services provided 
to customers during the most recent inquiry, identify 
problems that customers encounter when contacting 
the SIS office, and improve the tools and products 
customers access while searching for IRS data. 
  
 
Methods of Data Collection 
 
In 2003, hard copies of the survey, along with a cover 
letter explaining the importance of the data 
collection, were hand carried from SOI to OTA.  
Individuals completed and returned the surveys using 
interoffice envelopes.  In 2004, the OTA and JCT 
surveys were administered electronically.  
Respondents downloaded and completed the survey, 
then e-mailed the completed survey back to SOI. 
 
The BEA survey has been administered in an 
electronic fashion over the past two years.   A cover 
letter, explaining the intent of the survey, was e-
mailed to each individual with the survey 
electronically attached.  Like the OTA and JCT 
surveys, the BEA respondents downloaded and 
completed the survey, then e-mailed the completed 
survey back to SOI. 
 
The SIS survey was also electronically administered 
over the past two years.  The survey was e-mailed to 
all individuals who contacted the SIS office between 
March and June 2004.  Individuals were asked to 
complete a survey that was embedded in an e-mail 
message.  In 2003, individuals were asked to 
download the survey, complete the various questions, 


and return the survey by attaching it to an e-mail 
message. 
Since all of the SSS customers are internal employees 
within the IRS firewall, the SSS has the opportunity 
to survey its customers using web-based technology.  
The customers are asked to click on an attached web 
link that leads them to the SSS survey.  Respondents 
simply point and click through a series of questions 
on the web-based survey.  Once the survey is 
completed, responses are electronically submitted to 
a desired database. 
 
Summary of Results from 2003 and 2004 OTA, 
JCT, and BEA surveys 
 
Table 1 highlights the number of surveys distributed 
to customers at OTA, JCT, and BEA, as well as the 
response rates for the 2003 and 2004 customer 
surveys.  Although the number of respondents at JCT 
and BEA is small, collecting and assessing data from 
these organizations are of critical importance to SOI.  
The response rates vary from a low of 38 percent on 
the 2004 OTA survey to a high of 93 percent on the 
2003 BEA survey.   
 
Table 1 – Response Rates for OTA, JCT, and BEA 
Customer Surveys 
 


Surveys 
Distributed 


Response Rate  


2003 2004 2003 2004 
OTA    47       47 55%    38% 
JCT    15      14   87%    79% 
BEA    14      15   93%    87% 


 
 
Discussions are under way to address and remedy the 
precipitous drop in the response rate of the OTA 
survey.  In addition, discussions have been ongoing 
to determine the appropriate universe of individuals 
who should receive customer satisfaction surveys 
from SOI.  The lack of frequent contact with SOI 
products and staff has been correlated with lower 
response rates. 
 
Table 2 highlights the usefulness of SOI’s data and 
products.  Results from this  survey question are 
included in SOI’s scorecard of performance 
indicators.  Specifically, the usefulness question 
elicits how strongly the respondents agree or disagree 
with the statement that SOI products and services met 
their needs.  In all three surveys, the extent of 
agreement (combination of agree and strongly agree) 
with SOI’s products and services meeting the needs 
of OTA, JCT, and BEA was over 80 percent. 
 







 


 
 
Table 2 – Usefulness of SOI’s Data and Products 
 


Office Surveyed 
OTA JCT BEA 


 
 


2003 / 
2004 


2003  / 
2004 


2003 /  
2004 


Strongly 
Agree 


54% / 
23% 


  39%  /  
9% 


46% 
/ 39% 


Agree  42%  /  
61% 


46% / 
81% 


46% / 
46% 


Not Sure   0% /    
6% 


8% /  
0% 


0% /  
0% 


Disagree  4% /   
0% 


0% / 
 9% 


0% 
 / 8% 


 
Product 
Met  
Customer 
Needs 


Strongly 
Disagree 


  0% /       
0% 


8% 
 / 0% 


8% / 
 0% 


 
 
Table 3 highlights the overall customer satisfaction 
rates from OTA, JCT, and BEA for the years of 2003 
and 2004.  As the data reveal, all three customers 
provided very positive opinions regarding overall 
satisfaction with SOI.  Interestingly, the customer 
satisfaction rates have remained fairly constant over 
the past several years. 
 
Table 3 – Overall Satisfaction with SOI 
 


 OTA        JCT         BEA  
 2003 / 


2004 
2003 / 
2004 


2003 / 
2004 


Totally 
Satisfied 


65% / 
56% 


54% / 
55% 


54% / 
69% 


Somewhat 
Satisfied 


23% / 
28% 


31%/ 
45% 


39% / 
31% 


Neither 4% / 
6% 


  8% /  
0% 


  8% / 
0% 


Somewhat 
Dissatisfied 


4% / 
0% 


0% /       
0% 


  0% / 
0% 


Totally 
Dissatisfied 


4% / 
0% 


  0%  / 
0% 


   0%  / 
0% 


 
 
 
 
 
 
 


Overall 
Satisfaction 


No 
Response 


0% / 
0% 


  8%  / 
0% 


0% / 
   0% 


 
 
The surveys concluded with several open-ended 
questions, seeking recommendations and suggestions 
for providing outstanding service to the customer 
base.  Verbatim responses from the three 
organizations covered a wide array of concerns and 


were not terribly specific in nature.  Therefore, it 
became challenging to synthesize these responses 
into themes where improvements could be easily 
made.  In time, the verbatim responses were grouped 
into broad categories.  The most recurring themes 
focused on finding the right balance between quality 
and timeliness, improving communication when 
changes in data structure or timing are necessary, and 
developing additional documentation for data 
products and services.  
 
 
Results from the 2003 and 2004 Statistical 
Information Services Survey 
 
The SIS office receives data inquiries, along with 
other statistical and tax-related questions, from a 
wide variety of customers.  Most of the questions 
received by the SIS office come in the form of phone 
calls or e-mails.  In 2003, a sample of customers 
contacting the SIS office between January and July 
was offered an opportunity to complete the survey.  
In 2004, customers contacting the SIS office between 
March and June were offered an opportunity to 
complete the survey. Table 4 highlights response 
rates from the 2003 and 2004 SIS survey. 
 
Table 4 – Survey Response Rates for the SIS 
Customer Survey 
 


 Surveys Distributed Response Rate 


2003 259 55% 


2004 425 43% 


 
As shown above, the overall response rate dropped 
between 2003 and 2004.  Declines in response rates 
remain a challenging problem.  SOI needs to explore 
all viable options at its disposal to reverse this 
discouraging, downward trend in response rate.  In 
fact, several steps are currently under way to address 
the drop in participation in the survey.  Possible 
changes being considered for the upcoming 2005 
survey include developing a multimode survey and 
updating the format of the survey. 
 
Table 5a and 5b compare the usefulness of the SIS 
office’s data and products for 2003 and 2004.  
Separate tables are shown since the response scale for 
this question changed slightly between 2003 and 
2004.  Specifically, the usefulness question asked if 
products and services produced by SOI met the needs 
of the customer.  As previously mentioned, results 
from this question are incorporated into SOI’s 







 


scorecard of performance indicators that are collected 
and disseminated on a quarterly basis.   
 
Table 5a – Usefulness of SIS’s Data and Products 
in 2003  
 


Product Met 
Customer Needs 


2003  


Strongly Agree 52%  
Agree 30%  


Disagree 8%  
Strongly Disagree 5%  


Not Applicable 5%  
 
Table 5b– Usefulness of SIS’s Data and Products 
in 2004   
 


Product Met 
Customer Needs 


2004 


Strongly Agree 43% 
Agree 33% 


Not Sure 10% 
Disagree 7% 


Strongly Disagree 7% 
 
Table 5a and 5b show a slight decline in results 
between 2003 and 2004.  Overall, the percentage of 
customers either agreeing or strongly agreeing that 
SOI’s products and services met their needs 
decreased from 82 percent in 2003 to 76 percent in 
2004. 
 
Table 6a and 6b highlight the overall satisfaction 
with the SIS office.  Separate tables are shown since 
the response scale for this question changed between 
2003 and 2004  
 
Table 6a – Overall Satisfaction with SIS in 2003  
 


Overall Satisfaction 2003  


Very High 52% 
High 35% 


Average 11% 
Low 2% 


Very Low 0% 
 
Table 6b – Overall Satisfaction with SIS in 2004 
 


Overall Satisfaction 2004 


Totally Satisfied 44% 
Somewhat Satisfied 42% 


Neither 10% 
Somewhat 


Dissatisfied 
3% 


Totally Dissatisfied 1% 
 
As the tables show, customer satisfaction rates, 
defined as very high or high for 2003 and totally or 
somewhat satisfied for 2004, remained constant over 
the past two years.  The overall rating of customer 
satisfaction was 87 percent in 2003, compared with a 
satisfaction rating of 86 percent in 2004.   
 
Results from the 2003 and 2004 Statistical 
Support Section survey 
 
Table 7 highlights response rates from the 2003 and 
2004 SSS surveys.  Interestingly, the response rate 
for the 2003 and 2004 surveys are nearly identical.   
 
Table 7 – Response Rates for the SSS Customer 
Survey 
 


 Surveys 
Distributed 


Response Rate 


2003 90 74% 
2004 103 75% 


 
Table 8 highlights the usefulness of data and products 
produced by the Statistical Support Section.  As 
mentioned earlier, the SSS employees work as 
consultants, providing statistical assistance to various 
organizations outside of SOI.  These consultants 
provide guidance and expertise related to sampling, 
questionnaire design, cognitive research, and other 
analytical services.  Comparing results between 2003 
and 2004 reveals a slight decline in the overall 
usefulness rating of products and services.  The rating 
was 98 percent in 2003, compared to 95 percent in 
2004. 
 
Table 8 – Usefulness of SSS’s Data and Products 
 


Statistical Support 
Survey 


 
 


2003   2004 
Strongly 


Agree 
73%  70% 


Agree 25% 25% 
Not Sure 2%  3% 
Disagree 0%  1% 


 
Product 
Met  
Customer 
Needs 


Strongly 
Disagree 


0%  1% 


 
 
Table 9 highlights the overall satisfaction with the 
SSS.  The table provides customer satisfaction rates 
for 2003 and 2004.  For the most part, customer 
satisfaction rates remained exceptionally high over 







 


both years.  The overall rating of satisfaction was 99 
percent in 2003, compared with a satisfaction rating 
of 98 percent in 2004.   
 
Table 9 – Overall Satisfaction with SOI 
 


Statistical Support 
Survey 


 
 


2003 2004 
Totally Satisfied 87% 91% 


Somewhat 
Satisfied 


12%      7% 


Neither 0% 2% 
Somewhat 


Dissatisfied 
0% 0% 


Totally 
Dissatisfied 


1% 0% 


 
 


   Overall 
Satisfaction 


No Response 0% 0% 
   
 


Future of Collecting Customer Feedback Within 
the Statistics of Income Division 


 
SOI has recently expanded its survey satisfaction 
initiative to readers and users of the SOI Bulletin.  
The 2004 Summer SOI Bulletin includes a short 
customer satisfaction survey.  Similar to the other 
surveys mentioned in this article, the SOI Bulletin 
survey collects feedback from customers who receive 
the SOI Bulletin on a regular basis.  Respondents are 
asked to tear out, complete, and return the perforated 
survey.  Results from the survey will be used to make 
necessary improvements to the SOI Bulletin.  The 
SOI Bulletin survey is also being distributed to a 
select group of advisors who provide valuable 
opinions and advice to SOI.  Results from this survey 
will be summarized in early 2005.   
 
A commitment has also been made in gathering 
customer feedback regarding internal SOI LAN and 
end-user support.  Recently, SOI distributed an 
electronic customer satisfaction survey to its 
employees.  The purpose of the survey is to gather 
data on the quality and level of service by SOI’s 
Technical Team.  Results from the survey are 
currently being tabulated and analyzed. Final results 
should be available by December 2004. 
 
Finally, SOI is working toward surveying customers 
visiting the TaxStats website.  TaxStats is SOI’s 
website, offering a wide array of tax statistics, tables, 
and information.  In the fall of 1996, a select group of 
IRS products became available to the public on 
TaxStats.  Over the years, TaxStats has grown 
dramatically—now an integral part of the SOI.  


Capturing opinions and perceptions from TaxStats 
users is the next logical area for SOI’s customer 
satisfaction focus.  Specifically, plans are under way 
to develop an automated web-based customer 
satisfaction survey for TaxStats customers.  If all 
goes as planned, SOI may be able to conduct a survey 
of TaxStats customers by the end of 2005.   
 
 
Conclusions 
 
Measuring customer satisfaction will continue to be a 
major priority for SOI.  A commitment to collecting 
and evaluating customer satisfaction data will ensure 
that SOI does not lose its focus on critical issues that 
impact its primary customers.  Furthermore, an 
emphasis on collecting customer satisfaction data 
will reinforce the SOI culture of providing 
outstanding service to customers.  As is evident from 
the data presented in this paper, SOI has done an 
excellent job of exceeding the expectations of its 
customers.  However, SOI should not rest on its 
successes, but, instead, work even harder to ensure 
that it continues to meet or exceed the many 
expectations of its customers. 
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     Some New Tables for Upper Probability Points of the Largest Root of a 
               Determinantal Equation with Seven and Eight Roots  
                            
                 William W. Chen, Internal Revenue Service 
                
We revisit the Fisher-Girshick-Hsu-
Roy distribution (1939), which has 
interested statisticians for more 
than six decades. Instead of using 
K.C.S. Pillai’s method of 
neglecting higher order terms of 
the cumulative distribution 
function (C.D.F.) of the largest 
root to approximate the percentage 
points, we simply keep the whole 
C.D.F. and apply its natural non-
decreasing property to calculate 
the exact probabilities. At the 
duplicated percentage points, we 
found our computed percentage 
points to be consistent with 
existing tables. However, our 
tabulations have greatly extended 
the existing tables. 
 
In 2002 [1], we were concerned with 
the distribution of the largest 
characteristic roots in 
multivariate analysis when there 
are two to six roots. Now, we will 
extend the size to seven and eight 
roots.Fisher-Girshick-Hsu-Roy(1939) 
discuss this in detail and present 
the joint probability density 
function in general. This well-
known distribution depends on the 
number of characteristic roots and 
two parameters m and n, which are 
defined differently for various 
situations, as described by Pillai 
(1955). The upper percentage points 
of the distribution are commonly 
used in three different 
multivariate hypothesis tests: 
tests of equality of the variance-
covariance matrices of two p-
variate normal populations, tests 
of equality of the p-dimensional 
mean vectors for k p-variate normal 
populations, and tests of 
independence between a p-set and a 
q-set of variates in a (p+q)-
variate normal population. When the 
null hypotheses are true, these 
three proposed tests depend only on 
the characteristic roots of 
matrices using observed samples. 


The problem can be stated as 
follows: using a random sample from 
the multivariate normal population, 
we will compute the characteristic 
roots from a sum of product 
matrices of this sample. We will 
then compare the largest 
characteristic root of the matrices 
with the percentage points 
tabulated in this paper to 
determine whether or not the null 
hypothesis is rejected at a certain 
probability confidence. 
   
There are already many published 
tables that focus on upper 
percentage point tabulations or 
chart the various sizes of roots. 
The best-known contributor in this 
area is Pillai, who gave general 
rules for finding the C.D.F. of the 
largest root and tabulated upper 
percentage points of 95% and 99% 
for various sizes of roots. Other 
contributors, including Nanda 
(1948, 1951), Foster and Rees 
(1957, 1958), and Heck (1960) will 
be discussed in more detail in 
section 2. Section 3 contains the 
joint distribution of s non-null 
characteristic roots of a matrix in 
general form and the C.D.F. of the 
seven and eight largest 
characteristic roots. The algorithm 
used to create the tables in this 
paper is the same as in reference 
[2], and we will not repeat it.  
Also, we will ignore the discussion 
of precision of the results. 
 


   Cumulative Function and Historical 
   Work 


The joint distribution of s non-
null characteristic roots of a 
matrix in multivariate distribution 
was first given by Fisher-Girshick-
Hsu-Roy (1939) and can be expressed 
in the form of (3.1). We further 
extended the distribution of the 
largest characteristic root to 
seven and eight roots.  Even though 
the form of the joint density 
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function is known, it is not easy 
to write out the C.D.F. of the 
largest characteristic root to 
seven roots. To solve this problem, 
two methods can be used to find the 
C.D.F. more easily. Pillai (1965) 
suggests that the C.D.F. of the 
largest characteristic root could 
be presented in determinant form of 
incomplete beta functions. Since 
the numerical integration of each 
of the s factorial multiple 
integrals when the determinant is 
expanded is difficult, he suggests 
an alternative reduction formula 
that gives exact expressions for 
the C.D.F. of the largest root in 
terms of incomplete beta functions 
or functions of incomplete beta 
functions for various values of s.  
An alternative method suggested by 
Nanda (1948) yields the same 
results. He started with the 
Vandermonde determinant and 
expanded it in minors of a row, 
then repeated applied integration 
by part to find the C.D.F. of the 
largest characteristic root. In 
this paper, we use the Pillai 
notation and present the case with 
seven roots in equation (3.2). 
Following this C.D.F. and the 
algorithm previously used, we 
tabulate the upper percentage 
points. 
 
Here, it is useful to review some 
of the published tables and reasons 
to extend the tables. Pillai 
(1956a, 1959) published tables that 
focus only on two percentage 
points: 95% and 99% for s =2,6, m = 
0(1)4, and n varying from 5 to 
1000. Foster and Rees (1957) 
tabulated the upper percentage 
points 80%, 85%, 90%, 95%, and 99% 
of the largest root for s=2, m=-
0.5, 0(1)9, n=1(1)19 (5)49,59,79. 
Foster(1957, 1958) further extended 
these tables for values of s=3 and 
4. Heck(1960) has given some charts 
of upper 95%, 97.5%, and 99% points 
for s=2(1)5, m=-0.5, 0(1)10, and n 
greater than 4. These table values 
can be applied to our statistical 
analysis with some standard 
textbooks as references. For 


example, recently, Rencher included 
the percentage point 0.950 in three 
textbooks [18],[19]). 
  
Without a modern computer, it is 
difficult and tedious to compute 
the whole C.D.F.(3.2) at each 
percentage point. Therefore, 
deleting higher order terms and 
retaining a few lower order terms 
to approximate the roots is a 
reasonable solution. However, this 
approach involves intolerable error 
at lower percentage points, such as 
80%,82.5%,85%,87.5%, 90%, or 92.5%. 
These percentage points are usually 
ignored due to the difficulty of 
their computation, and not due to 
their lack of use. Traditional 
methods treat intermediate 
percentage points by interpolation, 
but without, for example, 85% or 
90% percentage points, it is 
difficult to interpolate 87.5%. In 
recent years, computers have 
gradually matured in memory, speed, 
and flexibility in usage, which has 
greatly changed the methods by 
which we study statistics. In this 
study, we use one of the most basic 
properties of C.D.F. and revisit 
this most important distribution. 
As many percentage points as are 
needed in one computer run are 
included: these are 0.80, 0.825, 
0.850, 0.875, 0.890, 0.900, 
0.910(0.005), 0.995. Different 
authors have selected different m 
and n parameter values, but we 
selected these parameters such that 
all existing table values are 
included. For the parameters 
m=0(1)10 and 
n=3(1)20(2)30(5)80(10),150,200 
(100)1000, our table provides the 
percentage points and probabilities 
while avoiding the interpolation 
problem. 
 
The Distribution Function of Seven 
Characteristic Roots  


Suppose { } { }*
ij


*
ij x  xand  xx ==  are two p-


variate random matrices with 
21 n  and n  the degree of freedom, 


respectively. Assume the two 
multivariate populations have the 
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same covariance matrix: for 
example,  ./nxxS and n/xxS 2


*T*
21


T
1 ==  


When the null hypothesis is true, 
both 21 S  and S  are independent 
estimators of the unknown but equal 
covariance matrices. The joint 
distribution of the roots of the 
determinantal equation 


2211 SnB  and SnA    where0)BA( A ===+θ−  
has been given by Fisher-Girshick-
Hsu-Roy(1939) and can be written as 
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and the parameters m and n are 
defined differently for various 
situations as described by Pillai 
(1955, pp. 118). Following Pillai’s 
method, the cumulative distribution 
function of the largest 
characteristic root for seven and 
eight is given below: 
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                         Upper percentage points of  .900 of theta(p,m,n), 
                       the largest eigenvalue of |B-theta(W+B)|=0,when s=7 
 
                                       m 
 
     n         0       1       2       3       4       5       6       7       8       9       10 
 
     3      .9040   .9188   .9295   .9378   .9442   .9495   .9538   .9576   .9608   .9630   .9644 
     4      .8650   .8842   .8986   .9097   .9186   .9259   .9320   .9371   .9415   .9453   .9490 
     5      .8266   .8497   .8671   .8809   .8920   .9012   .9090   .9156   .9212   .9261   .9307 
     6      .7899   .8160   .8362   .8522   .8653   .8763   .8855   .8935   .9004   .9064   .9116 
     7      .7552   .7838   .8062   .8242   .8391   .8515   .8622   .8714   .8794   .8865   .8927 
     8      .7226   .7533   .7774   .7971   .8135   .8273   .8392   .8495   .8586   .8665   .8737 
     9      .6923   .7244   .7501   .7711   .7888   .8038   .8168   .8281   .8380   .8469   .8548 
    10      .6639   .6973   .7241   .7463   .7650   .7811   .7950   .8072   .8180   .8276   .8363 
    11      .6376   .6717   .6995   .7226   .7423   .7592   .7740   .7869   .7985   .8088   .8181 
    12      .6130   .6478   .6763   .7002   .7206   .7382   .7537   .7674   .7796   .7905   .8004 
    13      .5901   .6253   .6543   .6788   .6999   .7182   .7342   .7485   .7613   .7727   .7832 
    14      .5687   .6042   .6336   .6586   .6801   .6989   .7155   .7303   .7436   .7556   .7664 
    15      .5487   .5843   .6140   .6394   .6613   .6806   .6976   .7128   .7266   .7390   .7503 
    16      .5300   .5656   .5955   .6211   .6434   .6630   .6804   .6960   .7101   .7229   .7346 
    17      .5124   .5480   .5780   .6038   .6263   .6462   .6640   .6799   .6943   .7074   .7194 
    18      .4959   .5314   .5614   .5873   .6100   .6302   .6482   .6644   .6791   .6925   .7048 
    19      .4805   .5157   .5457   .5717   .5945   .6148   .6330   .6495   .6644   .6781   .6906 
    20      .4659   .5009   .5308   .5568   .5797   .6001   .6185   .6351   .6503   .6642   .6769 
    22      .4391   .4736   .5032   .5291   .5520   .5726   .5912   .6081   .6236   .6378   .6509 
    24      .4152   .4490   .4782   .5039   .5268   .5474   .5661   .5832   .5988   .6133   .6267 
    26      .3937   .4267   .4554   .4809   .5036   .5242   .5429   .5600   .5758   .5904   .6040 
    28      .3743   .4065   .4347   .4598   .4823   .5027   .5214   .5386   .5544   .5691   .5828 
    30      .3567   .3881   .4158   .4404   .4627   .4829   .5015   .5186   .5344   .5492   .5629 
    35      .3190   .3486   .3748   .3984   .4198   .4394   .4576   .4744   .4901   .5047   .5184 
    40      .2885   .3162   .3410   .3635   .3840   .4030   .4205   .4369   .4523   .4667   .4802 
    45      .2632   .2894   .3128   .3342   .3538   .3720   .3889   .4048   .4197   .4338   .4471 
    50      .2420   .2666   .2888   .3092   .3279   .3454   .3617   .3770   .3915   .4052   .4181 
    55      .2240   .2472   .2683   .2876   .3055   .3223   .3380   .3528   .3668   .3800   .3926 
    60      .2084   .2304   .2504   .2688   .2860   .3020   .3171   .3314   .3449   .3578   .3700 
    65      .1949   .2157   .2348   .2524   .2688   .2842   .2987   .3124   .3255   .3379   .3498 
    70      .1830   .2028   .2210   .2378   .2535   .2683   .2822   .2955   .3081   .3202   .3317 
    75      .1725   .1914   .2087   .2248   .2399   .2541   .2675   .2803   .2925   .3042   .3154 
    80      .1631   .1811   .1977   .2131   .2276   .2413   .2542   .2666   .2784   .2897   .3005 
    90      .1470   .1636   .1788   .1931   .2065   .2192   .2313   .2428   .2538   .2645   .2747 
   100      .1339   .1492   .1633   .1765   .1889   .2008   .2121   .2229   .2333   .2432   .2529 
   110      .1229   .1371   .1502   .1625   .1741   .1852   .1958   .2060   .2158   .2252   .2343 
   120      .1136   .1268   .1390   .1506   .1615   .1719   .1819   .1915   .2007   .2096   .2182 
   130      .1056   .1179   .1294   .1403   .1506   .1604   .1698   .1788   .1876   .1960   .2042 
   140      .0986   .1102   .1211   .1313   .1410   .1503   .1592   .1678   .1761   .1841   .1919 
   150      .0925   .1035   .1137   .1234   .1326   .1414   .1498   .1580   .1659   .1735   .1810 
   200      .0706   .0792   .0872   .0948   .1021   .1091   .1158   .1223   .1287   .1348   .1408 
   300      .0480   .0539   .0595   .0648   .0699   .0749   .0796   .0843   .0888   .0932   .0975 
   400      .0363   .0409   .0451   .0492   .0532   .0570   .0607   .0643   .0678   .0712   .0746 
   500      .0292   .0329   .0364   .0397   .0429   .0460   .0490   .0519   .0548   .0576   .0604 
   600      .0244   .0275   .0305   .0332   .0359   .0386   .0411   .0436   .0460   .0484   .0507 
   700      .0210   .0237   .0262   .0286   .0309   .0332   .0354   .0375   .0396   .0417   .0437 
   800      .0184   .0208   .0230   .0251   .0271   .0291   .0311   .0330   .0348   .0367   .0384 
   900      .0164   .0185   .0205   .0224   .0242   .0260   .0277   .0294   .0311   .0327   .0343 
  1000      .0148   .0167   .0184   .0202   .0218   .0234   .0250   .0265   .0280   .0295   .0309 
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               Upper percentage points of 0.900 of theta(p,m,n), 
             the largest eigenvalue of |B-theta(W+B)|=0,when s=8 
 
                                     m 
 
     n        0      1      2      3      4      5      6      7      8      9 
 
     5   0.8517 0.8702 0.8845 0.8959 0.9052 0.9124 0.9225 0.9563 0.9570 0.9882 
     6   0.8183 0.8396 0.8563 0.8698 0.8808 0.8897 0.8978 0.9014 0.9096 0.9727 
     7   0.7862 0.8099 0.8286 0.8439 0.8566 0.8667 0.8781 0.8788 0.9019 0.9532 
     8   0.7558 0.7814 0.8019 0.8187 0.8328 0.8446 0.8559 0.8763 0.8994 0.9279 
     9   0.7270 0.7542 0.7761 0.7943 0.8096 0.8226 0.8347 0.8428 0.8664 0.8882 
    10   0.7000 0.7283 0.7515 0.7708 0.7872 0.8012 0.8139 0.8237 0.8385 0.8695 
    11   0.6744 0.7038 0.7280 0.7482 0.7656 0.7806 0.7937 0.8070 0.8163 0.8390 
    12   0.6505 0.6807 0.7056 0.7267 0.7448 0.7606 0.7746 0.7874 0.8013 0.8057 
    13   0.6280 0.6587 0.6843 0.7061 0.7248 0.7412 0.7555 0.7688 0.7826 0.7865 
    14   0.6069 0.6381 0.6641 0.6864 0.7057 0.7227 0.7376 0.7513 0.7665 0.7798 
    15   0.5870 0.6185 0.6449 0.6676 0.6874 0.7048 0.7202 0.7351 0.7468 0.7731 
    16   0.5683 0.5999 0.6267 0.6498 0.6699 0.6877 0.7036 0.7182 0.7341 0.7421 
    17   0.5507 0.5824 0.6094 0.6327 0.6532 0.6713 0.6874 0.7028 0.7153 0.7347 
    18   0.5340 0.5658 0.5929 0.6164 0.6371 0.6555 0.6720 0.6866 0.6981 0.7066 
    19   0.5183 0.5500 0.5772 0.6009 0.6218 0.6404 0.6572 0.6719 0.6841 0.6935 
    20   0.5035 0.5351 0.5623 0.5861 0.6071 0.6259 0.6428 0.6579 0.6713 0.6799 
    22   0.4761 0.5074 0.5345 0.5583 0.5796 0.5986 0.6159 0.6313 0.6450 0.6560 
    24   0.4514 0.4823 0.5092 0.5330 0.5542 0.5734 0.5908 0.6067 0.6205 0.6319 
    26   0.4291 0.4595 0.4861 0.5097 0.5309 0.5501 0.5676 0.5837 0.5982 0.6101 
    28   0.4089 0.4387 0.4649 0.4883 0.5094 0.5286 0.5461 0.5622 0.5768 0.5897 
    30   0.3904 0.4196 0.4454 0.4686 0.4895 0.5085 0.5260 0.5422 0.5569 0.5699 
    35   0.3507 0.3784 0.4031 0.4254 0.4457 0.4643 0.4816 0.4975 0.5123 0.5258 
    40   0.3182 0.3444 0.3679 0.3893 0.4089 0.4270 0.4438 0.4595 0.4741 0.4874 
    45   0.2912 0.3160 0.3383 0.3588 0.3776 0.3951 0.4114 0.4267 0.4410 0.4542 
    50   0.2684 0.2918 0.3131 0.3327 0.3507 0.3676 0.3833 0.3982 0.4121 0.4250 
    55   0.2488 0.2711 0.2913 0.3100 0.3274 0.3436 0.3588 0.3731 0.3866 0.3994 
    60   0.2319 0.2531 0.2724 0.2903 0.3069 0.3225 0.3371 0.3510 0.3641 0.3766 
    65   0.2172 0.2373 0.2557 0.2728 0.2888 0.3038 0.3179 0.3313 0.3441 0.3562 
    70   0.2042 0.2234 0.2410 0.2574 0.2727 0.2871 0.3008 0.3137 0.3261 0.3378 
    75   0.1926 0.2110 0.2278 0.2435 0.2583 0.2722 0.2854 0.2979 0.3098 0.3212 
    80   0.1824 0.1999 0.2160 0.2311 0.2453 0.2587 0.2715 0.2836 0.2952 0.3062 
    90   0.1647 0.1808 0.1958 0.2097 0.2229 0.2354 0.2473 0.2587 0.2696 0.2800 
   100   0.1502 0.1651 0.1790 0.1920 0.2043 0.2159 0.2271 0.2378 0.2480 0.2578 
   110   0.1380 0.1519 0.1648 0.1770 0.1885 0.1994 0.2099 0.2200 0.2296 0.2389 
   120   0.1277 0.1406 0.1527 0.1641 0.1749 0.1852 0.1951 0.2046 0.2138 0.2226 
   130   0.1188 0.1309 0.1423 0.1530 0.1632 0.1730 0.1823 0.1913 0.2000 0.2084 
   140   0.1110 0.1225 0.1332 0.1433 0.1530 0.1622 0.1711 0.1796 0.1879 0.1958 
   150   0.1042 0.1150 0.1252 0.1348 0.1439 0.1527 0.1611 0.1692 0.1771 0.1847 
   200   0.0798 0.0882 0.0962 0.1038 0.1111 0.1181 0.1248 0.1313 0.1377 0.1438 
   300   0.0543 0.0602 0.0658 0.0711 0.0762 0.0812 0.0860 0.0907 0.0952 0.0997 
   400   0.0412 0.0457 0.0500 0.0541 0.0580 0.0619 0.0656 0.0692 0.0728 0.0762 
   500   0.0331 0.0368 0.0403 0.0436 0.0469 0.0500 0.0530 0.0560 0.0589 0.0618 
   600   0.0277 0.0308 0.0338 0.0366 0.0393 0.0419 0.0445 0.0470 0.0495 0.0519 
   700   0.0238 0.0265 0.0290 0.0315 0.0338 0.0361 0.0383 0.0405 0.0426 0.0447 
   800   0.0209 0.0232 0.0255 0.0276 0.0297 0.0317 0.0337 0.0356 0.0375 0.0393 
   900   0.0186 0.0207 0.0227 0.0246 0.0265 0.0283 0.0300 0.0317 0.0334 0.0351 
  1000   0.0168 0.0187 0.0205 0.0222 0.0239 0.0255 0.0271 0.0286 0.0301 0.0316 
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Currently, the U. S. Internal Revenue Service (IRS) 
calculates a scoring formula for each return and uses it as 
one criterion to determine which returns to audit.  
Periodically, IRS updates this formula from a stratified 
random audit sample.  In 1988, such an audit sample was 
selected.  The sample was used to derive a new scoring 
formula.  This score is one of the criteria used to 
determine whom to audit.  The question was raised as to 
what size sample should be selected for the next audit 
sample.  To answer that question, we wish to examine the 
effect of increasing or decreasing the sample by 20 
percent has on the scoring formula.  A very large audit 
sample would yield a scoring formula that would both 
increase the amount of revenue obtained from audits and 
decrease the burden of auditing those who filed 
accurately.  But too large an audit sample would be 
self-defeating since we would be selecting many returns 
for the audit sample that would not result in more revenue 
from the sample and would increase the audit burden on 
those selected.  No one likes to be audited, especially 
when an accurate return is filed.  


Before evaluating the effect of audit sample 
reduction several problems had to be resolved.  Both the 
scoring formulas used by IRS and the derivation 
procedures are confidential.  Even treating it as a “black 
box” and running replications against it proved to be both 
sensitive and tedious.  Instead, this paper chooses to 
analyze several simulated discriminant analysis methods 
of deriving a scoring function.  The variance of this 
procedure is then calculated, using random samples and 
bootstrap samples.  This analysis is repeated on new 
sample sizes, one 25-percent larger and one 20 -percent 
smaller.  For each of these samples, scoring functions are 
developed, scores are applied, and performance estimates 
are calculated.  Finally, results across the discrimination 
methods and the three sample sizes are compared, using 
bootstrap and random sample estimation methods.  


In the next section, we discuss our basic discriminant 
analysis methodology.  To calculate average sample 
values and their variances, we use two basic types of 
procedures.  We also outline the procedures used to 
generate random samples and those used to generate four 
different sets of balanced bootstraps.  The results of our 
analysis are then presented, with the associated tables in 
the appendix.  We also highlight our conclusions and 
future research and list references.    


Discriminant Analysis Framework 


We study one examination class with a sample of 4,356 
audited returns.  For our study purposes, we selected 100 
original variables and use SAS Proc Stepdisc to 


determine which variables to use to create our 
discriminant function.  Thus, the 100 variables are fixed, 
but the resulting subset of variables changes from sample 
to sample.  We use a cross-validation approach to 
evaluate the performances of the scoring formulas.  


In both random sample and bootstrap replicate 
methods, we start by selecting stratified samples using 
three strata.  The weighted samples are first processed 
through SAS Proc Stepdisc to determine which subset of 
variables will be used.  The classification variable used is 
a zero -one indicator of whether a return exceeds a 
minimum threshold discrepancy betwe en the reported 
and audited tax amounts.  (Due to disclosure sensitivity, 
the threshold dollar amount is withheld.)   


The weighted samples are then processed through 
SAS Proc Discrim using only the variables identified by 
the Proc Stepdisc procedure.  Only parametric 
discrimination is tested.  These weighted samples serve as 
the discrimination training data set.  The discrimination 
test data set varies with the method tested.  Since the 
discrimination test data set should not intersect with the 
training data set, the test data set is usually taken from the 
residual sample.  The only exception is the Self Bootstrap, 
where we intentionally use the training data set as the test 
data set to determine the resulting bias.   


One output of Proc Discrim is the posterior 
probability of the test return exceeding the threshold.  
This posterior probability is used as the score.  The test 
data set returns are sorted by descending scores, and a 
cutoff percentage, c, of returns is selected for evaluation. 
The evaluation statistic is the “hit rate,” which is defined 
as the portion of the selected weighted returns achieving 
the threshold.  Cutoff percentages of 1, 2, 3, 4, 5, 6, 7, 8, 9, 
10, 15, 20, 25, 30, 35, 40, 45, 50, and 75 are analyzed.  
The cutoff percentage of 100 is also tabulated to provide 
the average hit rates for the entire test sample. 


Random Sample Framework 


From our original sample of 4,356, we select our “large” 
stratified random subsample of 2,500 returns.  We then 
select our “medium” stratified random subsample of 
2,000 returns from the 2,500.  Next, we select our “small” 
stratified random subsample of 1,500 returns from the 
2,000.  For each of our 400 Random Samples of the three 
sizes, we repeat this procedure.  Each of these 400 
Random Samples then serves as training data sets for our 
discrimination procedure.  Each of the Random Samples 
is processed through Proc Stepdisc, using stepwise with 
p=0.15, to obtain optimum lists of variables by random 
sample to use in the Proc Discrim step.  For the analysis, 
the untouched residual of 1,856 (= 4,356 - 2,500) returns 







 


serves as the Proc Discrim test data set.  Note that the 
residual varies from sample to sample.  Also, in order to 
compare results across sample sizes, the same residual is 
used as a test data set.  Thus, the test data set for the ith 
sample of size 2,500 is  the same as that of the ith sample of 
size 2,000 and 1,600. 


Bootstrap Replicate Framework 


We use the balanced bootstrap methodology suggested by 
Davison, Hinkley, and Schechtman (1986).  In general, 
we obtain K balanced bootstrap samples from a sample X 
as follows:   


1. Create K copies of X.  Thus, if X had n units, K 
copies will have Kn units. 


2. Randomize the Kn units. 


3. Select the first n units for bootstrap 1.  Select the next 
n units for bootstrap 2.  Continue selecting until you 
have selected the Kth n units for bootstrap K. 


These bootstrap samples are balanced in the sense 
that, across the sum of all bootstraps, every unit occurs 
exactly K times. 


From our original sample of 4,356, we select our 
“large” stratified random subsample of 2,500 returns.  We 
then select our “medium” stratified random subsample of 
2,000 returns from the 2,500.  Next, we select our “small” 
stratified random subsample of 1,500 returns from the 
2,000.  From each of the three subsamples, we then create 
400 balanced bootstraps by applying the balanced 
bootstrap methodology described above to each of the 
three strata.  Each of these 400 bootstrap samples then 
serves as training data sets for our discrimination 
procedure.    


For the first bootstrap discrimination method, the 
Basic Bootstrap, we take each of our bootstrap samples 
and apply Proc Stepdisc, using stepwise with p=0.15, to 
obtain optimum lists of variables for the Proc Discrim 
step.  For this analysis, the untouched residual 1,856 (= 
4,356 - 2,500) returns serve as the Proc Discrim test data 
set. 


For the second bootstrap discrimination method, the 
Forward Bootstrap, we proceed in a similar fashion to the 
Basic Bootstrap, except that we use forward 
discrimination with a maximum of 15 variables in the 
Proc Stepdisc step.   


For the third bootstrap discrimination method, the 
Self Bootstrap, we proceed in a similar fashion to the 
Basic Bootstrap, except that we use the corresponding 
original random sample of size 1,600, 2,000, or 2,500 
from which we bootstrapped as the test data set.  Again, 
the purpose of this is solely to provide a measure of bias 
when using training data sets as test data sets. 


The fourth bootstrap discrimination method, the 
Random Bootstrap, is a combination of the Random 
Sample method and the Basic Bootstrap.  Here, we start 
by creating 400 Random Samples for each sample size as 


we did in the Random Sample Framework.  We then 
apply the Basic Bootstrap assignments of frequencies to 
each (bootstrap, return) pair.  For example, suppose we 
wanted the frequency to apply to the 8th Random Sample, 
21st return for medium size samples.  We obtain the 
medium size sample Basic Bootstrap frequency of the 8th 
bootstrap, 21 st return.  Note that, due to randomization in 
assigning returns to both bootstraps and random samples,  
the 21st Basic Bootstrap return is very unlikely to be the 
21st Random Sample return.  This method is an attempt to 
bridge the gap between the bootstrap results and the 
random method results.  To prevent the “self test” bias, 
the test data set is the same  as the one for the Random 
Sample method. 


Results  


For each of the methods, the mean hit rates across the 400 
samples are calculated for each of the sample sizes by the 
percentage cutoffs.  Along with each mean hit rate, the 
standard deviation of the mean is also calculated.  These 
are tabulated in the Appendix.  


Comparing the Basic Bootstrap with the Forward 
Bootstrap for a sample size of 2,500 indicates that the 
forward 15 variable bootstraps yield higher average hit 
rates for cutoff percentages under 9 percent.  For cutoffs 
over 9 percent, stepwise with a p=0.15 is superior.  
Comparing the Basic Bootstrap with the Self Bootstrap 
shows that applying discrimination back to the training 
data set can greatly exaggerate the perceived 
performance.  For 1-percent cutoff, we obtained 65 
percent instead of 25 percent.  For 10 percent, we 
obtained 32 percent instead of 22 percent.  For every 
cutoff percentage, there is a clear positive bias.  These 
results can be found in Table 1. 


In both the Basic Bootstrap and the Random Sample 
methods, larger sample sizes resulted in larger hit rates.  
However, the rates are only marginally larger, and, 
sometimes, the difference is not significant.  The sizable 
increase in sample size, from 1,600 to 2,500, yields very 
small increases in hit rates.  These results can be found in 
Tables 2 and 3.   


Comparing the Basic Bootstrap with the Random 
Sample for a sample size of 2,500 indicates that random 
samples have higher hit rates for cutoff percentages of 
less than 20 percent.  These results can be found in Table 
4. 


Since the Random Sample estimates are true sample 
estimates, it appears that the Basic Bootstrap estimate has 
a negative bias for these cutoffs.  But is this a true 
negative bias or is it a fluke of bootstrapping from just 
three samples and using just one test data set?  We attempt 
to resolve this by computing Random Bootstraps.  
Random Bootstraps randomize both the three samples 
and the test data set by setting them to those used in the 
Random Sample method.  Table 4 shows that the results 
are in the middle.  While comparing the Basic Bootstrap 
method to the Random Sample method across all three 







 


sample sizes, we noticed that the Basic Bootstrap hit rates 
for sample size 2,500 were often just slightly below the 
Random Sample hit rates for sample sizes of 1,600.  This 
is shown in Table 5. 


Could it be that bootstrap replication or any 
replication of sample returns is ignored in discrimination 
procedures?  On average, how many unique returns are 
there in a bootstrap?  It turns out that for the bootstrap 
sample size of 2,500, the number of unique returns per 
bootstrap ranges from 1,539 to 1,624 with a mean of 
1,582.  This appears to confirm our suspicions.   


Are there some inherent limitations with using 
bootstraps or any replication method to estimate 
discriminant properties?  On reflection, there are 
estimates that replication methods obviously cannot 
estimate.  Take the example of trying to estimate the 
number of unique (non-duplicate) returns in a data set.  
But our original task was to determine the relative 
increase or decrease in performance of a scoring function 
as we increase or decrease the sample.  Since the 
proportion of unique returns is expected to remain 
constant across the sample sizes, the relative increase or 
decrease in performance should be preserved. 


In general, are the differences between methods and 
sample sizes significant?  The answer is predominantly 
yes.  What about normality?  According to the 
Shapiro-Wilk test, Basic Bootstraps were not normally 
distributed for cutoff percentages of 5 percent or less.  
Almost all the Random Samples did not fail the normality 
test.  The Shapiro-Wilk test results are given in Table 6. 


Conclusions  


• Increasing the sample size from 1,600 to 2,500 
returns yields rather minimal improvements in 
discriminant performance.  


• Bootstrap estimates of hit rates appear to be 
negatively biased. 


• Using the training data set as the test data set can 
greatly exaggerate the perceived performance. 


• Forward discrimination using 15 variables appears to 
be mildly superior to stepwise with p=0.15 for small 
cutoff percentages. 


Future Research 


In the future we would like to test different forms of 
nonparametric discrimination and different ways of 
combining variables.  


One possibility we would like to explore is what 
efficiency gain can we achieve by adding back variables 
based on different threshold-dependent scores?  
Preliminary work appears to indicate a potential gain.    


Another technique we would like to try is to use 
discrimination to create a set of score variables from 
schedule-based discrepancies between the audit and 
taxpayer amounts.  We would then add these variables to 


our list of the best 100 variables prior to running Proc 
Stepdisc. 
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Appendix


Table 1--Comparing Average Hit Rates (AHR) and Std Dev (AHR) by 
Discriminant Method for Sample Size = 2,500  


Average Hit Rate (AHR) Standard Deviation of AHR 


Cutoff % 
Basic 


Bootstrap 
Forward 
Bootstrap 


Self 
Bootstrap 


Basic 
Bootstrap 


Forward 
Bootstrap 


Self 
Bootstrap 


       
1 24.94 25.71 64.97 0.40 0.41 0.35 
2 25.22 27.09 54.35 0.27 0.30 0.25 
3 25.65 27.14 47.92 0.22 0.24 0.20 
4 25.33 26.30 43.57 0.18 0.20 0.15 
5 24.63 25.25 40.48 0.16 0.17 0.13 
6 24.01 24.45 38.21 0.13 0.15 0.11 
7 23.46 23.79 36.22 0.12 0.13 0.10 
8 23.01 23.14 34.66 0.11 0.12 0.09 
9 22.60 22.60 33.29 0.11 0.11 0.08 
10 22.31 22.11 32.03 0.10 0.10 0.08 
15 20.75 20.30 27.23 0.08 0.08 0.06 
20 19.70 19.24 24.28 0.07 0.06 0.05 
25 18.88 18.39 22.25 0.06 0.05 0.04 
30 18.14 17.64 20.68 0.05 0.05 0.04 
35 17.45 16.95 19.42 0.05 0.05 0.03 
40 16.76 16.30 18.32 0.04 0.04 0.03 
45 16.15 15.78 17.38 0.04 0.04 0.03 
50 15.58 15.30 16.60 0.03 0.04 0.02 
75 13.23 13.30 13.66 0.02 0.02 0.01 


100 11.81 11.81 11.62 0.00 0.00 0.00 


 


 


 


Table 2--Comparing Average Hit Rates (AHR) and Std Dev (AHR) by Sample 
Size for Basic Bootstraps  


Average Hit Rate (AHR) Standard Deviation of AHR 
Sample Size  Sample Size  


Cutoff %  1,600 2,000 2,500 1,600 2,000 2,500 
       


1 26.04 24.67 24.94 0.37 0.41 0.40 
2 25.36 25.16 25.22 0.25 0.31 0.27 
3 25.11 25.48 25.65 0.21 0.24 0.22 
4 24.77 25.18 25.33 0.18 0.20 0.18 
5 24.19 24.59 24.63 0.16 0.18 0.16 
6 23.37 23.90 24.01 0.14 0.16 0.13 
7 22.74 23.24 23.46 0.13 0.14 0.12 
8 22.23 22.64 23.01 0.12 0.13 0.11 
9 21.88 22.22 22.60 0.11 0.11 0.11 
10 21.53 21.73 22.31 0.10 0.11 0.10 
15 19.98 20.34 20.75 0.08 0.08 0.08 
20 18.84 19.22 19.70 0.06 0.07 0.07 
25 17.94 18.26 18.88 0.05 0.06 0.06 
30 17.18 17.48 18.14 0.05 0.05 0.05 
35 16.51 16.83 17.45 0.04 0.05 0.05 
40 15.88 16.21 16.76 0.04 0.04 0.04 
45 15.32 15.67 16.15 0.04 0.04 0.04 
50 14.84 15.18 15.58 0.03 0.03 0.03 
75 12.83 13.06 13.23 0.02 0.02 0.02 


100 11.81 11.81 11.81 0.00 0.00 0.00 


 







 


Table 3--Comparing Average Hit Rates (AHR) and Std Dev (AHR) by Sample 
Size for Random Samples 


Average Hit Rate (AHR) Standard Deviation of AHR 
Sample Size Sample Size 


Cutoff % 1,600 2,000 2,500 1,600 2,000 2,500 
       


1 26.97 27.18 26.95 0.47 0.49 0.49 
2 26.94 26.91 27.45 0.36 0.34 0.33 
3 26.45 26.70 27.26 0.28 0.28 0.28 
4 25.78 26.08 26.67 0.24 0.24 0.24 
5 25.07 25.41 26.04 0.22 0.21 0.21 
6 24.42 24.66 25.35 0.19 0.19 0.19 
7 23.83 24.10 24.83 0.18 0.17 0.17 
8 23.32 23.64 24.23 0.17 0.16 0.16 
9 22.89 23.18 23.76 0.16 0.15 0.15 
10 22.41 22.79 23.31 0.15 0.14 0.14 
15 20.62 20.88 21.29 0.11 0.11 0.11 
20 19.27 19.54 19.67 0.09 0.09 0.09 
25 18.25 18.48 18.68 0.08 0.08 0.08 
30 17.43 17.65 17.79 0.07 0.07 0.07 
35 16.72 16.95 17.10 0.06 0.06 0.06 
40 16.13 16.33 16.46 0.06 0.06 0.06 
45 15.61 15.76 15.90 0.06 0.05 0.05 
50 15.12 15.28 15.40 0.05 0.05 0.05 
75 13.14 13.28 13.34 0.04 0.04 0.04 


100 11.73 11.73 11.73 0.03 0.03 0.03 


 


 


 


 


 


Table 4--Comparing Average Hit Rates (AHR) and Std Dev (AHR) for B asic 
Bootstrap, Random Bootstrap, and Random Samples for Sample 
Size = 2,500  


Average Hit Rate (AHR) Standard Deviation of AHR 


Cutoff %  
Basic 


Bootstrap 
Random  
Bootstrap 


Random  
Sample 


Basic 
Bootstrap 


Random  
Bootstrap 


Random  
Sample 


       
1 24.94 27.65 26.95 0.40 0.50 0.49 
2 25.22 26.97 27.45 0.27 0.35 0.33 
3 25.65 26.33 27.26 0.22 0.29 0.28 
4 25.33 25.59 26.67 0.18 0.25 0.24 
5 24.63 24.94 26.04 0.16 0.22 0.21 
6 24.01 24.43 25.35 0.13 0.19 0.19 
7 23.46 23.78 24.83 0.12 0.18 0.17 
8 23.01 23.25 24.23 0.11 0.16 0.16 
9 22.60 22.83 23.76 0.11 0.15 0.15 
10 22.31 22.46 23.31 0.10 0.14 0.14 
15 20.75 20.74 21.29 0.08 0.11 0.11 
20 19.70 19.30 19.67 0.07 0.09 0.09 
25 18.88 18.29 18.68 0.06 0.08 0.08 
30 18.14 17.44 17.79 0.05 0.07 0.07 
35 17.45 16.73 17.10 0.05 0.07 0.06 
40 16.76 16.10 16.46 0.04 0.06 0.06 
45 16.15 15.56 15.90 0.04 0.06 0.05 
50 15.58 15.07 15.40 0.03 0.05 0.05 
75 13.23 13.06 13.34 0.02 0.04 0.04 


100 11.81 11.73 11.73 0.00 0.03 0.03 


 







 


Table 5--Comparing Average Hit Rates (AHR) by Sam ple Size for Basic 
Bootstraps and Random Samples 


Basic Bootstraps  Random Samples 
Sample Size Sample Size 


Cutoff % 1,600 2,000 2,500 1,600 2,000 2,500 
       


1 26.04 24.67 24.94 26.97 27.18 26.95 
2 25.36 25.16 25.22 26.94 26.91 27.45 
3 25.11 25.48 25.65 26.45 26.70 27.26 
4 24.77 25.18 25.33 25.78 26.08 26.67 
5 24.19 24.59 24.63 25.07 25.41 26.04 
6 23.37 23.90 24.01 24.42 24.66 25.35 
7 22.74 23.24 23.46 23.83 24.10 24.83 
8 22.23 22.64 23.01 23.32 23.64 24.23 
9 21.88 22.22 22.60 22.89 23.18 23.76 
10 21.53 21.73 22.31 22.41 22.79 23.31 
15 19.98 20.34 20.75 20.62 20.88 21.29 
20 18.84 19.22 19.70 19.27 19.54 19.67 
25 17.94 18.26 18.88 18.25 18.48 18.68 
30 17.18 17.48 18.14 17.43 17.65 17.79 
35 16.51 16.83 17.45 16.72 16.95 17.10 
40 15.88 16.21 16.76 16.13 16.33 16.46 
45 15.32 15.67 16.15 15.61 15.76 15.90 
50 14.84 15.18 15.58 15.12 15.28 15.40 
75 12.83 13.06 13.23 13.14 13.28 13.34 


100 11.81 11.81 11.81 11.73 11.73 11.73 


 


 


 


 


 


Table 6--Shapiro-Wilk Test of Normality of Basic Bootstraps, Random 
Bootstraps, and Random Samples for Sample Size = 2,500  


Shapiro-Wilk Test Statistic 
(W) 


Significance Level  
(Prob < W) 


Cutoff %  
Basic 


Bootstrap 
Random  
Bootstrap 


Random  
Sample 


Basic 
Bootstrap 


Random  
Bootstrap 


Random  
Sample 


       
1 0.9726 0.9834 0.9857 <0.0001 0.0001 0.0005 
2 0.9863 0.9776 0.9911 0.0008 <0.0001 0.0163 
3 0.9909 0.9910 0.9927 0.0142 0.0158 0.0486 
4 0.9906 0.9889 0.9962 0.0117 0.0039 0.4526 
5 0.9923 0.9913 0.9956 0.0361 0.0189 0.3306 
6 0.9946 0.9937 0.9951 0.1782 0.0934 0.2325 
7 0.9953 0.9922 0.9971 0.2686 0.0346 0.7127 
8 0.9926 0.9931 0.9972 0.0465 0.0641 0.7279 
9 0.9953 0.9923 0.9978 0.2751 0.0360 0.8746 
10 0.9964 0.9948 0.9966 0.4992 0.1905 0.5654 
15 0.9950 0.9970 0.9945 0.2265 0.6669 0.1595 
20 0.9969 0.9979 0.9974 0.6492 0.9127 0.7917 
25 0.9971 0.9954 0.9962 0.7115 0.2797 0.4526 
30 0.9954 0.9965 0.9966 0.2865 0.5396 0.5735 
35 0.9946 0.9932 0.9973 0.1733 0.0699 0.7626 
40 0.9970 0.9916 0.9971 0.6777 0.0224 0.6977 
45 0.9955 0.9962 0.9973 0.2966 0.4650 0.7658 
50 0.9925 0.9968 0.9980 0.0424 0.6235 0.9160 
75 0.9926 0.9970 0.9967 0.0443 0.6641 0.5878 
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1. Introduction 
 
     This paper is a modest attempt to model a key 
component of nonsampling error in administrative 
data, particularly tax data.  Tax data items present 
obstacles for statistical uses that are far outweighed 
by the fact that responses on tax returns are likely to 
be more accurate than financial-related responses to 
general surveys.  These obstacles lead to a kind of 
nonsampling error that we refer to as editor judgment 
error.  The IRS Statistics of Income (SOI) Division 
developed a processing procedure called statistical 
editing to abstract tax return data for statistical 
purposes.  Statistical editing helps overcome 
limitations inherent in tax return statis tics and 
achieves certain statistical definitions desired by data 
users.   Statistical editing involves adjusting certain 
taxpayer entries based on supplemental information 
reported elsewhere on the tax return (such as attached 
schedules that support a reported total).  It is minimal 
in producing SOI’s individual income tax return 
statistics, but a major factor in producing its 
corporation income tax return statistics.   
     
     In Section 2, we describe the SOI corporate 
sample design, identify sources of nonsampling error, 
and define the term “editor judgment error.”  Section 
3 describes current SOI editing and quality review 
processes, while Section 4 outlines the purpose of our 
study and its limitations. Section 5 discusses bias and 
variance component models, which were adapted 
from simple response error measurement models.  
Results and conclusions are summarized in Section 6. 
 
 
2.  Sample Design Description and Nonsampling 
Error Sources 
 
     The data for this study were abstracted from the 
2001 SOI Corporate sample, which consisted of 
corporations that filed income tax returns with 
accounting periods ending between July 1, 2001, and 
June 30, 2002.  The realized 2001 sample contained 
147,093 returns selected from a population of 
5,563,663.  The sample is a stratified random sample, 
where stratification is based on 1120 form type. 
Within form type, further stratification is achieved by 


use of either size of assets alone, or both size of 
assets and a measure of income. A Bernoulli sample 
 
 
is selected independently from each stratum, with 
rates ranging from 0.25 to 100 percent.  The sample 
is selected weekly as the Form 1120 returns are 
posted to the IRS Business Master File. It takes two 
years to select the sample due to the combination of 
noncalendar year filing and the six-month extension 
options. 
     
     Sampling errors arise from using a sample instead 
of a census, and SOI publishes them in the form of 
Coefficients of Variation (IRS, 2001, pp. 29-36).  
Nonsampling errors include all others, such as 
coverage, nonresponse, measurement, and processing 
errors.  
      
     Coverage errors, when a unit is not available on 
the sampling frame, can occur if a corporation files 
an extension.  Imputation procedures using adjusted 
prior-year data are used to correct for coverage errors 
in large companies.   
      
     Missing data, or nonresponse errors, occur when 
other IRS functions have returns selected for the 
sample, rendering them unavailable for SOI 
processing. Imputation procedures and weighting 
adjustments are used to adjust for missing large and 
small companies, respectively.  Noncoverage 
imputation and missing returns represented 0.03 
percent and 0.22 percent of the 2001 sample, 
respectively (IRS, 2001, pp. 7-14).  
     
     Measurement errors occur when a taxpayer enters 
an incorrect value, for various reasons. SOI does not 
sample amended returns or contact taxpayers.   
      
     Finally, processing errors occur while abstracting, 
transcribing, and cleaning the data.  Since the editors 
abstract administrative data from tax returns and 
enter them into SOI database systems for statistical 
purposes, editor judgment error falls into this 
nonsampling error category.  However, it is more 
than transcription error because certain judgments are 
required from the editors due to a combination of 
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transcribing data collected for tax liability, which is 
subject to different corporate accounting practices, 
and study standards created for statistical purposes. 
 
3. Current SOI Editing and Quality Review 
Processes 
 
     Fifty-nine editors at two IRS Service Centers 
abstracted approximately 1,400 corporate tax return 
items for the 2001 sample.  This data abstraction 
process was complicated due to the following factors: 
 
• The extracted items from any given return often 


require totals to be constructed from various other  
        items on other parts of the return. 
 
• There are currently ten form types, with different 


layouts, schedules, and attachments, so data extraction  
        is not uniform across form type. 
 
• There is no legal requirement that a corporation meet 


its tax return filing requirements by filling out, line by 
line, the entire U.S. tax return form. Some returns are 
also exempt from filling out entire sections; for 
example, currently, Form 1120 returns with total 
assets and total receipts below $250,000 do not have 


        to report their balance sheet items. 
 
• There is no single accepted method of corporate 


accounting used throughout the country. For example, 
different companies may report the same data item, 
(such as deposits, a subset of other current liabilities), 
on different lines of the tax form. 


 
     Despite complexities such as those listed above, 
study standards place SOI’s editors in a position to 
make judgments during data abstraction.  Errors in 
these judgments are the largest source of editor error 
in the corporate sample.  
      
     To assist the editors, SOI’s National Office (NO) 
staff in Washington, DC implement many procedures 
that attempt to make the editing process consistent 
with the 1120 study standards and reduce editor 
effect.  This is similar to the concept of standardized 
interviewing used in other survey organizations.  For 
example: 
 
• Detailed editing instructions are prepared every year – 


the 2001 manual contained more than 900 pages. 
 


• Over 700 computerized tests are performed on 
abstracted data to ensure certain accounting conditions 
are satisfied, such as balanced totals or absence of 
consistent amounts between front-page items and 
attached schedules.  All tests are reviewed and tested 
by NO staff the year prior to data abstraction in a 


        process called Systems Acceptability Testing. 
 


• The staff build utilities into the edit computer system 
that offer industry-specific suggestions, guidelines, 
and requirements for particular sections of the form. 
 


• They review and monitor the sample throughout the 
program year for unusual accounting conditions and 
codes.  During the last four months, the largest 
corporations within each industry are reviewed as well 
as the largest industry differences across asset classes. 
 


• The NO staff conduct extensive edit training and 
review all items on all returns edited during certain 
periods of the program year to overcome inexperience 
due to new tax laws, edit instructions, codes, or even 
an entirely new program.  For example, editors 
improving throughout the year are given more 
complicated returns, the first of which were 
completely reviewed with their supervisors.   


 
     While complete review was an excellent training 
tool, the editors knew in advance which returns were 
going to be reviewed.  For the purposes of our study 
the returns may have been biased, so they were 
omitted from analysis. 
      
     During data editing, approximately fifty returns 
were randomly selected for each editor for quality 
review.  Once an editor’s return was selected for 
review, another editor on the same team 
independently re-edited it.  After the returns were 
compared item-by-item and discrepancies were 
stored in SOI databases, the editors’ supervisor 
determined the correct value (either the first editor’s 
value, the second’s, both, or neither).  Any amounts 
that differed by less than $10, along with character, 
display, and generated item mismatches were omitted 
from quality review.  We used only the first editor 
values because they are the final file values and the 
second editor knew which returns were for review.  
Assuming that a taxpayer is correct, the errors 
described in Table 1 are used to determine service 
center accuracy ratings and we included all of them: 
 


Table 1: Types of Errors 
 


Type of 
Error 


Description 


Amount An incorrect amount was entered in an item. 
Omitted Entry A zero or blank item that should have a 


code/amount present. 
Extra entry An item with a code/amount in it should have 


been blank or zero. 
Entry on 


omitted form 
An item was not edited because the form or 


schedule was not edited. 
Improper 
allocation 


An amount that should have been allocated to 
another item was not moved or was moved 


incorrectly. 
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     Improper allocations were the most frequent 
errors, so this  type of error is illustrated in Table 2. 
 


Table 2: Improper Allocation Example 
 


Item Edited 
Amount 


Correct 
Amount 


Error 


A 
B 
C 


1,000.00 
0.00 


2,000.00 


0.00 
1,000.00 
2,000.00 


1,000.00 
-1,000.00 


0.00 
Total 3,000.00 3,000.00 0.00 


 
     Here, for three hypothetical items A, B, and C 
(which may not be located on the same page, form, or 
attachment), both totals match; the system will not 
catch the error despite errors in two of three items.  
An important aspect of improper allocation errors is 
that they often result in net error effects of zero: here, 
errors in items A and B cancel each other out.  This is 
important when calculating national-level estimates 
for totals, but a concern for estimates of A or B. 
 
 
4. Study Purpose and Limitations 
 
     The quality review system was developed to 
check edit manuals, measure training effectiveness, 
and evaluate the editors.  As previously mentioned, 
approximately fifty returns were randomly selected 
for each of the fifty-nine editors for quality review.  
Given this pre-existing quality review system, our 
goal was to develop quality performance statistics 
and quantify the editor effect. 
 
Table 3: Errors and Error Rates, Quality Review Study vs. 


Our Study 
 


Item QR Study Our Study 
# returns 3,080 373 
# errors 9,229 760 


# errors possible 33,880 4,103 
error rate .272 .185 


 
     As shown in Table 3, data used for our study were 
a subsample of 373 returns from the 3,080 quality 
review returns.  All 3,080 returns were not included 
because returns with assets more than $250 million 
were only edited by a group of the most experienced 
editors, then reviewed by NO staff.  In order to 
compare across all form types, service centers, teams 
within service, and editors within teams, we selected 
this subsample, which consists of all Form 1120 and 
Form 1120 Regulated Investment Company returns 
with total assets less than $250 million. Most 
importantly, all editors edit these returns during the 
program year, regardless of their experience.  There 


were 73,115 of these returns in the corporate sample, 
for which NO staff relied on the editors' judgment for 
most of them because they were reviewed only under 
special circumstances.  Our subsample is small 
compared to the SOI sample (about 0.51 percent), so 
the results from this relatively small sample were 
analyzed assuming the observations were from 
independent, identically distributed random variables 
and sample weights were not used (Brick et al., 
1996). 
 
     We selected eleven variables from the balance 
sheet and income statement sections of the returns in 
our study that were of interest to our subject-matter 
specialist; it is obvious from their names that many 
are ambiguous. Table 4 displays the number of errors 
and error rates for the eleven selected variables. 


 
Table 4: Number of Errors and Error Rate, by Item 


 
Item # 


Errors 
Error 
Rate 


Gross Receipts 
Other Assets  
Other Costs 


Other Current Assets 
Other Current Liabilities 


Other Deductions 
Other Income 


Other Investments 
Total Deductions 


Total Income 
Trade Notes/Accounts Receivable 


58 
68 
72 
57 
58 
110 
81 
76 
62 
63 
55 


0.014 
0.017 
0.018 
0.014 
0.014 
0.027 
0.020 
0.019 
0.015 
0.015 
0.013 


 
     Error rate is equal to number of errors out of the 
4,103 errors possible. Other Deductions has the 
highest error rate of 2.7 percent because Deduction 
item editing tasks are more complicated due to 
complex and varying accounting rules.   
 
 
5. Bias Estimation and Variance Decomposition 
 
     Measurement error modeling was first proposed 
by Hansen et al. (1952) and Seth and Sukhatme 
(1952).  Their model specified that a single 
observation iy  from a randomly selected respondent 


i  is the sum of two terms: a true value, iµ , and an 


error term, iε .  Mathematically, this is written as 


 


iiiy εµ +=         (5.1) 


 
While we did not measure response error, we adopted 
these models to our data to measure editor judgment 
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error.  In model (5.1), iµ , the true value, is a random 


variable whose distribution depends on the sample 
design.  The distribution of the editor error 


variable iε  is conceptual; it could be viewed as 


sampling from a hypothetical population of errors.  
Thus, the assumptions for model (5.1) are 
 


[ ] 0≠= ii BiE ε  


[ ]
[ ]


[ ] jiCov
E


iVar


ji


i


ii


≠=
=


=


,0


22


2


εε
σσ


σε
 


 
     In words, a systematic bias exists because the 
mean of the errors is not zero and the variances are 
not equal.  Also, errors are uncorrelated: the errors 
for a first or second edited return do not affect other 
returns in the same edit period and errors across edit 
periods for the same return are uncorrelated. 
 
     Assuming unrestricted simple random sampling,  
 


[ ]
[ ]


[ ] jiCov


V


E


ji


i


i


≠=


=


=


,0,


2


µµ


σµ


µµ


µ
 


 
     In our study, the observed value is the first 
editor’s value on the file, while the true value is 
either the first or second editor’s value (whichever 
was determined to be correct by their supervisor), and 
i denotes unit.  It deserves mention that model (5.1) 
has potential weaknesses, particularly if the first and 
second editor’s values are correlated, but it can 
provide a useful approximation for the editor’s 
contribution of error.  The model also allows for 
calculating statistics to measure editor accuracy 
further than number of errors out of number of errors 
possible. 
     
     Under model (5.1), we assume that the first 
editor’s error term no longer averages to zero, 
possibly due to editor bias, defined as 
 


            ( )∑ =
−=


N


i iiyB
1


µ                 (5.2) 


 
The bias can be estimated by the Net Difference Rate 
(NDR), which is given by 
 
                               µ−= yNDR            (5.3) 
 


where ∑ =
=


n


i iy
n


y
1


1
, ∑ =


=
n


i in 1


1
µµ  and n  is 


the sample size. 


     It can be shown that if iµ is the true value, then 


the expected value of the NDR is the bias and its 
variance exists (Biemer and Atkinson, 1992). Table 6 
shows the estimated NDR and BR values for our 
eleven items, where the Bias Ratio (BR) measures the 
relative magnitude of bias to the standard error of the 
NDR.  Negative bias values should be interpreted as 
editors underestimating variables and positive NDR 
estimates indicate overestimates.   
 


Table 6: Net Difference Rate, by Item 
 


Item NDR BR 
Gross Receipts -749,441 0.16809 
Other Assets  293,125 0.23662 
Other Costs 7,847 0.00683 


Other Current Assets 361,062 0.19090 
Other Current Liabilities 1,989,871 0.26820 


Other Deductions -958,930 0.26017 
Other Income -662,720 0.27392 


Other Investments -59,372 0.03116 
Total Deductions 543,972 0.21601 


Total Income 500,441 0.16296 
Trade Notes 32,635 0.01395 


 
     At first, the NDR estimates look very large in both 
directions. Since most errors are improper 
allocations, an entire amount is determined to be in 
error.  The BR estimates, however, are all quite 
small, which implies that editor judgment appears to 
be a random error, not a systematic error as first 
assumed. Since all bias ratios are less than 1, 
confidence interval probabilities for SOI sample 
estimates from these particular returns are almost 
unaffected (Cochran, 1977).  Therefore, we can 


assume that [ ] 0== ii iE βε , i.e., the editor error 


averages to zero because it is a random error.   
 
     Since simple random sampling is assumed and the 
bias is zero, it can be shown that the variance of a 
mean over all possible editing review samples and all 
possible editing trials can be decomposed into 
 


        [ ] [ ]
EVSV


n
VaryVar


+=


+=
2σ


µ        (5.5) 


 
The sampling variance, SV, is the ordinary variance 
with no editor error. The editor variance, EV, is the 
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variability of returns averaged over conceptual 
repetitions of the editing under the same conditions.   
 
Hansen et al. (1964) define the Index of Inconsistency 
(IOI) as 


            
EVSV


EV
IOI


+
=               (5.6) 


 
which we use to estimate the proportion of random 
errors associated with editor judgment error in total 
variance. Estimated IOI values are shown in Table 5. 


 
Table 5: Index of Inconsistency, by Item 


 
Item IOI 


Gross Receipts 0.0155 
Other Assets  0.3084 
Other Costs 0.0140 


Other Current Assets 0.1526 
Other Current Liabilities 0.1829 


Other Deductions 0.2091 
Other Income 0.1365 


Other Investments 0.0464 
Total Deductions 0.0247 


Total Income 0.0336 
Trade Notes 0.0370 


 
     Other Assets (0.3084) and Other Deductions 
(0.2091) are the items with the greatest proportion of 
editor judgment error. All other IOI estimates were 
less than 0.2, which is a small proportion compared 
to other surveys (Lessler and Kalsbeek, Ch. 11). 
 
 
6. Conclusions 
 
     To summarize, despite large NDR values in both 
directions due to editor judgment errors, particularly 
improper allocations, the expected value of the bias 
for all items is zero.  Further analysis of the NDR 
yielded different results by edit team.  Internal 
examinations of NDR comparison graphs by team, 
item, and editor were useful in identifying strengths 
and areas of editing improvement that can be 
addressed through training.  Third, the BR values are 
also small, much less than the upper-bound of 1.1 
stated by Cochran (1977).   
 
     Most importantly, editor judgment error for these 
returns is a variable error, not a systematic error.  
Variance decomposition for our eleven items showed 
editor variance is a small component of total 
variance.  Variable errors tend to cancel each other 
out.  Overall, our measure demonstrate high quality 
editing, so reliance on their judgment is justified 


when every possible error scenario cannot be 
programmed, foreseen, or identified by National 
Office Staff. 
     This study is a first attempt, and a modest one, to 
quantify the effect of SOI’s editors on data quality.  
Our encouraging results are a strong argument of the 
necessity for more research.  We examined the 
simplest tax returns in order to compare the editors, 
returns whose errors have the smallest impact on 
overall quality of national estimates.  The largest 
errors associated with the largest tax returns require a 
separate error measurement study because they are 
sampled with certainty and therefore do not 
contribute to sampling error.  Further, the validity of 
taxpayer values, which are assumed to be correct 
when corporate returns reach SOI, is another area 
deserving examination.  
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There were an estimated 4.4 million individuals
in the United States with gross assets of
$600,000 or more in 1995.  These “top wealth


holders” represented about 2.5 percent of the total
U.S. adult population.  As a group, top wealth holders
owned more than $6.7 trillion in assets, or 27.4
percent of total U.S. personal wealth.  Almost 2.8
million, or 63.4 percent, of these wealthy individuals
were male, and 1.6 million were female.  The number
of individuals with net worth of $1 million or more
grew to almost 1.6 million in 1995.


Background
The distribution and composition of personal wealth in
the United States are topics of great interest among
researchers and policy planners.  Unfortunately,
these issues are difficult to study, since there are few
sources of data on the wealth holdings of the very
rich.   Administrative records, specifically, Federal
estate tax returns (Form 706), provide a unique
source from which to study the nation’s wealthiest
individuals.  The estate tax return contains a com-
plete listing of a decedent’s assets and debts, as well
as a demographic profile of the decedent and infor-
mation on the costs of administering the estate.  A
decedent’s estate has up to 9 months to file an estate
tax return, but use of a 6-month extension is com-
mon.  It is, therefore, necessary to combine returns
filed over a number of calendar years in order to
capture data representative of all estate tax dece-
dents dying in a single year.


 The estate multiplier technique is used to esti-
mate the wealth of living individuals with data from
Federal estate tax returns.  The fundamental assump-
tion underlying this methodology is that estate tax
returns filed for decedents who died in a particular
year represent a random sample, designated by
death, of the living population in that year.  Estimates
of the wealth holdings of the living population are
derived by applying a multiplier, based on appropriate
mortality rates, to this sample.  Preliminary estimates
for 1995 were reported in the winter 1997-1998 SOI
Bulletin.  The estimates presented in this article


supercede those and are considered final estimates
for 1995.


Limitations
While the sample size and richness of available data
make this estimation technique attractive, there are
limitations to be noted.  First, and most important,
estate tax returns provide a presumably random
sample, stratified by age, not of the total population,
but of living persons with gross estates at or above
the estate tax filing threshold.  Research has proven
that “individuals who are economically or socially
better off also live longer and are healthier” [1].
Factors such as access to better health services,
better diet and nutrition, fewer risks on the job, and
access to better housing seem to contribute to this
phenomenon.  Therefore, determining a mortality rate
appropriate to this sample poses a challenge.  Fur-
ther, it has been shown that, while estimates of
patterns of wealth holding, such as differences in
portfolio composition among various age and sex
groups, appear quite robust over a variety of reason-
able alternate assumptions about the longevity of the
very wealthy, overall aggregate estimates are rela-
tively sensitive to the selection of the mortality rates
[2].  (See the Appendix to this article for a more
complete discussion of the estate multiplier tech-
nique.)


Second, while estate tax returns are generally
prepared by professionals and are, therefore, likely to
be more accurate in detail than survey responses, the
values reported are used to compute tax liability, so
there is a natural tendency for the values to be some-
what conservative.  This is especially true for hard-
to-value assets, such as businesses and certain types
of real estate.  It should also be noted that the estate
tax data used for these estimates are pre-audit fig-
ures.  A recent Statistics of Income (SOI) study
based on the results of IRS audits of estate tax re-
turns filed in 1992 estimated that detected undervalu-
ation of assets was about 1.2 percent of total asset
holdings [3].  In addition, it is common to claim sub-
stantial discounts when valuing ownership interests of
less than 50 percent in small companies, partnerships,
and for other, non-liquid assets.  Taken together,
these two factors may account for undervaluation of
about 2 percent in the estimates presented below [4].


Third, while estate tax returns report assets that
are owned outright (what has been called prime
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wealth), total wealth would ideally include wealth to
which a person has an income interest but not neces-
sarily actual title.  Examples of the latter include
defined-benefit pension plans and Social Security
benefits.  Finally, the wealth of some individuals near
death may differ somewhat from that of the general
population in the same age cohort.  For some, wealth
will have been reduced through expenses related to a
final illness.  For others, effective estate planning will
have reduced the value of the estate reportable for
tax purposes.


Valuation Measures
The level of wealth to which these estimates apply is
$600,000 or more in gross estate, the estate tax filing
threshold in effect in 1987-1997.   Gross estate is a
Federal estate tax concept of wealth that does not
conform to usual definitions of wealth, primarily
because it includes the face value of life insurance in
the wealth of the decedent.  Therefore, three mea-
sures of wealth are used in this article:  gross assets
(or gross estate), total assets, and net worth.


Gross assets reflect the gross value of all assets,
including the full face value of life insurance, reduced
by the value of any policy loans, but excluding any
reduction for other indebtedness.  This measure
defines the individuals included in the top wealth
holder group.  Total assets are a lower wealth value,
but are still essentially a gross measure.  They differ
from gross assets in that the cash, or equity, value of
life insurance (i.e., the value of insurance immedi-
ately before the policyholder’s death) replaces the “at
death” value of life insurance included in gross assets
[5].  Net worth is total assets minus debts.


Top Wealth Holders, 1995
There were an estimated 4,400,225 adults, age 21
and older, with gross assets of $600,000 or more in
1995 (see Table 1).  Combined, they owned more
than $6.7 trillion in total assets.  These top wealth
holders had debts that totaled $660.4 billion, meaning
that, as a group, their combined net worth was nearly
$6.1 trillion, or almost 29.5 percent of total U.S.
personal net worth in 1995 [6].


The U.S. top wealth holder population included
2,790,915 males, or 63.4 percent of total top wealth
holders population in 1995 (see Table 2).  These
males had a combined net worth of $3.8 trillion, and


their average net worth was $1.37 million.  An esti-
mated 954,000 of these men, or 34.2 percent, had net
worth of $1 million or more.   Most male top wealth
holders, 70.9 percent, were married, while 6.3 per-
cent were widowed, and 14.7 percent were single
(see Figure A).  Only 8.1 percent of wealthy males
were divorced or separated.


Females accounted for 1,609,310, or 36.6 per-
cent, of U.S. top wealth holders in 1995 (see Table
3).  Their combined net worth exceeded $2.2 trillion,
with an average net worth of $1.38 million, virtually
the same as that of their male counterparts.  Nearly
half of all female top wealth holders, 49.2 percent,
were married, while 30.8 percent were widowed, a
much higher percentage of widowed individuals than
for wealthy males.  Only 10.9 percent of wealthy
females were single, while 9.0 percent were sepa-
rated or divorced.


Portfolio Composition
Figure B shows the major portfolio components for
male top wealth holders, by size of net worth.  Over-
all, for males with gross assets of at least $600,000
and net worth less than $1million, the combined value
of personal residences, real estate, and retirement
assets (individual retirement accounts (IRA’s),
annuities, and self-employed retirement or Keogh
plans) dominated their portfolios, accounting for more
than half of total assets.  As wealth increased, the
significance of personal residence, as a share of total
assets, decreased.  For males with net worth be-


Figure A


Top Wealth Holders, Marital Status, by Sex, 1995
Marital status Males Percentage Females Percentage


(1) (2) (3) (4)


    Total............................................................2,790,915    100.0     1,609,310    100.0     


Married............................................................1,979,615    70.9     792,165    49.2     


Widowed............................................................175,337    6.3     496,377    30.8     


Single............................................................409,912    14.7     176,156    10.9     


Other¹ ............................................................226,051    8.1     144,612    9.0     
    ¹ Includes individuals who were separated or divorced and those for whom marital 
status was not determinable.
    NOTE:  Detail may not add to totals because of rounding.
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tween $1 million and $10 million, investment real
estate (real estate holdings that exclude personal
residences) comprised the single largest share of
their aggregate portfolio, 17.2 percent.  Publicly
traded stock was the second largest component of
their portfolio, 14.9 percent of total assets, followed
by retirement assets (14.3 percent) and investments
in the stock of closely held companies (13.5 percent)
[7].  For males with net worth of $10 million or more,


financial assets dominated the combined portfolio.
Stock in closely held companies accounted for 29.1
percent of total assets, while investments in publicly
traded stock accounted for 28.2 percent.  In addition,
investments in other financial assets, including
Federal bonds, tax-exempt State and local govern-
ment bonds, and mutual funds made up of
combinations of stocks and bonds accounted for 10.3
percent of total assets.  Investment real estate
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accounted for a little more than 10 percent of the
combined portfolio of this wealthiest group of males.
Unlike males in the lowest net worth category,
retirement assets constituted a scant 2.3 percent of
total assets.


The most striking difference between the portfo-
lio makeup of male and female top wealth holders in
1995 was in the much smaller share investments in
closely held corporations contributed to the portfolios
of female top wealth holders (see Figure C).   In
contrast, holdings of publicly traded stock and other
financial assets, primarily tax-exempt State and local
government bonds, made up a much greater percent-
age of total assets for wealthy women.  The portfolio
all of females with net worth of less than $1 million
was much more balanced than that of their male
counterparts.  For wealthier women, the portfolio
shifted toward stock and other financial assets, with
28.3 percent of total assets invested in publicly traded


stock for those with net worth of $10 million or more.
Stock in closely held companies comprised just 13.5
percent of total assets for females in this highest net
worth category, less than half that of the males in this
net worth group.  Female wealth holders, overall, had
a much lower debt-to-asset ratio than their male
counterparts.


Age
The average age of adult male top wealth holders in
1995 was 55.4 years.  Male top wealth holders under
age 50 had an average net worth of $905,957.  Figure
D shows that average net worth increased signifi-
cantly with age, rising to $2.8 million for males age 85
and older.  For male top wealth holders, the median
value of net worth also increased with age, from a
low of $576,282 for males under 50 to $959,030 for
males age 85 and older.


Figure D also reports the median and average net
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worth for female top wealth holders, by age.  The
average age of adult female top wealth holders was
61.2, higher than that of their male counterparts.  The
average net worth of wealthy females under the age
of 50 was $1.1 million.   For all female top wealth
holders, women in the 75-under-85 age category had
the highest average net worth, $1.63 million.  Women
under age 50 had the lowest median net worth,
$734,113, while those in the 75-under-85 age cat-
egory had the highest median net worth among fe-
male top wealth holders, $916,533.  Unlike male top
wealth holders, both the average and median values
of net worth declined slightly for female top wealth
holders age 75 and older.  Interestingly, while the
average net worth of women was significantly lower
than that of men in most comparable age categories,
the median values were virtually the same for indi-
viduals of both sexes age 50 and older.


The asset composition of male top wealth holders
varied by age cohort (see Figure E).  For wealthy
males under age 50, stock in closely held corporations
made up the largest share of total assets, 17.7 per-
cent.  Investment real estate made up the second


largest share of the total, 16.1 percent, followed by
the value of the personal residence, 12.2 percent.
Males under age 50 also had the highest debt-to-
asset ratio of the age groups examined, 19.3 percent
of total assets.  For male top wealth holders in the
65-and-older age category, publicly traded stock was
dominant, accounting for 23.2 percent of total portfo-
lio assets.  Other financial assets, including Federal,
corporate, and tax-exempt bonds issued by State or
local governments as well as mixed portfolio mutual
funds, accounted for 15.1 percent of total assets, the
second largest component of the total for this age
group.  Wealthy males age 65 and older also had the
lowest debt-to-asset ratio of the age groups exam-
ined, 5.3 percent of total assets.


Investments in real estate, including personal
residences, comprised more than 30 percent of total
assets for female top wealth holders age 50 and
under (see Figure F).  For females in this age group,
investments in publicly traded stock were the second
largest component of total assets, 14.5 percent, and,
unlike males in this age group, exceeded the share
invested in closely held stock (10.7 percent).  Female
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wealth holders in this youngest age group had the
highest debt-to-asset ratio of age groups examined
for women, 11.2 percent of total assets, still signifi-
cantly lower than that of their male counterparts.
Investments in publicly traded stock and other finan-
cial assets, primarily tax-exempt State and local
government bonds, dominated the portfolios of fe-
males in the 65-and-older age category, similar to
males in this same age group.  Wealthy women in
this oldest age group had the lowest debt-to-asset
ratio all of age groups examined for both men and
women, 3.0 percent of total assets.


State Data
Figure G reports the States with the largest number
of millionaires [8].  California, with its large popula-
tion, had the greatest number of individuals with net
worth of $1 million or more, 228,000.  New York had
the second largest number of millionaires, 120,000,
while Florida with 112,000 millionaires was third in
this ranking.


Looking at the number of millionaires on a per
capita basis eliminates the distortions caused by the
large populations in some States and thereby presents
a somewhat different picture of the distribution of
wealth across States [9].  Using this measure, Con-


necticut, the 27th largest state in terms of population
size, had the greatest concentration of individuals
with net worth of $1 million or more, 1,265 million-
aires per 100,000 residents.  The District of Colum-
bia, the 48th largest “state” by population size, ranked
second with 1,230 millionaires per 100,000 residents,
and New Jersey was third with 1,084 millionaires per
100,000 residents.  California, the state with the
greatest number of millionaires and almost 12 percent
of the total U.S. population, ranked fifth with 1,000
millionaires per 100,000 residents.  Figure H classifies
the States into three groups ranked by the per capita
number of millionaires:  the top third, those above the
median; the middle third, the median; and those below
the median.  The Figure shows that individuals with
net worth of $1 million or more were most highly
concentrated in the Northeast and on the West
Coast.


Top Wealth Holders, 1986-1995
The number of adult top wealth holders increased
24.1 percent between 1986 and 1995, while their total
asset holdings increased 22.6 percent [10].  Figure I
shows that there was an increase in the number of
top wealth holders between 1986 and 1989, a period
marked by economic expansion.  The economy
entered a recession at the end of 1990, one that
officially lasted until March 1991.  While the eco-
nomic downturn was short-lived, recovery was slow
and uneven.  The effect of the recession is reflected
in the slight decrease in the number of top wealth
holders between 1989 and 1992.  However, the
growth in the number of top wealth holders between
1992 and 1995 is evidence of the economic recovery
that occurred after the recession.  In fact, the
increase in the number of top wealth holders between
1992 and 1995 more than made up for the losses of
the prior period.


Figure J shows the distribution of top wealth
holders by sex for 1986-1995.  Overall, males made
up about two-thirds of this group, although, on aver-
age, they accounted for only 48.8 percent of the total
U.S. population during this period [11].  However, the
percentage of top wealth holders who were male
declined over these 10 years.  In contrast, the per-
centage of total top wealth holders who were female
increased steadily between 1986 and 1995, despite


Figure G


States with the Largest Number of Resident 
Millionaires, 1995¹ 
[Numbers are in thousands.]


Number of Total Millionaires as


State millionaires population a percentage of
State population


(1) (2) (3)


California.............................................................228          22,795          1.00 
New York.............................................................120          13,599          0.89 


Florida.............................................................112          10,795          1.04 
Illinois.............................................................78          8,704          0.89 


Texas.............................................................76          13,323          0.57 
Pennsylvania.............................................................70          9,163          0.76 


New Jersey.............................................................65          5,982          1.08 
Ohio.............................................................47          8,291          0.57 


Michigan.............................................................37          7,029          0.52 


Massachusetts.............................................................36          4,642          0.77 


    ¹ Millionaires defined as individuals with net worth of $1 million or more.
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Concentration of Top Wealth Holders with Net Worth of $1 Million or More, by State, 1995
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was a decline in the percentage of all female top
wealth holders in the youngest age category during
the period, the trends in the remaining age categories
are much less clear. The percentage of wealthy
females between the ages of 40 and 50 increased
between 1986 and 1989, but the relative size of this
group remained unchanged between 1989 and 1995.
There is no real change in the percentage of all
female wealth holders who were between the ages
of 50 and 65. The percentage of female top wealth
holders who were age 85 or older increased between
1986 and 1995.  The relative stability in the percent-
age of wealthy females in most age categories indi-
cates that the steady growth in the number of female
wealth holders between 1986 and 1995, seen earlier
in Figure J, occurred in all age groups.  Like their
male counterparts, there was a slight decline in the
median age for female top wealth holders between
1986 and 1995, from 78 to 76.


Figure M shows that, during the same 10-year
period, the majority of male top wealth holders, over
70 percent, were married, slightly higher than the


the 0.2-percent decline in the percentage of women
in the overall U.S. population during the same period.


Figure K depicts changes in the age composition
of male top wealth holders over time.  The median
age of male top wealth holders was relatively stable
between 1986 and 1995, declining slightly from 68 to
66.  The percentage of males age 40 and younger
declined from 16.1 percent to 11.0 during this period.
Likewise, the percentage of wealthy males who were
between the ages of 40 and 50 declined.  However,
the percentage of all male top wealth holders who
were between the ages 50 and 65 did not change
between 1986 and 1995.  In contrast, the percentage
of male top wealth holders who were age 65 or older
increased during the 10-year period.  These patterns
suggest an overall aging of the existing wealth holder
population with relatively fewer “new” young male
top wealth holders entering the population during the
period.


Looking at female top wealth holders by age over
the 10 years between 1986 and 1995 reveals a some-
what different picture (see Figure L).  While there
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average 65 percent of all males who were married in
the general U.S. population [12].  Interestingly, the
percentage of married male top wealth holders did
not change during this period, even though the per-
centage of married males in the general population
had been declining for several decades.  The per-
centage of wealthy males who were widowed, about
6 percent, is higher than the percentage of widowed
men in the general population, which averaged about
3 percent of all males between 1986 and 1995.  The
category “Other” in Figure M mainly includes men
who were separated or divorced.  The percentage of
divorced or separated males in the top wealth holder
population was slightly more than 6 percent.   It is
significant that the percentage of top wealth holders
in this category did not change over time, while the
percentage of divorced males in the general popula-
tion rose from 6.6 in 1986 to 8.0 in 1995.


Figure N  shows females top wealth holders
classified by marital status.  While just under 60
percent of the general female population were mar-
ried, a significantly smaller proportion (about 51
percent) of female top wealth holders were married.
On the other hand, a much larger portion of wealthy
females, around 30 percent, were widowed, while
only about 10 percent of females in the general pop-
ulation were surviving spouses.  However, it is inter-
esting to note both the declining proportion of wid-
owed female top wealth holders and the increase in
the proportion of married and single wealthy women.
These observations might suggest that the increase in
the overall percentage of women in the top wealth
holder group is attributable to factors such as the
increasing number of female entrepreneurs and busi-
ness executives.  The percentage of divorced and
separated female top wealth holders was a relatively
stable 8 percent between 1986 and 1995, compared
to the increase in the percentage of divorced women
in the general population from 8.9 percent in 1986 to
10.3 percent in 1995.


Portfolio Composition
Looking at the asset portfolios of top wealth holders
by sex shows some important differences.  For male
top wealth holders, investments in stock accounted
for the largest share of their portfolios (see Figure
O).  A portion of this was invested in closely held or
untraded stock.  Further, there was a clearly increas-
ing trend in the share of total assets held as stock
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between 1989 and 1995, in keeping with the overall
rise in stock values as evidenced by an increase in
Standard and Poor’s common stock index of 67
percent between 1989 and 1995.  This trend is
mirrored in the steadily declining percentage of total
assets held as real estate in the portfolios of male top
wealth holders between 1986 and 1995, and coincides
with the nationwide decline in the value of investment
real estate in the late 1980’s and into the 1990’s.  It is
also interesting to note the declining portion of the
portfolio held as cash, probably due to the increasing
number of relatively liquid, higher yielding mutual
funds that were introduced between 1986 and 1995.
The increased share of total assets invested in
retirement assets between 1986 and 1995, mainly
IRA and Keogh accounts, is due to the increased
popularity of defined-contribution retirement plans
during this period.


Female top wealth holders, like their male coun-
terparts, invested the largest share of their total
assets in stock, although, in contrast to males, a larger
share of their stock investments was invested in
publicly traded equities, rather than in stock issued by
closely held corporations (see Figure P).  Again, the
portion of total assets invested in real estate declined
after 1989, but, overall, women held a somewhat
higher percentage of their assets in real estate than
males.  Compared to male top wealth holders,
women also held a significantly higher percentage of
their portfolios in tax-exempt State or local govern-
ment bonds.  This may be a reflection of the higher
median age for female top wealth holders, since it is
typical for older investors to favor the stable, tax-
exempt income produced by these bonds.


Concentration Estimates
One way of looking at year-to-year changes in the
distribution of wealth is to examine the share of total
U.S. wealth held by a constant percentage of the
population.  Some researchers claim that the share of
wealth held by the top 1.0 percent of the population
has increased in recent years [13].  Figure Q reports
the percentages of total U.S. personal wealth held by
the top 1.0 percent and top 0.5 percent of the popula-
tion, 1989-1995 [14].  In 1995, individuals represent-
ing just 1 percent of the total U.S. adult population
held 22.47 percent of total U.S. personal wealth,
nearly the same as in 1992.  While Figure Q shows
an almost 1.0-percent increase in the share of wealth
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held by this group from 1989 to 1995, the increase is
not statistically significant, given the margin of error
of these estimates.  In fact, the percentage of wealth
held by the top 1.0 percent of the population re-
mained relatively stable during the 6-year period
1989-1995.  The same is true for the share of wealth
held by the top 0.5 percent of the total U.S. adult
population.  The number of individuals in this elite
group ranged from about 885,000 in 1989 to about
935,000 in 1995.  They held about 17 percent of the
nation’s net worth during this period.  These results
suggest that, while the real wealth of the nation’s top
wealth holders increased between 1989 and 1995, it
did so at a rate that was not significantly different
from that of the overall adult population.  These
results are consistent with those derived from the
Federal Reserve Board’s 1989-1995 Surveys of
Consumer Finances [15].


Summary
There were 4.4 million individuals in the United
States with gross assets of $600,000 or more in 1995.
These individuals represented 2.5 percent of the total


U.S. population and owned 27.4 percent of total U.S.
personal wealth.  While the number of individuals in
this elite group increased over time, the percentage of
wealth held by the top 1.0 percent and the top 0.5
percent of the population did not change significantly
in recent years, which indicates that the concentra-
tion of wealth in the United States has been relatively
stable.


The demographic composition of top wealth
holders in 1995 differed significantly from that of the
general population.  Research has shown that
wealthy individuals of both sexes live longer than
average Americans.  Males made up 63.4 percent of
this group, more than their 48.8-percent representa-
tion in the overall U.S. population, while women were
underrepresented in the top wealth holder group.   A
smaller percentage of wealthy individuals were
divorced or separated, while the percentages of this
group who were married or widowed were higher
than those of the overall population.  Both age and
sex seemed to play a role in the portfolio preferences
of top wealth holders.  Younger wealth holders
tended to hold larger portions of their portfolios in
equities and investment real estate and had higher
debt-to-asset ratios than older wealth holders, who
favored lower risk, tax-preferred investments.  As a
group, wealthy males held a greater percentage of
their portfolios in stocks issued by closely held busi-
nesses than female wealth holders.


There were a number of notable changes in both
the demographic makeup and the portfolio holdings of
America’s top wealth holders between 1986 and
1995.  During this 10-year period, the percentage of
women in this group grew steadily across most age
groups.  Between 1986 and 1995, the percentage of
the U.S. population that was divorced increased,
while the marital status of the top wealth holder
population was remarkably stable.  Changes in the
asset holdings of America’s top wealth holders, 1986-
1995, reflected the explosive development of new
investment opportunities during this period.  There
was a distinct trend away from real estate invest-
ments in favor of equity investments.  The prolifera-
tion of mutual funds and relatively secure money
market accounts provide a partial explanation for this
trend.  The percentage of total assets held as retire-
ment assets also increased, reflecting the growing
popularity of defined contribution retirement plans
during this period.
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Appendix:  The Estate Multiplier Technique
The estate multiplier technique assumes that estate
tax returns, taken as a whole, represent a random
sample of the living wealthy population, and thus
provide a means of producing reasonable estimates
of personal wealth.  The multiplier is equivalent to a
sampling weight where the probabilities of selection
include the probability of being a decedent and also
that of being included in the Statistics of Income
sample of estate tax returns.  The more difficult
computation is determining the probability of being a
decedent.  Mortality rates for the general population,
by age and sex, available from the National Center
for Health Statistics, provide the basis for the esti-
mates.  However, as mentioned, there is much
evidence that the wealthy have mortality rates
significantly lower than those of the entire population.
The following sections describe the sampling criteria
used to select the underlying estate tax returns, as
well as recent efforts to develop mortality rates
appropriate for this elite segment of the population.


Estate Tax Return Sample Design
Statistics of Income collects data from an annual
sample of Federal estate tax returns that are used
primarily for policy and budget purposes.  The sample
follows a 3-year cycle that is designed mainly to
accommodate year-of-death estimates, with each
study concentrating on decedents who died in the
first year, the focus year, of the 3-year cycle.  The
annual samples are adequate for producing estimates
by filing year as well.  Year-of-death estimates are
desirable because filing extensions and other filing
delays mean that returns filed in any given calendar
year can represent decedents who died in many
different years.  Thus, estate tax return data for a
single filing year can reflect different economic and
tax law conditions.  By concentrating on a single year
of death, these limitations can be overcome, making it
possible to study the data in the context of a single
time period.


Returns are selected using a stratified random
sample with three stratifying variables.  Since 1982,
the stratifying variables have been year of death
(focus year, non-focus year), total gross estate, and
age at death.   Gross estate is divided into five cat-
egories:  $600,000 under $1 million, $1 million under
$2.5 million, $2.5 million under $5 million, $5 million


under $10 million, and $10 million or more.  Age at
death is divided into age under 40, 40 under 50, 50
under 65, 65 under 75, and 75 and older.   Sample
rates vary from 3 percent to 100 percent, with over
half the strata selected with certainty, i.e., at the 100-
percent rate.


SOI has combined Federal estate tax returns
filed over 3-year periods to produce the estimates of
wealth for 1986, 1989, 1992, and 1995 presented
here.  One of the strengths of the estate multiplier
technique is the large sample upon which the esti-
mates are based.  The 1986 sample includes over
17,000 returns; the 1989, 22,000 returns; the 1992
more than 16,000 returns; and the 1995 more than
19,000 returns [16].


Mortality Differentials
Research has proven that individuals who are eco-
nomically or socially better off live longer and are
healthier than individuals in the general population.
Therefore, it is important to determine a mortality
rate appropriate to the wealthy decedents in the
estate tax return sample.   If mortality and wealth are
correlated, then biased estimates will result using
mortality rates unadjusted for wealth level.  Evidence
suggests that there is an inverse relationship between
these factors, meaning that unadjusted multipliers
would be too low and, thus, underestimate wealth
[17].


There have been a considerable number of
attempts to quantify differences between the mortal-
ity of the general population and that of the very
wealthy, looking at factors such as education, income,
and occupation, but focusing mainly on white males.
In fact, very little research has focused on the effects
of these factors on the mortality of women.  The first
U.S. estimates of personal wealth from estate tax
returns used mortality data supplied by the Metropoli-
tan Life Insurance Company for large, whole life
insurance policies to adjust national mortality rates.
This practice was used by SOI for many years.
One drawback was the inability to calculate adjust-
ments that were sex-specific from this data source.
Thus, an alternate data set, the National Longitudinal
Mortality Study (NLMS), produced by the National
Institutes of Health, was used here [18].


The NLMS is a random sample of 1.3 million
Americans of all ages, races, and sexes in the civil-
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ian, non-institutionalized population.  The sample was
drawn mainly from the Census Bureau’s Current
Population Survey.  Interviews, done by telephone,
achieved a 96-percent response rate.  Respondents
were at least 14 years of age.


Because the NLMS did not contain information
on a respondent’s wealth, income and occupation
were used to identify survey respondents with char-
acteristics similar to estate tax decedents.   Mortality
differentials were produced within age and sex
groups by calculating a simple ratio of the mortality
rate for NMLS decedents whose incomes and occu-
pations were similar to the incomes and occupations
of estate tax decedents to the mortality rate for all
individuals in the NMLS sample.  National mortality
rates, published by the National Center for Health
Statistics, were then multiplied by the differential to
obtain mortality rates appropriate for wealthy U.S.
decedents [19].


The differences between the mortality rates of
the general population and those of individuals with
characteristics similar to the estate tax decedent
population, captured in the magnitude of the mortality
rate differentials, were most pronounced for young
decedents; these differences disappeared entirely by
age 85.  For example, the mortality rate for a wealthy
male in the NMLS sample under the age of 40 was
about half that of all males in the sample.  However,
for males over 85 years of age, the mortality rates
were the same for both groups.  The mortality differ-
entials estimated here for wealthy males using the
NMLS are comparable with estimates by other
researchers using other data sources [20]. Wealth
seems to have had a much smaller effect on the
mortality rates of females in the NMLS sample than
on their male counterparts.  The mortality rate for
wealthy females in the NMLS sample under age 40
was 89 percent of that for all females in the sample.
Again, for females over 85 years of age, the mortality
rates were the same for both groups.


Multipliers
The multipliers (or sample weights) were calculated
as:


MULT= 1 / (p · r · d) where:
p = probability of selection to the estate tax sample,
r = mortality rate,
d = rate differential.


They ranged from 2 to 2000.  Some additional
smoothing of the multipliers was employed to con-
strain both tails of the net worth distribution [21].
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including all returns for young or wealthy
decedents filed during the 3-year sample period
without regard to their years of death.   These
segments of the sample are then post-stratified
and re-weighted to represent the true decedent
population for the year of interest.  This tech-
nique reduces the effect of outliers on estimates
of personal wealth.


[17] Smith, James, “Estimating the Wealth of Top
Wealth-Holders from Estate Tax Returns,”
Compendium of Federal Estate Tax Data
and Personal Wealth Studies, Department of
Treasury, IRS Publication 1773, 1994, p. 336.


[18] A more detailed description of this study is
found in: A Mortality Study of 1.3 Million
Persons by Demographic, Social, and
Economic Factors:  1979-1985 Follow-up,
U.S. National Longitudinal Mortality Study,
National Institutes of Health, National Heart,
Lung, and Blood Institute, NIH Publication


Number 92-3297, 1992.


[19] Mortality data for 1989, 1992, and 1995 were
obtained from the National Center for Health
Statistics, Division of Vital Statistics, as re-
ported in the Monthly Vital Statistics Report.
Data for 1989 are found in Volume 40, Number
11, January 7, 1992; data for 1992 are found in
Volume 43, Volume 6, March 22, 1995; data for
1995 are found in Volume 45, Number 11, June
12, 1997.  Mortality data for 1986 were ob-
tained from Vital Statistics of the United
States, 1986, Volume II, U.S. Department of
Health and Human Services, National Center
for Health Statistics, 1988.


[20] See, for example, Menchik, op. cit.


[21] For a more complete methodological discussion,
see Johnson, Barry, “Updating Techniques for
Estimating Wealth from Federal Estate Tax
Returns,” 1997 Proceedings of the American
Statistical Association, Section on Business
and Economic Statistics.


SOURCE: IRS, Statistics of Income Bulletin, Winter  1999/
2000, Publication 1136, Rev. 2/00.
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Table 1.--All Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of Assets, 
Debts, and Net Worth, by Size of Net Worth, 1995 
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Number of Net Personal 


Size of net worth top Total worth residence


wealth holders assets Number Amount Number Amount Number Amount


(1) (2) (3) (4) (5) (6) (7) (8)


     Total.......................................................................................................................4,400    6,713,127    3,469    660,375    4,400    6,052,753    3,151    653,236    


Under $600,000¹.......................................................................................................................1,089    613,288    986    219,737    1,089    393,551    836    133,224    


$600,000 under $1,000,000.......................................................................................................................1,739    1,459,430    1,264    124,596    1,739    1,334,834    1,189    203,483    


$1,000,000 under $2,500,000.......................................................................................................................1,201    1,909,089    913    136,880    1,201    1,772,209    855    190,841    


$2,500,000 under $5,000,000.......................................................................................................................249    905,612    202    61,024    249    844,588    180    64,775    


$5,000,000 under $10,000,000.......................................................................................................................82    594,822    69    38,042    82    556,780    62    33,403    


$10,000,000 under $20,000,000.......................................................................................................................27    402,337    24    25,155    27    377,182    20    14,945    


$20,000,000 or more.......................................................................................................................13    828,550    12    54,941    13    773,609    10    12,565    


Other Closely held Other Tax-exempt


Size of net worth  real estate stock        stock     bonds    


Number Amount    Number    Amount    Number    Amount    Number    Amount    


(9) (10) (11) (12) (13) (14) (15) (16)


     Total.......................................................................................................................2,718    1,083,955    939    777,413    3,046    1,172,696    1,671    498,624    


Under $600,000¹.......................................................................................................................581    128,254    182    31,675    586    37,335    149    7,289    


$600,000 under $1,000,000.......................................................................................................................1,052    254,353    278    64,700    1,234    195,822    693    77,231    


$1,000,000 under $2,500,000.......................................................................................................................806    334,743    320    166,140    916    292,046    607    146,957    


$2,500,000 under $5,000,000.......................................................................................................................180    150,125    95    113,323    206    173,774    144    86,211    


$5,000,000 under $10,000,000.......................................................................................................................64    87,344    39    95,948    69    126,290    53    62,430    


$10,000,000 under $20,000,000.......................................................................................................................24    54,864    15    86,756    23    92,479    18    40,934    


$20,000,000 or more.......................................................................................................................12    74,273    8    218,870    12    254,951    9    77,571    


Federal savings  Other Federal  Mixed bond mutual


Size of net worth bonds    Government bonds funds²    


Number    Amount    Number Amount    Number    Amount    Number    Amount    


(17) (18) (19) (20) (21) (22) (23) (24)


     Total.......................................................................................................................615    19,703    938    150,434    520    37,160    404    19,121    


Under $600,000¹.......................................................................................................................127    1,272    84    3,511    45    1,247    54    1,463    


$600,000 under $1,000,000.......................................................................................................................291    9,907    433    38,642    221    9,382    180    5,786    


$1,000,000 under $2,500,000.......................................................................................................................160    5,596    309    46,929    180    8,977    133    7,104    


$2,500,000 under $5,000,000.......................................................................................................................27    2,106    71    20,342    47    7,442    24    1,742    


$5,000,000 under $10,000,000.......................................................................................................................7    663    26    14,970    17    2,827    9    1,255    


$10,000,000 under $20,000,000.......................................................................................................................2    130    9    9,464    6    2,837    3    984    


$20,000,000 or more.......................................................................................................................1    28    5    16,574    4    4,449    1    786    


        Footnotes at end of table.


Debts  


foreign bonds    
Corporate and
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Table 1.--All Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of Assets, 
Debts, and Net Worth, by Size of Net Worth, 1995--Continued 
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Mixed portfolio Cash and money Mortgages and Equity value, life


Size of net worth mutual funds² market accounts notes insurance


Number    Amount    Number    Amount    Number    Amount    Number    Amount    


(25) (26) (27) (28) (29) (30) (31) (32)


     Total.......................................................................................................................1,150    75,317    4,210    383,777    1,220    194,666    3,163    145,501    


Under $600,000¹.......................................................................................................................204    5,391    1,035    33,514    222    15,056    1,004    52,209    


$600,000 under $1,000,000.......................................................................................................................486    25,583    1,661    133,817    440    41,380    1,142    36,835    


$1,000,000 under $2,500,000.......................................................................................................................350    28,008    1,157    130,302    383    55,563    794    37,100    


$2,500,000 under $5,000,000.......................................................................................................................73    8,667    237    40,386    110    30,363    148    10,441    


$5,000,000 under $10,000,000.......................................................................................................................23    4,138    80    22,341    41    18,723    50    5,107    


$10,000,000 under $20,000,000.......................................................................................................................9    2,118    26    10,453    15    11,821    16    2,516    


$20,000,000 or more.......................................................................................................................5    1,411    13    12,964    9    21,761    8    1,293    


Noncorporate Limited Retirement Other


Size of net worth businesses  partnerships assets³ assets


Number    Amount    Number    Amount    Number    Amount    Number    Amount    


(33) (34) (35) (36) (37) (38) (39) (40)


     Total.......................................................................................................................943    223,543    664    119,657    3,044    707,070    4,041    264,193    


Under $600,000¹............................................ 215    27,746    81    3,739    788    86,274    1,001    33,635    


$600,000 under $1,000,000.......................................................................................................................326    42,537    222    10,778    1,169    205,701    1,582    57,737    


$1,000,000 under $2,500,000.......................................................................................................................283    51,934    239    21,195    839    254,409    1,107    68,358    


$2,500,000 under $5,000,000.......................................................................................................................69    24,879    70    15,368    168    93,333    233    34,403    


$5,000,000 under $10,000,000.......................................................................................................................30    21,299    32    16,565    55    42,173    79    22,285    


$10,000,000 under $20,000,000.......................................................................................................................12    19,963    13    11,299    16    14,548    26    15,665    


$20,000,000 or more.......................................................................................................................6    35,185    8    40,713    9    10,632    13    32,111    


    ¹ Includes top wealth holders with negative net worth.


    ² Mutual funds with a single investment objective are grouped with similar direct investments in this table.


    ³ Includes individual retirement accounts, annuities, and self-employed retirement or Keogh plans.


    NOTE: Detail may not add to totals because of rounding.  
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Table 2.--Male Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of 
Assets, Debts, and Net Worth, by Size of Net Worth, 1995 
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Number of


Size of net worth top Total


wealth holders assets Number Amount Number Amount Number Amount


(1) (2) (3) (4) (5) (6) (7) (8)


     Total.......................................................................................................................2,791    4,339,772    2,226    507,262    2,791    3,832,510    2,005    385,869    


Under $600,000¹.......................................................................................................................844    468,967    763    179,193    844    289,774    649    97,631    


$600,000 under $1,000,000.......................................................................................................................993    850,981    719    88,231    993    762,750    680    108,959    


$1,000,000 under $2,500,000.......................................................................................................................721    1,173,264    549    97,635    721    1,075,629    506    104,953    


$2,500,000 under $5,000,000.......................................................................................................................152    563,393    125    42,975    152    520,417    111    37,112    


$5,000,000 under $10,000,000.......................................................................................................................53    387,443    45    30,085    53    357,358    39    19,990    


$10,000,000 under $20,000,000.......................................................................................................................19    282,418    17    21,901    19    260,517    13    8,278    


$20,000,000 or more.......................................................................................................................9    613,307    9    47,242    9    566,065    7    8,947    


Other Closely held Other Tax-exempt


Size of net worth  real estate stock        stock     bonds    


Number Amount    Number    Amount    Number    Amount    Number    Amount    


(9) (10) (11) (12) (13) (14) (15) (16)


     Total.......................................................................................................................1,744    701,645    724    626,519    1,865    689,651    895    255,750    


Under $600,000¹.......................................................................................................................436    93,307    161    28,141    451    26,857    99    4,420    


$600,000 under $1,000,000.......................................................................................................................627    152,169    207    52,027    684    94,479    348    34,029    


$1,000,000 under $2,500,000.......................................................................................................................499    213,224    237    126,049    537    153,384    319    67,569    


$2,500,000 under $5,000,000.......................................................................................................................115    93,890    71    85,200    124    89,690    80    43,171    


$5,000,000 under $10,000,000.......................................................................................................................41    57,869    29    74,822    45    72,808    31    36,341    


$10,000,000 under $20,000,000.......................................................................................................................16    39,486    12    67,728    15    57,899    11    25,114    


$20,000,000 or more.......................................................................................................................8    51,701    7    192,552    8    194,534    6    45,106    


Federal savings      Other Federal  Corporate and    Mixed bond mutual
Size of net worth bonds    Government bonds foreign bonds    funds²


Number    Amount    Number Amount    Number    Amount    Number    Amount    


(17) (18) (19) (20) (21) (22) (23) (24)


     Total.......................................................................................................................378    10,287    487    69,647    287    21,293    217    9,678    


Under $600,000¹.......................................................................................................................102    901    63    2,752    32    807    38    804    


$600,000 under $1,000,000.......................................................................................................................163    4,845    207    17,202    110    4,414    88    2,691    


$1,000,000 under $2,500,000.......................................................................................................................92    2,772    156    20,589    99    4,553    69    3,461    


$2,500,000 under $5,000,000.......................................................................................................................16    1,517    36    10,088    28    4,392    14    709    


$5,000,000 under $10,000,000.......................................................................................................................4    148    15    6,500    11    1,774    5    597    


$10,000,000 under $20,000,000.......................................................................................................................1    84    6    4,972    4    2,321    2    829    


$20,000,000 or more.......................................................................................................................1    20    3    7,544    3    3,031    1    585    


        Footnotes at end of table.


Debts  
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Table 2.--Male Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of 
Assets, Debts, and Net Worth, by Size of Net Worth, 1995--Continued 
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Mixed portfolio Cash and money Mortgages and Equity value, life
Size of net worth mutual funds² market accounts notes insurance


Number    Amount    Number    Amount    Number    Amount    Number    Amount    


(25) (26) (27) (28) (29) (30) (31) (32)


     Total.......................................................................................................................693    40,736    2,673    217,243    800    127,989    2,316    126,709    


Under $600,000¹.......................................................................................................................159    4,182    798    24,145    170    10,402    797    45,620    


$600,000 under $1,000,000.......................................................................................................................260    12,695    956    68,525    267    23,812    774    31,502    


$1,000,000 under $2,500,000.......................................................................................................................206    13,757    697    70,869    246    33,929    575    32,407    


$2,500,000 under $5,000,000.......................................................................................................................42    4,844    145    23,917    71    19,520    110    9,066    


$5,000,000 under $10,000,000.......................................................................................................................16    2,672    51    13,836    28    13,571    40    4,638    


$10,000,000 under $20,000,000.......................................................................................................................6    1,575    18    7,515    11    9,437    14    2,228    


$20,000,000 or more.......................................................................................................................3    1,011    9    8,436    7    17,318    7    1,247    


Noncorporate Limited Retirement Other


Size of net worth businesses  partnerships assets³ assets


Number Amount    Number Amount    Number Amount    Number Amount    


(33) (34) (35) (36) (37) (38) (39) (40)


     Total.......................................................................................................................686    167,508    425    76,797    2,053    545,036    2,566    160,549    


Under $600,000¹.......................................................................................................................177    22,837    66    3,239    615    70,193    775    25,320    


$600,000 under $1,000,000.......................................................................................................................227    31,068    127    6,961    716    149,175    907    33,298    


$1,000,000 under $2,500,000.......................................................................................................................197    35,942    152    15,678    549    198,266    665    42,804    


$2,500,000 under $5,000,000.......................................................................................................................50    18,725    44    9,724    114    75,657    142    18,107    


$5,000,000 under $10,000,000.......................................................................................................................22    17,489    21    11,207    39    30,735    51    12,839    


$10,000,000 under $20,000,000.......................................................................................................................9    17,255    9    7,858    13    12,779    18    9,561    


$20,000,000 or more.......................................................................................................................4    24,192    5    22,129    7    8,231    9    18,620    


    ¹ Includes top wealth holders with negative net worth.


    ² Mutual funds with a single investment objective are grouped with similar direct investments in this table.


    ³ Includes individual retirement accounts, annuities, and self-employed retirement or Keogh plans.


    NOTE: Detail may not add to totals because of rounding.  
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Table 3.--Female Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of  
Assets,  Debts, and Net Worth, by Size of Net Worth, 1995 
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Number of Net Personal 


Size of net worth top Total worth residence


wealth holders assets Number Amount Number Amount Number Amount


(1) (2) (3) (4) (5) (6) (7) (8)


     Total.......................................................................................................................1,609    2,373,355    1,243    153,112    1,609    2,220,243    1,146    267,367    


Under $600,000¹.......................................................................................................................245    144,321    223    40,543    245    103,778    187    35,594    


$600,000 under $1,000,000.......................................................................................................................746    608,450    545    36,366    746    572,084    509    94,524    


$1,000,000 under $2,500,000.......................................................................................................................479    735,824    364    39,245    479    696,580    349    85,888    


$2,500,000 under $5,000,000.......................................................................................................................97    342,219    77    18,049    97    324,171    69    27,664    


$5,000,000 under $10,000,000.......................................................................................................................30    207,380    24    7,958    30    199,422    23    13,413    


$10,000,000 under $20,000,000.......................................................................................................................8    119,919    7    3,254    8    116,665    7    6,666    


$20,000,000 or more.......................................................................................................................4    215,243    4    7,699    4    207,544    3    3,618    


Other Closely held Other Tax-exempt


Size of net worth  real estate stock        stock     bonds    


Number Amount    Number    Amount    Number    Amount    Number    Amount    


(9) (10) (11) (12) (13) (14) (15) (16)


     Total.......................................................................................................................974    382,310    215    150,894    1,181    483,045    777    242,873    


Under $600,000¹.......................................................................................................................144    34,947    22    3,534    135    10,479    50    2,869    


$600,000 under $1,000,000.......................................................................................................................424    102,184    71    12,673    550    101,343    345    43,202    


$1,000,000 under $2,500,000.......................................................................................................................307    121,519    83    40,091    379    138,661    287    79,388    


$2,500,000 under $5,000,000.......................................................................................................................65    56,234    24    28,123    82    84,084    64    43,041    


$5,000,000 under $10,000,000.......................................................................................................................23    29,475    9    21,127    25    53,482    21    26,089    


$10,000,000 under $20,000,000.......................................................................................................................7    15,378    4    19,028    7    34,580    6    15,820    


$20,000,000 or more.......................................................................................................................3    22,572    1    26,318    3    60,416    3    32,465    


Federal savings      Other Federal  Corporate and    Mixed bond mutual


Size of net worth bonds    Government bonds foreign bonds    funds²


Number    Amount    Number Amount    Number    Amount    Number    Amount    


(17) (18) (19) (20) (21) (22) (23) (24)


     Total.......................................................................................................................237    9,416    450    80,786    232    15,867    187    9,444    


Under $600,000¹.......................................................................................................................26    372    21    759    13    439    16    659    


$600,000 under $1,000,000.......................................................................................................................128    5,062    226    21,441    111    4,967    92    3,095    


$1,000,000 under $2,500,000.......................................................................................................................68    2,824    152    26,340    81    4,424    64    3,643    


$2,500,000 under $5,000,000.......................................................................................................................11    589    35    10,254    19    3,050    11    1,033    


$5,000,000 under $10,000,000.......................................................................................................................3    515    11    8,470    6    1,052    4    658    


$10,000,000 under $20,000,000.......................................................................................................................1    46    4    4,493    2    516    1    156    


$20,000,000 or more.......................................................................................................................1    8    2    9,030    1    1,418    1    201    


    Footnotes at end of table.


Debts  
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Table 3.--Female Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of 
Assets,  Debts, and Net Worth, by Size of Net Worth, 1995--Continued
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Mixed portfolio Cash and money Mortgages and Equity value, life


Size of net worth mutual funds² market accounts notes insurance


Number    Amount    Number    Amount    Number    Amount    Number    Amount    


(25) (26) (27) (28) (29) (30) (31) (32)


     Total.......................................................................................................................458    34,581    1,537    166,534    420    66,676    847    18,792    


Under $600,000¹.......................................................................................................................45    1,209    237    9,369    52    4,654    207    6,589    


$600,000 under $1,000,000.......................................................................................................................226    12,888    705    65,292    172    17,567    368    5,332    


$1,000,000 under $2,500,000.......................................................................................................................144    14,252    461    59,434    137    21,634    219    4,692    


$2,500,000 under $5,000,000.......................................................................................................................31    3,823    93    16,469    39    10,843    38    1,375    


$5,000,000 under $10,000,000.......................................................................................................................7    1,466    29    8,505    14    5,152    10    469    


$10,000,000 under $20,000,000.......................................................................................................................3    543    8    2,938    4    2,384    2    288    


$20,000,000 or more.......................................................................................................................1    400    4    4,528    2    4,443    1    46    


Noncorporate Limited Retirement Other


Size of net worth businesses  partnerships assets³ assets


Number Amount    Number Amount    Number Amount    Number Amount    


(33) (34) (35) (36) (37) (38) (39) (40)


     Total.......................................................................................................................257    56,035    239    42,859    991    162,033    1,475    103,645    


Under $600,000¹.......................................................................................................................39    4,909    15    500    173    16,081    226    8,315    


$600,000 under $1,000,000.......................................................................................................................99    11,469    96    3,816    453    56,526    675    24,439    


$1,000,000 under $2,500,000.......................................................................................................................87    15,992    87    5,516    290    56,143    442    25,554    


$2,500,000 under $5,000,000.......................................................................................................................20    6,154    26    5,644    54    17,677    91    16,297    


$5,000,000 under $10,000,000.......................................................................................................................8    3,810    10    5,358    16    11,438    28    9,446    


$10,000,000 under $20,000,000.......................................................................................................................3    2,708    4    3,441    4    1,769    8    6,104    


$20,000,000 or more.......................................................................................................................2    10,993    2    18,584    2    2,400    4    13,491    


    ¹ Includes top wealth holders with negative net worth.


    ² Mutual funds with a single investment objective are grouped with similar direct investments in this table.


    ³ Includes individual retirement accounts, annuities, and self-employed retirement or Keogh plans.


    NOTE: Detail may not add to totals because of rounding.  
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Table 4.--Male Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of Assets, 
Debts, and Net Worth, by Age, 1995  
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Number of Net Personal 
Age top Total worth residence


wealth holders assets Number Amount Number Amount Number Amount


(1) (2) (3) (4) (5) (6) (7) (8)


     Total.......................................................................................................................2,791        4,339,772    2,226        507,262    2,791        3,832,510    2,005        385,869    
Under 50.......................................................................................................................1,048        1,176,023    921        226,580    1,048        949,443    754        143,306    
50 under 65.......................................................................................................................1,009        1,692,161    826        202,786    1,009        1,489,375    758        147,805    
65 under 75.......................................................................................................................476        857,247    320        56,698    476        800,549    336        66,126    
75 under 85.......................................................................................................................198        436,496    119        12,759    198        423,737    127        22,961    
85 and older.......................................................................................................................60        177,845    40        8,439    60        169,405    29        5,671    


Other Closely held Other Tax-exempt


Age  real estate stock        stock     bonds    


Number Amount    Number    Amount    Number    Amount    Number    Amount    


(9) (10) (11) (12) (13) (14) (15) (16)


     Total.......................................................................................................................1,744        701,645    724        626,519    1,865        689,651    895        255,750    


Under 50.......................................................................................................................572        189,502    296        208,306    607        125,803    205        41,047    
50 under 65.......................................................................................................................698        308,034    299        262,065    690        222,103    298        67,276    
65 under 75.......................................................................................................................327        144,181    101        85,719    361        143,837    227        66,266    
75 under 85.......................................................................................................................121        49,172    25        49,843    158        135,911    126        53,744    
85 and older.......................................................................................................................26        10,757    4        20,586    48        61,996    38        27,417    


Federal savings      Other Federal  Corporate and    Mixed bond


Age bonds    Government bonds foreign bonds    mutual funds¹


Number Amount    Number    Amount    Number    Amount    Number    Amount    


(17) (18) (19) (20) (21) (22) (23) (24)


     Total.......................................................................................................................378        10,287    487        69,647    287        21,293    217        9,678    


Under 50.......................................................................................................................116        1,151    122        12,146    67        4,425    55        2,421    
50 under 65.......................................................................................................................138        2,379    153        20,188    96        6,637    72        3,164    
65 under 75.......................................................................................................................81        3,718    116        16,685    74        7,079    56        2,233    
75 under 85.......................................................................................................................35        2,326    74        13,283    38        2,231    26        1,339    
85 and older.......................................................................................................................9        713    22        7,346    13        920    7        521    


Mixed portfolio Mortgages and Equity value, life


Age mutual funds¹ notes insurance


Number    Amount    Number    Amount    Number    Amount    Number    Amount    


(25) (26) (27) (28) (29) (30) (31) (32)


     Total.......................................................................................................................693        40,736    2,673        217,243    800        127,989    2,316        126,709    
Under 50.......................................................................................................................234        10,919    992        60,352    251        34,318    900        47,097    
50 under 65.......................................................................................................................241        14,008    974        74,422    317        51,826    869        58,940    
65 under 75.......................................................................................................................146        9,349    456        44,712    163        28,428    376        15,650    
75 under 85.......................................................................................................................54        4,548    192        27,483    55        10,360    139        4,182    
85 and older.......................................................................................................................17        1,913    59        10,273    13        3,058    33        840    


Noncorporate Limited Retirement Other


Age businesses  partnerships assets² assets


Number Amount    Number Amount    Number Amount    Number Amount    


(33) (34) (35) (36) (37) (38) (39) (40)


     Total.......................................................................................................................686        167,508    425        76,797    2,053        545,036    2,566        160,549    


Under 50.......................................................................................................................252        63,214    122        17,413    754        125,941    960        57,137    
50 under 65.......................................................................................................................273        60,858    168        32,928    811        264,240    934        59,218    
65 under 75.......................................................................................................................113        23,703    95        19,023    368        131,498    441        25,996    
75 under 85.......................................................................................................................40        7,473    33        5,108    107        21,470    180        12,617    
85 and older.......................................................................................................................8        12,261    6        2,325    13        1,888    51        5,580    
    ¹ Mutual funds with a single investment objective are grouped with similar direct investments in this table.


    ² Includes individual retirement accounts, annuities, and self-employed retirement or Keogh plans.
    NOTE: Detail may not add to totals because of rounding.  
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Table 5.--Female Top Wealth Holders with Gross Assets of $600,000 or More:  Total and Type of  
Assets, Debts, and Net Worth, by Age, 1995 
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Number of Net Personal 
Age top Total worth residence


wealth holders assets Number Amount Number Amount Number Amount


(1) (2) (3) (4) (5) (6) (7) (8)


     Total.......................................................................................................................1,609    2,373,355    1,243    153,112    1,609    2,220,243    1,146    267,367    


Under 50.......................................................................................................................435    536,581    359    60,254    435    476,327    309    73,733    


50 under 65.......................................................................................................................475    736,054    365    59,433    475    676,621    374    95,183    


65 under 75.......................................................................................................................351    525,580    255    23,381    351    502,200    268    58,803    


75 under 85.......................................................................................................................236    391,279    177    7,093    236    384,187    154    30,918    


85 and older.......................................................................................................................112    183,861    88    2,952    112    180,908    42    8,731    


Other Closely held Other Tax-exempt


Age  real estate stock        stock     bonds    


Number Amount    Number    Amount    Number    Amount    Number    Amount    


(9) (10) (11) (12) (13) (14) (15) (16)


     Total.......................................................................................................................974    382,310    215    150,894    1,181    483,045    777    242,873    


Under 50.......................................................................................................................245    88,482    80    57,335    274    77,607    132    26,585    


50 under 65.......................................................................................................................339    152,796    78    49,793    344    128,510    217    51,435    


65 under 75.......................................................................................................................223    76,777    38    23,591    282    116,572    212    66,079    


75 under 85.......................................................................................................................121    43,324    15    9,602    190    101,220    150    72,750    


85 and older.......................................................................................................................47    20,930    3    10,573    91    59,135    65    26,024    


Federal savings      Other Federal  Corporate and    Mixed bond


Age bonds    Government bonds foreign bonds    mutual funds¹


Number Amount    Number    Amount    Number    Amount    Number    Amount    


(17) (18) (19) (20) (21) (22) (23) (24)


     Total.......................................................................................................................237    9,416    450    80,786    232    15,867    187    9,444    


Under 50.......................................................................................................................45    808    77    16,820    41    3,723    36    2,663    


50 under 65.......................................................................................................................56    1,433    123    19,078    67    4,177    59    2,058    


65 under 75.......................................................................................................................70    3,091    111    15,245    58    3,594    43    1,697    


75 under 85.......................................................................................................................43    2,159    93    17,699    45    2,781    35    1,932    


85 and older.......................................................................................................................23    1,924    47    11,945    21    1,591    14    1,094    


Mixed portfolio Mortgages and Equity value, life


Age mutual funds¹ notes insurance


Number    Amount    Number    Amount    Number    Amount    Number    Amount    


(25) (26) (27) (28) (29) (30) (31) (32)


     Total.......................................................................................................................458    34,581    1,537    166,534    420    66,676    847    18,792    


Under 50.......................................................................................................................111    9,447    409    30,196    105    22,941    299    8,028    


50 under 65.......................................................................................................................147    10,122    449    39,201    129    18,313    283    6,304    


65 under 75.......................................................................................................................106    6,746    339    40,622    102    15,383    147    2,880    


75 under 85.......................................................................................................................67    5,480    230    37,152    63    8,183    87    1,282    


85 and older.......................................................................................................................27    2,786    110    19,362    21    1,856    30    298    


Noncorporate Limited Retirement Other


Age businesses  partnerships assets² assets


Number Amount    Number Amount    Number Amount    Number Amount    


(33) (34) (35) (36) (37) (38) (39) (40)


     Total.......................................................................................................................257    56,035    239    42,859    991    162,033    1,475    103,645    


Under 50.......................................................................................................................74    18,483    51    7,824    305    47,728    394    24,974    
50 under 65.......................................................................................................................95    23,610    84    15,797    350    61,692    445    33,289    
65 under 75.......................................................................................................................50    7,863    60    7,559    227    39,274    325    21,267    
75 under 85.......................................................................................................................28    5,066    36    10,474    90    11,384    214    16,415    
85 and older.......................................................................................................................10    1,014    9    1,205    18    1,956    97    7,700    
    ¹ Mutual funds with a single investment objective are grouped with similar direct investments in this table.


    ² Includes individual retirement accounts, annuities, and self-employed retirement or Keogh plans.


    NOTE: Detail may not add to totals because of rounding.  
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Table 6.--Top Wealth Holders with Gross Assets of $600,000 or More and Net Worth Under $10,000,000: 
Total and Selected Assets, Debts, and Net Worth, by State of Residence, 1995
[All figures are estimates based on samples -- numbers are in thousands, money amounts are in millions of dollars]


Net


State of residence Number of top Total worth


wealthholders assets


Number Amount Number Amount


(1) (2) (3) (4) (5) (6)


    Total.......................................................................................................................4,360               5,482,241    3,433               580,279    4,360               4,901,962    
Alabama.......................................................................................................................50               57,997    39               4,553    50               53,445    
Alaska.......................................................................................................................10               10,397    10               1,437    10               8,960    
Arizona.......................................................................................................................52               66,624    42               6,125    52               60,499    
Arkansas.......................................................................................................................24               26,760    14               1,807    24               24,953    
California.......................................................................................................................653               889,820    543               132,961    653               756,860    
Colorado.......................................................................................................................65               79,573    58               7,901    65               71,672    
Connecticut.......................................................................................................................87               122,382    75               11,963    87               110,419    
Delaware.......................................................................................................................12               13,851    9               1,020    12               12,832    
District of Columbia.......................................................................................................................15               19,645    14               2,255    15               17,390    
Florida.......................................................................................................................298               417,251    222               42,208    298               375,043    
Georgia.......................................................................................................................88               107,043    75               13,454    88               93,588    
Hawaii.......................................................................................................................24               25,944    20               2,745    24               23,199    
Idaho.......................................................................................................................11               17,811    10               2,613    11               15,198    
Illinois.......................................................................................................................226               292,736    183               29,318    226               263,418    
Indiana.......................................................................................................................60               76,322    47               6,343    60               69,978    
Iowa.......................................................................................................................61               60,611    39               6,378    61               54,233    
Kansas.......................................................................................................................42               49,423    32               5,597    42               43,825    
Kentucky.......................................................................................................................39               47,993    29               6,856    39               41,137    
Louisiana.......................................................................................................................43               51,771    38               4,822    43               46,950    
Maine.......................................................................................................................15               19,617    11               2,244    15               17,373    
Maryland.......................................................................................................................81               102,135    62               7,849    81               94,286    
Massachusetts.......................................................................................................................130               151,389    114               18,008    130               133,382    
Michigan.......................................................................................................................115               145,908    91               11,174    115               134,734    
Minnesota.......................................................................................................................73               78,988    53               9,439    73               69,548    
Mississippi.......................................................................................................................25               29,792    18               3,907    25               25,884    
Missouri.......................................................................................................................68               89,869    52               6,652    68               83,217    
Montana.......................................................................................................................16               17,593    13               3,474    16               14,119    
Nebraska.......................................................................................................................32               37,087    25               4,274    32               32,813    


Nevada.......................................................................................................................21               37,729    18               3,329    21               34,400    
New Hampshire.......................................................................................................................19               22,936    13               3,283    19               19,654    
New Jersey.......................................................................................................................190               239,321    135               18,570    190               220,751    
New Mexico.......................................................................................................................24               27,157    18               4,469    24               22,687    
New York.......................................................................................................................400               487,457    306               44,896    400               442,561    
North Carolina.......................................................................................................................109               129,585    89               10,665    109               118,920    
North Dakota.......................................................................................................................13               14,491    9               2,170    13               12,321    
Ohio.......................................................................................................................169               194,877    120               15,826    169               179,051    
Oklahoma.......................................................................................................................39               40,713    27               2,876    39               37,837    
Oregon.......................................................................................................................56               75,041    43               11,391    56               63,650    
Pennsylvania.......................................................................................................................175               224,065    143               16,890    175               207,175    
Rhode Island.......................................................................................................................14               14,421    11               966    14               13,455    
South Carolina.......................................................................................................................65               70,134    51               7,880    65               62,255    
South Dakota.......................................................................................................................13               11,894    9               842    13               11,052    
Tennessee.......................................................................................................................76               92,481    55               7,930    76               84,551    
Texas.......................................................................................................................254               312,664    213               32,024    254               280,640    
Utah.......................................................................................................................19               24,690    13               2,640    19               22,050    
Vermont.......................................................................................................................9               10,986    8               823    9               10,163    
Virginia.......................................................................................................................95               117,340    77               15,775    95               101,566    
Washington.......................................................................................................................92               118,578    72               10,622    92               107,956    
West Virginia.......................................................................................................................15               18,349    14               2,425    15               15,924    
Wisconsin.......................................................................................................................60               71,211    46               4,808    60               66,403    
Wyoming.......................................................................................................................9               10,266    5               1,077    9               9,190    
Other areas¹.......................................................................................................................7               9,523    5               725    7               8,798    


        Footnotes at end of table.
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Table 6.--Top Wealth Holders with Gross Assets of $600,000 or More and Net Worth Under $10,000,000:
Total and Selected Assets, Debts, and Net Worth, by State of Residence, 1995--Continued
[All figures are estimates based on samples--numbers are in thousands, money amounts are in millions of dollars]


Real Corporate Cash and money Bonds


State of residence estate stock market accounts  


Number Amount Number Amount Number Amount Number Amount


(7) (8) (9) (10) (11) (12) (13) (14)
    Total.......................................................................................................................3,963         1,580,544    3,358         1,297,053    4,171         360,360    2,360      571,283    
Alabama.......................................................................................................................47         13,473    42         13,281    50         3,848    25      7,721    
Alaska.......................................................................................................................9         3,435    7         1,422    9         411    5      356    
Arizona.......................................................................................................................50         21,760    41         14,964    49         4,438    34      9,171    
Arkansas.......................................................................................................................22         6,101    17         6,527    24         2,697    15      3,237    
California.......................................................................................................................613         360,220    480         165,456    636         53,682    338      75,159    
Colorado.......................................................................................................................61         25,121    53         17,043    61         4,584    35      7,617    
Connecticut.......................................................................................................................77         33,395    67         34,531    85         7,771    50      11,117    
Delaware.......................................................................................................................10         2,608    9         4,026    12         1,003    8      1,440    
District of Columbia.......................................................................................................................12         6,143    9         4,143    14         1,139    7      2,858    
Florida.......................................................................................................................271         107,065    234         106,687    279         23,399    181      63,943    
Georgia.......................................................................................................................80         33,960    69         27,956    85         6,735    39      7,902    
Hawaii.......................................................................................................................23         12,607    15         3,796    23         1,613    8      1,790    
Idaho.......................................................................................................................10         5,584    8         5,197    11         814    6      1,132    
Illinois.......................................................................................................................203         83,455    179         71,771    215         18,646    119      30,555    
Indiana.......................................................................................................................53         19,363    47         20,069    58         6,547    29      7,811    
Iowa.......................................................................................................................55         16,433    41         13,404    59         4,864    37      5,388    
Kansas.......................................................................................................................39         12,747    33         10,346    40         4,045    23      6,123    
Kentucky.......................................................................................................................38         12,025    31         12,249    37         5,439    22      4,487    
Louisiana.......................................................................................................................41         14,591    35         11,268    41         3,253    29      6,750    
Maine.......................................................................................................................14         6,781    10         5,542    14         859    6      1,748    
Maryland.......................................................................................................................73         26,492    66         28,648    78         4,846    48      12,515    
Massachusetts.......................................................................................................................122         45,960    104         39,547    125         9,842    68      13,591    
Michigan.......................................................................................................................106         31,208    96         40,655    111         9,147    61      11,762    
Minnesota.......................................................................................................................68         21,690    58         18,181    67         5,023    36      7,090    
Mississippi.......................................................................................................................23         6,581    20         8,631    24         2,722    11      2,332    
Missouri.......................................................................................................................57         18,967    52         24,010    65         7,303    44      12,609    
Montana.......................................................................................................................14         6,853    11         3,707    15         1,686    8      908    
Nebraska.......................................................................................................................29         10,163    21         8,323    30         2,909    14      3,081    


Nevada.......................................................................................................................21         11,608    18         11,179    20         1,616    10      4,358    
New Hampshire.......................................................................................................................17         5,676    15         6,611    18         1,693    10      2,419    
New Jersey.......................................................................................................................175         61,712    150         58,494    183         17,167    108      30,287    
New Mexico.......................................................................................................................20         6,685    17         7,046    24         2,063    12      2,733    
New York.......................................................................................................................337         128,537    290         100,607    377         34,247    221      58,034    
North Carolina.......................................................................................................................102         37,612    84         33,553    103         7,553    54      11,084    
North Dakota.......................................................................................................................12         4,614    11         3,164    13         869    5      582    
Ohio.......................................................................................................................143         45,418    135         57,656    156         13,221    88      19,742    
Oklahoma.......................................................................................................................34         8,477    26         8,865    38         4,309    18      5,643    
Oregon.......................................................................................................................52         25,600    47         17,515    52         3,653    26      5,820    
Pennsylvania.......................................................................................................................153         44,678    137         55,108    161         14,676    102      26,491    
Rhode Island.......................................................................................................................12         3,804    10         4,403    14         828    9      2,046    
South Carolina.......................................................................................................................60         22,078    47         14,360    63         3,304    34      5,924    
South Dakota.......................................................................................................................12         3,377    10         2,451    12         759    8      1,141    
Tennessee.......................................................................................................................71         24,373    53         23,403    72         7,645    39      7,727    
Texas.......................................................................................................................236         72,432    201         70,761    251         24,227    139      35,033    
Utah.......................................................................................................................17         6,332    14         6,652    17         1,896    6      1,312    
Vermont.......................................................................................................................8         2,266    9         3,560    9         678    6      1,652    
Virginia.......................................................................................................................91         35,328    78         30,388    91         6,914    54      10,042    
Washington.......................................................................................................................87         37,695    73         25,576    90         7,557    55      10,715    
West Virginia.......................................................................................................................15         3,770    13         7,066    15         1,306    11      2,148    
Wisconsin.......................................................................................................................54         18,629    53         21,011    59         3,934    34      4,765    
Wyoming.......................................................................................................................8         3,204    7         2,746    9         389    3      443    
Other areas¹.......................................................................................................................5         1,858    6         3,498    6         595    3      950    


    ¹ U.S. citizens domiciled abroad.  Persons who acquired U.S. citizenship solely by virtue of being a citizen of Puerto Rico or the Virgin Islands are not included. 


    NOTE: Detail may not add to totals because of rounding.
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Statistics from individual income tax returns reveal
some dramatic changes in the past 18 years.  The tax re-
forms of 1981 and 1986 significantly lowered individual
income tax rates and, in the latter, substantially broadened
the income tax base [1].  Tax law changes effective for
1991 and 1993 initiated rising individual income tax rates
and further modifications to the definition of taxable in-
come.  In addition, two recessions have transpired, and
the U.S. economy has become more service-oriented and
global in nature.  With all of these changes, a question that
arises is what has happened to the distribution of individual
income and the shares of taxes paid by various income-
size classes?


This paper is an examination of recent trends in the
distribution of individual incomes based on a consistent
measure of taxable income.  The paper has four sections.
The first section briefly summarizes background informa-
tion on a measure of individual income derived as a “ret-
rospective concept” from individual income tax returns.
The second section highlights some of the more substan-
tial changes to the Internal Revenue (Tax) Code, particu-
larly those affecting individual income tax liabilities.  The
third section examines and analyzes aggregate time series
data on individual income and taxes based on income tax
return filings with the IRS.  The last section summarizes
some of the results, presents conclusions, and describes
future research plans.


A Retrospective Definition of Income
In order to analyze changes in income and taxes over


a period of years, a consistent definition of income must
be used [2].  However, the most commonly used income
concept available from Federal income tax returns, adjusted
gross income (AGI), was designed to facilitate tax admin-
istration, and its definition has changed over time to re-
flect modifications to the Internal Revenue Code.


The new tax laws of the 1980’s and 1990’s, including
the Economic Recovery Tax Act of 1981 (ERTA), the Tax
Reform Act of 1986 (TRA), the Revenue Reconciliation Act
of 1990 (RRA), and the Omnibus Budget and Reconcilia-
tion Act of 1993 (OBRA) made significant changes to both
the tax rate schedules and the components of AGI.  These
changes made it more difficult to use AGI for accurate
intertemporal comparisons of income.  For this reason, an
income definition that would be applicable over


several years was developed to allow comparisons both
before and after the major tax legislation [3].


The “1979 Income Concept” was developed to address
this problem by providing a more uniform measure of in-
come across tax years.  This “retrospective income” con-
cept was calculated by including the same income and
deduction items in each year’s income calculation and from
items available on Federal individual income tax returns.
Tax Years 1979 through 1986 were used as base years in
identifying the income and deduction items included in
this concept.  As a result, the definition of the 1979 In-
come Concept is consistent throughout the base years and
was used for later years to compare income by including
only income components common to all years [3,4].


The calculation of the 1979 Income Concept is shown
in Figure A.  Several items partially excluded from AGI
for the base years were fully included, the largest of which
was capital gains.  The full amounts of all capital gains, as
well as all dividends and unemployment compensation,
were included in the income calculation.  Total pensions,
annuities, IRA distributions, and rollovers were added,
including the nontaxable portions that were excluded from
AGI.  Social Security benefits were omitted because they
were not reported on tax returns until 1984.  Also, any
depreciation in excess of straight-line depreciation, which
was subtracted in computing AGI, was added back [4].


The 1979 Income Concept applied to 1996 includes
many income and deduction items that are components of
AGI and also includes nontaxable (i.e., tax-exempt) amounts
of income reported on individual income tax returns, as
well as disallowed passive loss deductions.  Deductions
that are subtracted in the calculation of the 1979 Income
Concept include employee business expenses, alimony
paid, and moving expenses.  These same items were sub-
tracted in computing AGI until 1987, when unreimbursed
business expenses and moving expenses were changed
from adjustments to itemized deductions.  (For 1996, mov-
ing expenses were once again an adjustment to income.)
The amounts reported for moving expenses (for 1987-1993)
and employee business expenses by taxpayers who item-
ized deductions were also subtracted in the calculation of
the 1979 Income Concept.  Taxpayers who did not itemize
deductions, however, could not claim either of these two
expenses because they were not allowed as adjustments
after 1986 (until 1994, when moving expenses were once







Figure A.--Components of the 1979 Income Concept for
Tax Year 1996


1979 Total Income Concept =


Salaries and wages1


Plus (+):
Interest1
Dividends1


Taxable refunds1


Alimony received1


Capital gains minus allowable losses reported on
   Schedule Dl


Capital gains and losses not reported on Schedule D1


Other gains and losses (Form 4797)1


Business net income or loss1


Farm net income or loss1


Rent net income or loss1


Royalty net income or loss1


Partnership net income or loss1


S Corporation net income or loss1


Farm rental net income or loss1


Estate or trust net income or loss1


Unemployment compensation1


Depreciation in excess of straight-line depreciation 2
Total pension income3


Other net income or loss1


Net operating loss1


Minus (-):
Disallowed passive losses (Form 8582)4


Moving expenses1


Alimony paid1


Unreimbursed business expenses4


1  Included in adjusted gross income (AGI) for Tax
Year 1996.


2 Adjustment to add back excess depreciation (ac-
celerated over straight-line depreciation) deducted
in the course of a trade or business and included
in net income (loss) amounts.


3   Includes taxable and tax-exempt pension and re-
tirement distributions, including IRA distributions.


4 Not included in AGI for Tax Year 1996.


again allowed as an adjustment).  For this reason, the de-
duction for these two expenses beginning in 1987 is not
completely comparable to that for previous years [4].


Comparison between AGI and retrospective income. --
As stated, the Tax Reform Act of 1986 (TRA) made ex-


tensive changes to the calculation of AGI beginning with
1987, and these changes made necessary a revision of the
calculation of the 1979 Income Concept, in order to make
tax years beginning with 1987 comparable to the base
years, 1979 through 1986.  TRA limited the deduction of
passive losses and eliminated unreimbursed employee
business expenses and moving expenses as adjustments
in figuring AGI beginning with Tax Year 1987.  Since pas-
sive losses had been fully deductible for both income mea-
sures prior to 1987, the disallowed passive losses had to
be deducted in the 1979 Income Concept calculation for
tax years after 1986 [4].


Before TRA became effective, a comparison of income
measured by AGI with that measured by the 1979 Income
Concept showed significant differences at income levels
of $200,000 or more.  But, with the elimination of prefer-
ential treatment of various income items by TRA, such as
the exclusion of a portion of capital gains, much of the
difference disappeared.  Under tax law prior to 1987, the
capital gains exclusion accounted for the largest differ-
ence between the two income measures at the higher in-
come levels.  For 1996, the 1979 retrospective income
amount was 8.3 percent higher than income calculated us-
ing AGI.  This difference was primarily attributed to the
inclusion of more than $130.6 billion in nontaxable pen-
sions and annuities (including IRA distributions) in retro-
spective income.


Some limitations of the data.--The Statistics of Income
(SOI) Division of IRS produces annual studies of indi-
vidual income and taxes by sampling and compiling data
from Forms 1040, U. S. Individual Income Tax Return.
Returns are selected as part of random, stratified cross-
sectional samples.  For this study, returns are then tabu-
lated into size classes of retrospective income, and the
percentile thresholds are estimated by interpolation [5].


While the 1979 retrospective income concept is a con-
sistent measure for interyear income comparisons, its ap-
plication in this study still has shortcomings.  First, since
the data set is based on successive cross-sectional samples,
it is not a panel.  In the underlying microdata, individuals
can move in and out of annual studies, as well as move
across size classes.  For example, a person with a large
windfall gain could appear in the top 5-percent class in
one year, but then fall to a lower size class or even out of
the samples in other years.


It should also be noted that cash and in-kind public
assistance, as well as Earned Income Tax Credit refunds,
are all excluded from the income measure.  Further, while
Federal individual income taxes are included in the data-
base, Social Security (FICA) taxes, corporation income
taxes, and excise taxes are not.  Therefore, the database is
a good measure of what it includes but does have some
limitations in content or scope.







Marginal and Average Tax Rates
Marginal tax rates for a specific individual income tax


return depend on the types and amounts of income reported
and assumptions concerning the order in which the income
is taxed.  This determination is complicated by the pres-
ence of the alternative minimum tax, various tax credits,
limitations on itemized deductions, and phaseout of ex-
emptions, all of which are not specifically addressed in
this study.  However, despite these limitations, it is still of
interest to compare the highest individual marginal tax rate
and the highest marginal tax rate for capital gains to the
empirically-determined average effective tax rate, all of
which are shown in Figure B [6].


Of the three series, the average tax is clearly the lowest
and the most stable over the time period.  The average tax
rate, which was computed from the retrospective income
and tax liabilities, varies between 12.5 percent and 15.1
percent over this 18-year period.  The variation between
years is small despite the frequent and substantial changes
to the marginal tax rates, which are at considerably higher
levels and show substantially more change.


From an historical perspective, what is most striking
about the top individual marginal tax rate is that it was as
high as 70 percent for the highest income levels (such as
married filing joint returns with taxable income over
$215,400) for 1979 through 1981.  These historically high
marginal tax rates declined substantially with the passage
of the Economic Recovery Tax Act (ERTA) in 1981, effec-
tive for Tax Year 1982, which lowered the top marginal rate
to 50 percent, where it remained through 1986.  The pas-
sage of the Tax Reform Act of 1986 (TRA), the most com-
prehensive revision of the Internal Revenue Code since
1954, broadened the individual tax base by curtailing or


rescinding many provisions that had previously eroded
the base, while lowering the top marginal tax rate to 28
percent (once fully phased in for 1988).


The new rate structure remained in effect through Tax
Year 1990, but, beginning for Tax Year 1991, the top indi-
vidual rate began to climb.  For 1991, the top marginal tax
rate climbed to 31 percent, and it again increased, this time
to 39.6 percent, under the Omnibus Budget and Reconcili-
ation Act (OBRA) beginning for 1993.  The highest mar-
ginal rate for capital gains income is also shown in the
figure, since it is a key determinant of the overall effective
rate, particularly for high-income individuals who often
have substantial capital gains.  Despite the high marginal
tax rates, particularly in the pre-TRA period, capital gains
have generally been taxed at significantly lower levels.  In
the pre-TRA period, this was mainly attributable to the fact
that 60 percent of long-term gains could be excluded.  So,
even with top marginal rates of 70 percent in the early
1980’s, the 60-percent exclusion effectively created a maxi-
mum tax rate of 28 percent (40 percent of 70 percent) [7].
When the top individual marginal tax rate was lowered to
50 percent, effective for 1982, the top capital gains rate
declined correspondingly to 20 percent (40 percent of 50
percent).


Time Series Data on Income and Taxes
This section of the paper examines the income per-


centile data for 1979 through 1996 with attention to the
income and tax shares by percentile and  average tax rates.
The database for this study ranks individual taxpayers from
highest to lowest, by size of retrospective income annu-
ally, for the period 1979 to 1996 and groups them into in-
come-size classes.  The income-size classes were converted


Figure B.--Average and Marginal Tax Rates, 1979-1996
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to percentiles and were collapsed to:  the top 1 percent; the
next 1 to 10 percent; the next 10 to 50 percent; and the
bottom 50 percent of the overall income distribution.  In
addition to the numbers of individual tax returns and the
amount of retrospective income in each size class, the da-
tabase includes taxes paid.  Using these data, the income
and tax shares and the average taxes have all been com-
puted for each income-size class for all years.


With this database, we sought to answer the following
questions--have changes to the tax laws or, more specifi-
cally, the tax rates, affected the distribution of individual
incomes (i.e., income shares), the shares of taxes paid by
income-size classes, and the average tax burdens or effec-
tive rates of taxation?


Income shares.--The data on income shares by income-
size class are shown in Figure C.  The share of income
accounted for by the top 1 percent of the income distri-
bution has climbed steadily from a low of 9.6 percent for
1979 to a high of 16.5 percent for 1996.  While this in-
crease is quite steady, there were some significantly large
jumps, particularly for 1986, due to a surge in capital gains
realizations after the passage, but before the implementa-
tion, of TRA.  The top 1-percent share also increased for


year period.  However, the 10-to-50 percent group still ac-
counted for the largest share of income in all years.


Tax shares.--Data on tax shares by income-size groups are
shown in Figure D.  The share of taxes accounted for by
the top 1-percent group also climbed steadily in this pe-
riod, from initially at 19.8 percent for 1979, then declining to
a low of 17.4 percent for 1981, but then rising to a high of
31.7 percent for 1996.  As for incomes, there were some
unusually large increases, particularly for 1986, but also
for 1993, the first year of the 39.6-percent marginal tax rate.
As for incomes, the tax share of the top 1-percent group
declined in recession years.


The 1-to-10 percent size class exhibited relatively little
change in the overall share of taxes paid, increasing from
30.1 percent to 30.3 percent in the 18-year period.  The 10-
to-50 percent class and the bottom 50-percent class both
had declining shares of total taxes paid.  The 10-to-50 per-
cent class accounted for the largest share in taxes paid, but
had a decline from 43.0 percent to 33.6 percent of the total
in the 1979 to 1996 period.  The bottom 50-percent class
had a decline in share of taxes paid from 7.0 percent to 4.4
percent in this period.


1995 and 1996.  Notable declines in the top 1-percent  share
occurred in the recession years of 1981 and 1990-1991.


This pattern of an increasing share of total income is
mirrored in the 1-to-10 percent class, but to a lesser ex-
tent.  For this group, the income share increased from 23.5
percent to 26.0 percent in this period.  The lower income-
size classes, 10-to-50 percent and the bottom 50 percent,
both show declines in shares of total incomes over the 18-


Effective tax rates.--Average tax rates by income-size class
are presented in Figure E.  In looking at these data, what is
most striking is the progressivity of the tax system--aver-
age tax burdens increase with income-size classes in all
years, since none of the lines intersects.  Clearly, the over-
all progressivity of the individual tax system is reaffirmed.


Average tax rates declined between 1979 and 1996 for
all income-size classes; however, the trends are not as


Figure C.--Income Shares by Income Percentiles by Year, 1979-1996
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steady as those for the income and tax shares.  For ex-
ample, all size classes show declines in average taxes in the
pre-TRA years, but all show increases in the 1994-96 pe-
riod.  The top 1-percent group clearly shows the effects of
the 1986 capital gains realizations, in anticipation of the
ending of the long-term gains exclusion, which began in
1987.  This brought about a substantial increase in realiza-
tions that swelled the income amounts in the highest in-
come groups.  This effect caused a significant increase in
income, taxes, and the income threshold of the top 1-per-
cent group for 1986.


As a result of the OBRA-initiated 39.6-percent top mar-
ginal tax rate, both the average tax rate and the income tax


shares of the 1-percent group increased sharply beginning
for 1993.  This was an expected result, but average tax
increases were also evident in smaller income-size classes as
well.


Conclusions and Future Research
Some conclusions can be drawn from examination of


these data.  First, the income and tax shares of the top 1-
percent group increased substantially in this period.  The
income share of the top 1-percent rose considerably from
9.6 percent to 16.5 percent of total income, while the share
of taxes paid by this group also increased significantly,
rising from 19.8 percent to 31.7 percent, an increase


Figure D.--Tax Shares by Income Percentiles by Year, 1979-1996
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Figure E.--Effective Tax Rate for Income Percentile Classes by Year, 1979-1996
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examine distributional effects.  Plans are also to extend this
analysis and compare these results to those of other re-
searchers.
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  The Statistics of Income Division (SOI) of the 
Internal Revenue Service (IRS) uses a number of 
methods for ensuring the quality and integrity of the 
data it produces for tax administration research.  As a 
first line of quality assurance, codes and mathematically 
related data items are extensively tested as SOI 
employees enter them into computer databases.  In 
addition, for a sub-sample of returns selected and 
processed in most studies, SOI assigns a second 
employee to reenter and edit the data.  Values from the 
first and second edit are then computer-matched.  A 
supervisor resolves discrepancies discovered during the 
match.  The original value, second value, and correct 
values are all collected as a part of the quality review 
system, as are a set of codes that describe the cause of 
the error, in broad categories. 
 This paper will use quality review data from 
Federal estate tax returns (Form 706) selected into the 
Calendar Year 2002 SOI Estate Tax Study to estimate 
the effects of non-sampling error on estimates derived 
from the final data file. 
 
Background 
 The Federal estate tax is levied on estates for the 
right to transfer assets from a decedent’s estate to its 
beneficiaries; it is not an inheritance tax.  A Federal 
estate tax return must be filed for every U.S. decedent 
whose gross estate, valued on the date of death, 
combined with certain lifetime gifts made by the 
decedent, equals or exceeds the filing threshold 
applicable for the decedent’s year of death.  A 
decedent’s estate must file a return within 9 months of a 
decedent’s death, but a 6-month extension is usually 
granted.   
 All of a decedent’s assets, as well as the decedent’s 
share of jointly owned and community property assets, 
are included in the gross estate for tax purposes and 
reported on Form 706.  Also reported are most life 
insurance proceeds, property over which the decedent 
possessed a general power of appointment, and certain 
transfers made during life.   
 Expenses and losses incurred in the administration 
of the estate, funeral costs, and the decedent’s debts are 
allowed as deductions against the estate for the purpose 
of calculating the tax liability.  A deduction is allowed 
for the full value of bequests to the surviving spouse.  
Bequests to qualified charities are also fully deductible. 
 
 


Data Description 
 The 2002 SOI Estate Tax Study was a stratified, 
random sample of returns filed in Calendar Year 2002 
and was the second year in a 3-year study of Federal 
estate tax returns filed 2001-2003.  The sample was 
designed for use in both estimating tax revenues in all 3 
calendar years and personal wealth holdings for 2001 
decedents.  The 3-year sample period was devised to 
ensure that nearly all returns filed for 2001 decedents 
would be subjected to sampling, since a return could be 
filed up to 15 months after the decedent’s death.  The 
design had three stratification variables:  size of total 
gross estate plus the value of most taxable gifts made 
during the decedent’s life, age at death, and year of 
death.  The year-of-death variable was separated into 
two categories, 2001 year of death and non-2001 year 
of death, in order to facilitate studies of 2001 decedents.  
Returns were chosen before audit examination and 
selected using a stratified random probability sampling 
method.  A portion of the sample was selected because 
the ending digits of the decedents’ Social Security 
Numbers (SSN) corresponded with those in the 1-
percent Social Security Administration Continuous 
Work History Sample.  However, the majority of 
returns were selected on a flow basis using the 
Bernoulli sampling method.   
 The sampling mechanism was a permanent random 
number based on an encryption of the decedent’s SSN.  
Sample rates were preset based on the desired sample 
size and an estimate of the population.  Sampling rates 
ranged from 3 to 100 percent, with more than half of 
the strata selected with certainty.   
 Data collection for the 2002 Estate Tax Study was 
conducted at the IRS Cincinnati Submission Processing 
Center.  Employees entered the data from the estate tax 
return into a database using a Graphical User Interface 
(GUI) data entry system.  Nearly 100 distinct data items 
were captured, with some balance sheet assets recurring 
hundreds, even thousands, of times, as assets were 
allocated to 32 different categories, such as stocks, 
bonds, and real estate.  Tax returns ranged in size from 
a dozen to many thousands of pages, including 
appraisals, investment account listings, and legal 
documents.  Tests embedded in the data entry system 
were used to validate entries and to ensure that 
mathematical relationships among variables were 
correctly preserved.  There were more than 200 
validation tests performed on each tax return included 
in the 2002 study. 
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 While embedded testing can assure that codes are 
correct within a given range of values and that fields are 
mathematically consistent, many of the decisions that 
employees make when transforming tax return 
information into statistically usable data are not easily 
tested.  For example, while several codes may be valid, 
determining the best code to describe a particular 
taxpayer’s behavior or characteristics cannot always be 
automated.  To address this problem, SOI developed a 
double entry quality review system.  This system is a 
valuable tool for measuring both individual employee 
performance and overall data quality.   
 
Quality Review System 
 A subsample of returns in the 2002 Estate Tax 
Study was subjected to additional review for quality 
assurance purposes.  Returns were included in the 
quality review (QR) subsample through two different 
mechanisms, 100-percent review and product review.  
The 100-percent review consisted of all returns that 
were edited while an employee was in training.  Product 
review was selected after the training period had been 
completed, and it comprised a 10-percent random 
sample of each employee’s work.  The product review 
sample was selected on a flow basis method using a 
pseudorandom number called the Transform Taxpayer 
Identification Number, or TTIN.  The TTIN is a unique 
random number that is generated by mathematically 
transforming selected digits of the decedent’s Social 
Security Number.   The TTIN was then compared to the 
sample number, which represented the sample rate, in 
this case 10 percent.  If the TTIN was less than the 
sample number, then the return was selected for product 
review. 
 Under the double-entry quality review system, one 
return was entered into the computer system twice by 
two different employees. The first employee did not 
know that a return was selected for review until after 
the first edit was complete, and the second employee 
was not allowed to see the first employee’s entries.  
Therefore, each return had two versions in the database, 
the first edit and the second edit, and each was entered  
independently of the other. 
 When both employees finished editing a return, the 
computer compared the values from the original and 
QR versions.  In some cases, the two versions matched 
perfectly; so, the return was released from the system, 
and the first edit data was treated as final and stored for 
later analysis.  However, if mismatches between the 
two versions occurred, the discrepancies were stored in 
a separate data table to be reviewed by a supervisor.   
 The supervisor reviewed the discrepancies and 
charged the errors, assigning two codes to each 
discrepancy--one to identify the incorrect value and the 
other to describe the cause of the error.  A discrepancy 
code was assigned to the error to explain which version 


was considered incorrect.  Discrepancy codes were 
assigned to one of the following: the first version, the 
second version, both versions, or neither version.  An 
error was assigned to both versions if both of the 
employees entered or interpreted the information from 
the return incorrectly.  In this case, the supervisor was 
also required to supply the correct data value.  In some 
cases an error was not assigned to either version, 
usually when the discrepancy was the result of a data 
processing peculiarity and not a true database error. 
After the error was assigned a discrepancy code, a 
numeric error resolution code was assigned to describe 
why the entry was incorrect. Error resolution codes 
indicate situations such as spelling errors, incorrect 
money amounts, or incorrectly assigned codes. 
 Once the supervisor reviewed all the discrepancies, 
each employee was given a list of the discrepancies, 
along with the discrepancy and error resolution codes, 
so that any first edit errors detected during quality 
review could be corrected prior to considering return 
processing complete.  The feedback from the review 
also enabled employees to learn from their mistakes on 
each return and carry this knowledge into the editing of 
other returns.  In the end, there is a database consisting 
of a table that includes all the values from the second 
edit of the return as entered, a quality review table 
containing a record of each discrepancy between the 
first and second edits (along with codes indicating who 
made the error and why), and a final data table 
containing the correct version of the return data that 
will ultimately be sent to customers.   
 For this paper, only a portion of the quality review 
data was used for analysis.  First, data that were 
collected during periods of training, 100 percent 
review, were excluded.  Second, only errors that were 
charged to the first edit or to both edits, meaning that 
the error required a correction to the final data set, were 
retained.  This was done because these errors are more 
representative of errors that remain in the roughly 90 
percent of the 2002 estate tax sample that was not 
selected for quality review.  Third, errors that reflected 
idiosyncrasies related to the edit process itself, and not 
true data errors, were eliminated. 


 
Empirical Results 
 Quarterly accuracy rates for each employee who 
worked on the Estate Tax Study for 2002 were 
generated using the product review data (see Figure 1). 
These rates were calculated using the number of returns 
that had at least one error charged to the first edit 
divided by the total number of returns that had been 
selected for quality review.  The accuracy rates for all 
of the employees are not very high. However, these 
rates are a return level measure; any return with one or 
more errors is considered incorrect.  The Form 706 
includes an average of 150 data entry fields, while 
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complex returns can have more than a thousand entries; 
so, the probability of making just one mistake is very 
high.  In fact, the average number of errors for each 
return is only 6.3.  
 Traditionally, supervisors have focused quality 
improvement efforts on those fields that are in error 
most frequently.  By looking at the occurrence of 
variables ex-ante, using the first edit data, and ex-post, 
using the final corrected data file, it is possible to 
identify the frequency of original edit errors in the 
quality review sample.  Figure 2 shows the percent 
changes in frequencies for variables on the file; each 
diamond represents a different variable.  Frequencies 
change because many variables on the file represent 
balance sheet items, assets like stocks, bonds, mutual 
funds, and various types of real estate, which are not 
necessarily present in each decedent’s portfolio.  When 
an asset is incorrectly classified, not only does it change 
the dollar value of estimate, it also changes the 
frequency of occurrence of that particular attribute or 
asset type in the population estimates.  This can be 
particularly problematic if the asset is of special interest 
to researchers.  For example, there has been much 
discussion in the press about providing estate tax relief 
to small business owners.  Errors that either under- or 
overcount the number of estates that have small 
businesses could have an impact on this debate.  The 
percentages shown on the graph represent the aggregate 
correct frequency in the overall quality review sample, 
less the aggregate number originally reported, divided 
by the correct number.  Negative percentages indicate 
cases where an asset was incorrectly included on the 
first edit.  For example, the first employee may have 
incorrectly classified a balance sheet entry as a publicly 
traded stock, while the second employee may have 


 
 
 correctly classified it as a mutual fund invested in a 
mix of financial assets.  The percent changes in 
frequencies are generally close to zero, but there are 


some notable outliers.  
Figure 2:  Percent Change in Frequencies, 


Original and Final Edits
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 Figure 3 shows percentage changes in dollar 
amounts between first and second edits overlaid on the 
frequency differences shown in Figure 2.  Each point 
represents a single variable on the file.  While the 
pattern for the dollar differences is similar to that of the 
frequencies, with many differences close to zero, the 
magnitude of the dollar differences is larger for several 
variables.  There are two variables for which the 
original entries resulted in aggregate dollar values that 
were overstated by roughly 150 percent.  This 
highlights the potentially large effects on final estimates 
that can arise from even one large dollar value error, 
especially for variables that are not widely distributed 
in the overall population.  Thus, it is important to 
monitor both the size and frequency of data entry 
errors.    


Unweighted error statistics are clearly useful for 
monitoring data quality and assessing opportunities for 
operational improvements during a study period.  
However, since the SOI study of Federal estate tax 
returns is based on a stratified random sample of the 
filing population, the effect of data entry error on final 
population estimates derived from this sample will vary 
inversely with the selection rate associated with each 
return.  Using appropriate sample weights, it is possible 
to use the 10-percent QR sample to estimate the effects 
of data entry errors on population estimates derived 
from the remaining 90 percent of the returns in the final 


Figure 3:  Percent Change in Dollar and 
Frequency Values, Original and Final 


Edits
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Frequency
Dollar value


Accuracy Rates
Employee Quarter 1 Quarter 2 Quarter 3 Quarter 4


17000 46.3% 23.9% 41.7% 21.7%
17100 25.0% 0.0% 0.0% 0.0%
17200 29.2% 30.8% 31.9% 40.0%
17300 57.1% 100.0% 91.7% 33.3%
17400 52.1% 28.6% 50.0% 37.9%
17500 44.4% 24.1% 54.8% 0.0%
17600 42.2% 51.9% 33.9% 46.2%
17700 41.9% 28.6% 39.3% 34.5%
17800 49.1% 25.0% 58.5% 45.6%
17900 52.3% 34.3% 59.0% 50.0%
17001 23.1% 34.2% 18.6% 44.7%
17002 39.2% 33.3% 36.2% 45.0%
17003 22.9% 20.7% 37.8% 29.1%
17004 34.2% 31.6% 22.0% 72.7%
17005 30.8% 0.0% 0.0% 37.9%
17006 26.5% 27.7% 41.4% 42.9%


Figure 1:  Employee Accuracy Rates
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SOI data file that were not subjected to double-entry 
quality review.  Weighted estimates provide a different 
perspective on the effects of nonsampling error due to 
the nature of the underlying estate study sample and the 
fact that the financial characteristics of estate tax 
decedents vary greatly among age and wealth classes.  
For example, younger decedents and those with large 
estates are selected into the estate tax sample with 
certainty and comprise more than 40 percent of the total 
sample file.  Both groups of decedents are more likely 
to have had portfolios that are more complex and, thus, 
more subject to data entry errors than their either less 
wealthy, or older, cohorts.  This is because many older 
wealth holders convert their portfolios to assets that 
produce tax-preferred income, usually resulting in 
returns that contain fewer business arrangements, which 
are more difficult to classify than market assets.  
Because the quality review sample is not stratified, 
weighted estimates will provide a more balanced 
measure of the overall effects of data entry errors on 
final estimates.  Weighted estimates for the quality 
review sample were generated by using the design-
based weight from the stratified estate study sample 
(Ws), multiplied by a quality review weight (Wq). The 
quality review weight itself was developed by first post-
stratifying the quality review samples within the 
original selection strata as indicated below1: 


 
Final Weight = Ws *Wq  


Where Ws = Ni/ni 
Post-Stratification: Wq = nif/nqif 


 
For some strata, the quality review sample was either 
zero or too small to create a post-strata cell.  For these 
cases, strata were collapsed across age categories so 
that estate size classes were preserved.     


Figure 4 shows full population dollar value 
estimates from the quality review data using the post-
stratified quality review weight and compares them to 
population estimates using the full weighted estate 
study sample.  Each pair of data points represents a 
different variable on the file.  The quality review data 
estimates for each variable are denoted by the gray 
squares, and the full sample estimates are denoted by 
the black diamonds.  For most variables, the QR sample 
estimates are larger than the population estimates from 
the full estate sample, indicating that the QR sample 
introduces a positive bias.  This bias arises because the 
QR sample is a simple random sample of a stratified 
sample that favors large dollar value returns.  In such 
cases, ratio raking can often be employed to decrease 


                                                      
1 The subscript “if” signifies that certain reject returns were 
removed from the estate study sample prior to post-
stratifying. 


the bias; however, in this case, the QR sample size was 
insufficient in the lower gross estate size classes. 


Figure 4:  Full Sample vs. QR Sample 
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While the weighted QR data estimates are 


somewhat biased due to the design of the sample, they 
still provide an important indication of the effects of 
data entry errors on final estate tax sample estimates.  
Figure 5 shows weighted and unweighted estimates of 
aggregate differences between original and final values 
of both frequency and dollar value estimates for 
selected variables.   A negative value means that a 
variable was over represented in the original, 
uncorrected data, and a positive value means it was 
originally underrepresented. Weighted results rank 
errors differently for some of the variables.  For 
example, errors in classifying noncorporate business 
assets had a much greater impact on final weighted 
estimates than would have been evident had the 
analysis been limited to examining the unweighted QR 
data.  Conversely, the unweighted QR data implied that 
the effects of errors on estimates of farm real estate  


 
Figure 5:  Differences between First and Final 
Edits 


Data Element Frequency Dollar Value 
Noncorporate -11.00% -5.79%
Businesses -5.29% -3.55%
Closely held -3.06% -1.01%
stock -3.42% -0.71%
Real estate 6.70% 7.34%
  6.82% 6.17%
Farm land -0.91% -1.09%
  -1.95% -3.66%
Funeral expenses 0.25% 0.15%
  0.09% 0.04%
Values in italics are unweighted estimates  
 
were greater than they are in the final, weighted 
estimates. Clearly, using weighted estimates, along with 
the unweighted quality review data, provides a more 
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balanced method of assessing where to focus data 
quality improvement efforts. 


Figure 6 compares the weighted percent 
differences between original edit estimates and final, 
corrected estimates with coefficients of variation (C.V.) 
from the full estate tax study sample in order to relate 
the sampling and nonsampling variances associated 
with selected fields.  For some estimates, such as the 
values for noncorporate businesses and publicly traded 
corporations, the nonsampling error attributable to data 
entry is much greater than the sampling variance.   For 
others, such as estimates of stock in closely held or 
untraded corporations and farm land, the sampling 
error, represented by the C.V., is actually greater than 
the nonsampling error attributable to data entry errors, 
indicating that data entry errors are not a significant 
cause of additional variance in the estimates.  Fields for 
which nonsampling error is relatively large provide 
opportunities for future data quality improvement 
efforts. 


Figure 6:  Data Entry Error vs. Sample Variance
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Conclusion 
There is much to be learned through careful 


analysis of the data generated by SOI’s double-entry 
quality review systems.  The results of these analyses 
can be used to improve data collection systems and 
enhance worker training.  Information on nonsampling 
error should also be useful to data users who could use 
data quality metrics to more accurately interpret 
economic modeling results and to ultimately build 
models that are more robust. 


This analysis, however, revealed that the database 
format and the type of data that are collected from the 
quality review samples make certain types of analysis 
difficult, if not impossible.  While a complete copy of 
the second edit is saved for all QR returns, the original, 
uncorrected first edit values are not saved when first 
edit errors require corrections.  Information on 
discrepancies is kept in all cases, but, because 


corrections can involve changing any number of related 
fields, it is difficult to reconstruct exactly the first 
employee’s original entries.  If more sophisticated 
analysis is desired, including the study of secondary 
errors that arise as a result of a primary data entry error, 
archiving a complete copy of the first edit, along with 
associated error reason and discrepancy codes, should 
be considered. 
 It is also important that supervisors apply error 
reason and discrepancy codes consistently.  All too 
often, discrepancies are resolved by several different 
supervisors.  Some, especially those serving in a 
temporary capacity, may feel a great deal of peer 
pressure to avoid assigning errors to individual 
employees, even in cases where the assignment of an 
error would not directly impact employee performance 
appraisals, such as when an error is attributable to lack 
of clarity in editing instructions.  This inconsistency 
makes it difficult to measure the extent to which errors 
exist and to learn of ways to avoid them in the future. 
 Related to this problem is that the measure of 
employee performance currently in place is not 
adequate.  It is simply unfair to use a return level 
measure of accuracy when the difficulty of the work is 
so variable across returns.  A more balanced measure 
would relate the number of individual errors an 
employee makes to the number of fields he or she 
actually edited, thus giving full consideration to the 
number of edit decisions that were made on each return. 
 Finally, there are sample design issues that became 
apparent from this analysis.  The QR sample is biased 
and could be improved by taking into consideration the 
underlying structure of the estate tax study sample 
design.  Even this would not provide coverage of 
variables that are relatively rare, but perhaps important, 
in policy debates.  To address this problem, samples 
could either be increased or targeted to include more 
returns with important characteristics, such as those 
filed for small business owners, or returns that, because 
of the types of entries made during first edit, are more 
likely to contain significant problems.  Samples could 
also vary with worker skill levels.  One possibility 
would be to develop a system that sets a weekly QR 
sample rate for each individual employee based on 
individual rolling average accuracy rates.  Sample rates 
could be set automatically based on preset performance 
standards.  Automating the process would avoid putting 
supervisors in the awkward position of having to 
‘punish’ poor performers with additional oversight, 
making it easier to match feedback and training efforts 
to performance levels. 
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As a tool of enforcement, tax audits are thought to have both direct and deterrent effects on taxpayers. The 


direct effect is  simply the difference between the tax liability as determined by an examiner and the amount 


voluntarily reported by the taxpayer. In fiscal year (FY) 2003, the direct effect of the 849,000 audits performed on 


individual income tax returns was a total recommended $4.6 billion in additional tax, or an average of $5,400 per 


audited taxpayer (IRS, 2004).1 


In contrast, the deterrent effect is  an increase in voluntarily reported tax liability due to the existence of a 


program of taxpayer audits. Several studies aimed at quantifying the magnitude of deterrent effects have reported 


ambiguous results. Panel studies using state-level data by Dubin, Graetz, and Wilde (1990) and Plumley (1996) find 


deterrent effects in a range from six to 11 times the direct effect. In contrast, Erard (1992) finds no improvement in 


compliance for a group of taxpayers who were audited in one year and, by chance, audited again two years later 


when compared to a control group. A field study of Minnesota taxpayers by Blumenthal, Christian, and Slemrod 


(1998) found that audits deter evasion by low and middle-income taxpayers but actually increase evasion among 


high-income taxpayers. Finally, Tauchen, Witte, and Beron (1989), using random taxpayer audit data from the 1969 


Taxpayer Compliance Measurement Program (TCMP), find that raising the audit rate had an impact only on high-


income wage and salary workers. 


These conflicting empirical findings suggest the need for more research into the processes and conditions that 


promote the diffusion of deterrent effects. However, apart from a smattering of survey and experimental studies in 


the 1970s and early 1980s and the previously mentioned study by Erard (1992), the tax profession largely has 


avoided this topic.2 A factor contributing to the lack of research on this topic is  the theoretical view that taxpayers 


behave as if the audit selection process were completely random (Allingham and Sandmo , 1972). With this 


assumption, each taxpayer’s evasion decision is reduced to a simple calculation of maximum utility that depends 


only on the fraction of taxpayers audited each year and the penalty for evasion. 


Alm (1999), strongly objecting to this mechanistic view of taxpayer behavior, states “…it is grossly misleading 


to represent a complex system by a single, so-called representative agent, who behaves in some average or typical 


way… This lesson is especially apt for tax compliance, [where] people exhibit a remarkable diversity in their 


behavior.” 


Researchers who study the origins of human behavioral diversity have identified several contributing factors, 


such as  genetic variation (Jobling, Hurles, and Tyler-Smith, 2004), cultural conditioning (Nisbett, 2003), ecological 
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setting (Winterhalder and Smith, 2000), and mental models  (Johnson-Laird, 1983). Concerning the latter, humans 


continuously construct mental models of reality, which include their assumptions, beliefs, experiences, and biases 


about the world. Since life experiences vary from person to person, even within a culturally homogeneous society, 


each individual’s mental model of a particular phenomenon will be unique in some respects . The variation in mental 


models among individuals within a population could account for much of the diversity of taxpayer behavior that 


Alm refers to.3 


An analogy from the domain of traffic enforcement may help to illustrate this point. Assume you are driving in 


excess of the speed limit on the interstate when you see a sign stating “Zone Patrolled by Low Flying Aircraft.” How 


do you react? If you immediately slow down to the posted speed limit you must be acting on the belief that you 


suddenly have come under increased surveillance by crossing an imaginary line on the road. On the other hand, if 


you look around and fail to spot any “low flying aircraft” do you assume it is safe to continue speeding? The choice 


you make (slow down or continue speeding) depends, in part, on your mental model of the effectiveness of aerial 


traffic surveillance as well as other factors such as the behavior of other drivers and, perhaps, whether or not you are 


running late for an appointment. In the same way, when the IRS announces  it will begin conducting more audits 


each taxpayer’s response (assuming they are aware of the new enforcement regime) will reflect their unique 


preconception of how the IRS works along with any other information deemed relevant. These different perceptions 


will lead some evaders to reduce or halt their evasion while others will continue to evade as before or increase their 


evasion. This paper adopts the term induced effect to refer to a change in compliance behavior caused only by the 


awareness of a change in enforcement level (e.g., audit rate or penalty rate). 


Apart from induced effects, a program of taxpayer audits also may promote voluntary compliance from indirect 


effects. Two categories of indirect effects have been identified in the literature: subsequent period effects and group 


effects. Subsequent period effects refer to an increase in taxpayer compliance following an audit. Erard (1992) 


examined the reporting behavior of taxpayers who were audited by the IRS and, by chance, were selected for audit 


again two years later. He hypothesized that taxpayers who were previously audited would exhibit greater 


compliance in subsequent time periods, either because the audit process teaches taxpayers how to more accurately 


comply or because beliefs about audit probabilities are conditioned on prior audit experience. However, Erard was 


unable to confirm the existence of subsequent period effects. 
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Despite these inconclusive findings, Erard’s hypothesis of higher post-audit compliance by taxpayers seems  


plausible. Psychological research indicates people perceive a higher likelihood of an event if the experience is vivid 


or more easily recalled (Tversky and Kahneman, 1973; Plous, 1993). Continuing with our traffic analogy, motorists 


who get ticketed in a “speed trap” are likely to recall the incident for some time and consciously slow down when 


passing through the same area on subsequent trips. 


The speed trap situation is analogous to third-party reporting of income which taxpayers believe (often 


correctly) the IRS relies on to detect underreporting. Evidence from IRS’s TCMP studies shows a positive 


correlation between voluntary reporting compliance and the share of income subject to withholding and information 


reporting (IRS, 1996). Therefore, subsequent period effects are more likely to occur when taxpayers are convinced 


they are under continuous surveillance, such as is apparently the case with information reporting, than when 


surveillance is infrequent and unpredictable (e.g., a tax audit). 


A second form of indirect effects, referred to here as group effects, results when an individual’s behavior is  


influenced by the values and norms of his/her peers. Several survey and experimental studies have linked the 


propensity to evade taxes to social norms  that are cultural in origin (Alm, Sanchez, and de Juan, 1995), predominant 


among certain professional or trade organizations (Geeroms and Wilmots, 1985) or reflect the behavior of one’s 


neighbors (Vogel, 1974; Spicer and Lundstedt, 1976, Scott and Grasmick 1981; Grasmick and Scott, 1982). 


Completing our analogy with traffic enforcement, we can recall situations when our own driving behavior was 


influenced by our fellow motorists. For example, when vehicles are passing you left and right on the interstate do 


you sometimes accelerate (beyond the posted speed limit) to match their speed? If you were driving behind a hay 


wagon on a two-lane road in a no passing zone, did you pass anyway? These examples and the above cited research 


indicate that, at times, what we consider to be acceptable (though illegal) behavior depends on what others around us 


are doing. 


This brief discussion has touched on three characteristics of taxpayers and tax systems that likely influence how 


audits deter evasion. These are: 1) taxpayers’ heterogeneous perceptions of the likelihood of detection and its 


attendant consequences ; 2) existing institutional arrangements, such as information reporting and withholding, 


which both increase voluntary reporting and reduce the amount of unreported tax that can be detected by examining 


tax returns; and 3) social norms  and other group influences that act to diffuse behaviors throughout a population. 
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Andreoni, Erard, and Feinstein (1998) note that experts generally agree on the importance of these factors for 


understanding taxpayer behavior but disagree on how to incorporate them in existing models of evasion.4 


In recent years, several authors have developed tax evasion models using techniques of multi-agent based 


simulation (MABS) (Mittone and Patelli, 2000; Davis, Hecht, and Perkins, 2003). This paper takes the view that 


computational simulation appears to offer the most promis ing approach to combine the three behavioral and 


institutional factors identified above with the core elements of established microeconomic theory. In addition, 


MABS models  often provide a visualization capability that allows users to compare and contrast a model’s output 


with their intuition about a problem. The capability to combine both intuition and formal rules of logic helps to 


produce models that are analytically rigorous yet comprehensible by non-technical users. 


This paper describes the development of an agent-based computational model of income tax evasion that 


assumes individuals behave as utility maximizers but who also exhibit heterogeneous behavior, receive income from 


sources with different levels of “visibility,” and whose behavior is subject to peer influences. It should be 


emphasized that the model, known as the Tax Compliance Simulator (TCS), does not claim to accurately portray 


taxpayer behavior. Rather, TCS combines both theoretical models and known empirical relationships into a decision 


support tool that analysts can use to investigate the possible implications of alternative compliance strategies. 


The next section contains an overview of agent-based computation and reviews the existing literature on MABS 


models of income tax evasion. The third section introduces the TCS model and describes how specific features were 


implemented, such as  the taxpayer agent’s5 reporting decision, the perception of audit risk, and agent lifecycle 


income. The fourth section presents a hypothetical case study that demonstrates how TCS can be used to estimate 


the deterrent effects of audits . The last section summarizes main points and describes plans for future development 


of TCS. 


 
AGENT-BASED MODELS OF INCOME TAX EVASION6 


 
An agent-based model consists of individual agents (persons, households, firms) that are represented as 


software “objects” having multiple characteristics. These characteristics can be constants (e.g., gender), variable 


states (e.g., age, weight), or rules of behavior (e.g., utility function, movement). Running such a model proceeds in 


two stages: setup (or instantiation) and execution. During the setup stage an agent population is created and 


individual agents are assigned their initial values. Also at this time, the simulation parameters, such as number of 


iterations to perform and any stopping rules, are defined. As the model executes, agents are allowed to interact and 
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various statistical and graphic routines monitor what happens. Each run of a simulation generates a “solution” to the 


problem being modeled. However, it is necessary to rerun the simulation many times in order to check the 


robustness of the solutions generated by the model. An excellent introduction to the use of MABS models in the 


social sciences is Epstein and Axtell (1996). 


Mittone and Patelli (2000) were the first to develop a MABS model of income tax evasion. Building on the 


theoretical work of Myles and Naylor (1996), Mittone and Patelli assume the existence of three classes of taxpayers: 


honest, imitative and free riders. Each taxpayer category has a unique utility function that describes its behavior. 


Honest taxpayers derive additional utility by conforming to the social norm of compliance (with utility being 


proportional to the percentage of honest taxpayers in the population). Free riders derive maximum utility from 


paying as little in taxes as possible. Imitative taxpayers maximize their utility by paying what other taxpayers pay 


(population mean). All three groups also derive utility from public sector goods and services supported by voluntary 


and enforced tax contributions. Individual behavior is influenced indirectly by the group via the level of utility 


derived from public goods and services. 


In each time period during the simulation, taxpayer agents must decide whether to evade more, less or the same 


as in the preceding period. The decision is stochastic, but the choice probabilities depend on whether calculated 


utility decreased, increased or was unchanged from last time. Decision probabilities are updated each time period 


based on the change in total utility associated with the previous round’s compliance decision. 


The authors use their model to examine how aggregate evasion behavior varies with different starting mixes of 


taxpayers. They find that even when all taxpayers are initially honest, the absence of audits causes  revenues 


eventually to fall to zero (except for the occasional random tax payment). This outcome results as  random dips in tax 


payments induce otherwise compliant taxpayers to reduce their support for public goods, thus, producing a self-


reinforcing negative feedback cycle that discourages voluntary tax payments. 


When audits are introduced, the additional enforcement revenue increases the quantity of public goods and 


taxpayers’ utility. The tax agency also informs taxpayers about the average amount of tax paid and the proportion of 


“honest” (fully compliant) taxpayers so that imitative and honest agents can correctly calculate their utility. The 


authors test two different audit strategies: uniform and tail auditing. Uniform auditing implies a fixed random 


probability of selection. Tail auditing means audits are performed only on taxpayers who report the least amount of 
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tax (although the article does not specify the cutoff point used). As one might expect, tail auditing is found to have a 


weaker deterrent effect than uniform auditing. 


Mittone and Patelli programmed their model using SWARM, one of several publicly-available freeware 


packages designed to promote the development of agent-based applications. Others include: RePast, Ascape, 


NetLogo and MASON.7 


Davis, Hecht, and Perkins (2003) construct a MABS model using Mathematica software to test the hypothesis 


that the diffusion of tax evasion exhibits “tipping point” behavior similar to the propagation of a disease epidemic. 


Tipping point behavior refers to a population that undergoes a sudden transition from one state or condition to 


another for a small change in the environment. In their model, the authors want to identify the audit rate at which a 


predominantly honest population starts evading or the reverse case where a group of evaders suddenly begins to 


comply. 


Davis, Hecht, and Perkins also assume the existence of three classes of taxpayers: honest, susceptible and 


evader. First, they develop a representative agent mathematical model and determine its solutions in equilibrium. 


They find stable equilibria both at high and low levels of enforcement. However, the transition from one state to the 


other is both nonlinear and asymmetric. In other words, when the population is initially honest audit rates must fall 


to some extremely low level to trigger widespread evasion. Conversely, if the initial population is comprised of 


evaders, the audit rate must be raised to a different (and higher) level before taxpayers suddenly become honest.  


Next, the authors develop a MABS approach to determine if the solution derived analytically using a 


representative agent model is true for heterogeneous agents as well. In their MABS model, taxpayers start out either 


as honest or evading. An evading taxpayer reverts to being honest only if audited. Honest taxpayers become 


susceptible if they observe someone in their social network evade without being audited. The authors do not specify 


how agents learn about each other’s evasion success, but assume information is transmitted through direct 


observation. Once taxpayers become susceptible, they will evade if either the audit rate or the proportion of their 


acquaintances that are compliant falls below some pre-determined (random) threshold. Evaders who are audited by 


the tax agency revert to being honest until the next time they observe an acquaintance evading. 


Davis, Hecht, and Perkins find that their simulation results support the hypothesis  that tax evasion exhibits 


tipping point behavior. However, this conclusion remains in doubt due to their model’s lack of parallelism with real 


world conditions. For example, the authors assume only evaders are audited whereas about one in four audited 
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taxpayers receive a refund or owe no additional tax (IRS, 1996). Also, results from their agent-based simulation 


show taxpayers becoming 100 percent compliant for audit rates as low as 0.03. This finding is not supported by IRS 


random audit studies that show little variation in the overall noncompliance rate in the last forty years despite audit 


rates ranging from less than 0.01 at present to 0.05 during the 1960s (Christian, 1994). 


 
THE TAX COMPLIANCE SIMULATOR (TCS) 


Drawing on these pioneering efforts, Bloomquist (2004a) developed a prototype MABS model of taxpayer 


compliance behavior known as the Tax Compliance Simulator (TCS). TCS is written in the NetLogo simulation 


language (Wilensky, 1999). Compared to other agent-based modeling languages that require previous knowledge of 


C++ or Java, NetLogo is relatively easy to learn and, therefore, well-suited for prototyping. A large collection of 


sample programs  written by an active NetLogo user community also enables new users to learn by example. 


TCS allows users to define two distinct taxpayer sub-populations having unique behavioral, income, and tax 


enforcement characteristics. This option permits greater parallelism with the naturally occurring world where the 


opportunity to evade may vary considerably from one group of taxpayers to another (e.g., wage earners versus sole 


proprietors). TCS enables separate estimation of the direct, indirect, and induced effects of taxpayer audits and 


provides almost limitless flexibility to perform sensitivity testing. Taxpayers are represented as software agents each 


having 29 potentially unique characteristics including income level, fraction of income visible to the tax authority, 


age, life span, memory, a static list of acquaintances, perception of enforcement activity, etc. 


Taxpayer Reporting Decision 
 


 TCS users can declare a percentage of each taxpayer agent’s income to be “visible” to the tax authorities. By 


default, the model assumes all such income is fully reported. By declaring some fraction of income to be “visible,” 


the user can represent institutional arrangements, like information reporting and withholding, that positively 


influence the level of reporting compliance. For example, the 1988 TCMP study found taxpayers report over 99 


percent of wage and salary income on their income tax returns versus only 67 percent for sole proprietor income 


(IRS, 1996). However, “visible” income need not be restricted to explicit tracking mechanisms, but could also 


encompass implicit forms of visibility, such as might be the case for businesses required to obtain a license from 


state or local governmental authorities (e.g., health care providers, restaurants, and bars). By having to make their 


presence known to government officials, some business owners might feel compelled to report income they might 


otherwise not reveal if they operated in complete anonymity. Users can explore the impact of different assumptions 
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concerning transaction visibility by adjusting two parameters, the percentage of visible income (%Visible) and the 


standard deviation of visibility (SD%Visible) among taxpayers. The latter parameter determines the level of 


variation in income visibility among the taxpayer population. 


For income that is not “visible,” TCS assumes taxpayers adopt the approach of standard microeconomic theory 


(Allingham and Sandmo, 1972) which says that a risk neutral taxpayer will evade whenever the perceived audit rate 


(p) and penalty rate (f) take on values that make the following expression true:  
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Bloomquist (2003) argues that taxpayers with high compliance opportunity costs (high discount rate) are more 


likely to evade, ceteris paribus, than other taxpayers. In order to account for this behavior, TCS modifies the 


taxpayer’s reporting decision by incorporating variables to account for the time lag between an act of evasion and its 


detection and the taxpayer’s discount rate. A third variable is included that represents an auditor’s ability to detect 


evasion. With these modifications, the taxpayer’s income reporting decision becomes: 
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In expression 2, t = number of time periods between evasion and detection, d = auditor detection rate (0 = d = 1.0), 


and ri = discount rate for taxpayer i (ri ~ N(r, s), ri = 0, with r and s determined by the user). Expression 2 implies 


that the present value cost of evasion is inversely related as an exponent to the length of time between an act of 


evasion and its detection. Finally, internal IRS studies find that auditors detect only one of every three dollars of 


unreported income not covered by information reporting (IRS, 1996). TCS enables a user to vary the auditor’s 


ability to detect evasion (d) to determine how this parameter influences taxpayer behavior. 


How much tax is voluntarily reported by the taxpayer is calculated using equation 3 which takes into account 


reporting of both visible and non-visible income components. 
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In equation 3, Tr is the reported tax amount, Yv is “visible” income, Ynv is non-visible income, and t  is the tax rate. 


The current version of TCS assumes a single, flat tax rate for all reported income. It is anticipated that a future 


version of TCS will incorporate actual tax rate schedules. 
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Audit Risk Perception 
 


Andreoni, Erard, and Feinstein (1998), among others, have pointed out that the observed level of compliance is 


far higher than predicted by expected utility (EU) theory. Given the low audit and penalty rates in most countries, 


theory suggests virtually all taxpayers should evade the maximum amount. One explanation for higher than expected 


levels of compliance is the tendency of people to overweight low probability events (Neilson, 2003). Bernasconi 


(1998) shows that if audit probabilities are transformed using an empirically-derived weighting function based on 


rank dependent expected utility (RDEU) theory one obtains predicted compliance close to observed levels . 


In TCS, users may select either unweighted (EU) or weighted (RDEU) audit probabilities. In the latter case, 


default values are calculated using a single parameter RDEU transformation function with a shape parameter that is  


the mean of three independently estimated values for an identically-specified function (Tversky and Kahneman, 


1992; Camerer and Ho, 1994; and Wu and Gonzalez, 1999). Figure 1 displays for comparison the default RDEU 


weighting function used in TCS (solid line), the three weighting functions from which it is derived, and the EU 


(linear) probability function. 


 


Figure 1. Relationship of EU and RDEU Weighting Functions for Audit Probability 
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In addition to weighting of audit probabilities, taxpayer agents are allowed to perceive a mean audit rate that is  


higher or lower than the actual audit rate. This might be an appropriate assumption if it is thought that taxpayers tend 


(EU) 
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to overestimate the true audit probability (Harris, 1988). Whether the actual or a perceived audit rate is assumed, 


users can specify that all agents base their evasion decisions using the same rate (i.e., “representative” agents) or 


audit rates drawn from a probability distribution (i.e., “heterogeneous” agents). If heterogeneous agents are used, 


perceived audit rates are drawn from a normal distribution with a mean of the actual (or perceived) audit rate with a 


fixed standard deviation (default value = 0.03). 


Indirect Effects and Social Networks 
 


TCS has an option to turn indirect effects on or off. When activated, users must specify the range of values that 


indicate how much audit risk perception increases when an agent is  audited or when they learn that someone in their 


social network has been audited. Two options are available: +Random0-20 and +Random0-N. The first option tells 


TCS to add a random value in the range of 0 and 20 percentage points to each taxpayer’s perceived audit rate when 


indirect effects are activated. This value is fixed throughout each agent’s  life span. Specifying the second option 


requires the user to enter a value between 1 and 100 at set-up time to indicate the maximum value for the additional 


indirect effect. Two other optional parameters related to indirect effects are the NETWORKSIZE and 


TIMEAFFECTED. The NETWORKSIZE slider (a separate slider for each of the two agent population sub-groups) is 


used to set the size of each agent’s social network. If a value of zero is selected, only subsequent period effects for 


audited agents are modeled. If NETWORKSIZE is set to some positive and even value (say, six), then each agent’s 


social network consists of exactly six other taxpayers. When one member of the social network is audited, the other 


members are assumed to hear about it and are subject to indirect effects. The TIMEAFFECTED slider (again, one 


for each population sub-group) is used to indicate the duration (number of time periods) of indirect effects. 


Agent social networks in TCS are configured as toroids containing even-numbered sets of agents . At present, 


social network size is  static during a simulation but can be set to different values for purposes of sensitivity testing. 


Figure 2 displays social networks for agent number 2 and 10 (labeled with an X) that consist of six nearest neighbors 


(three on each side and labeled with an n). 
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Figure 2. Two Social Networks in TCS 
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Taxpayer Agent Age and Income Characteristics 


 
The two MABS models of income tax evasion reviewed above used highly simplified taxpayer agents 


compared to their real-world counterparts . Both Mittone and Patelli (2000) and Davis, Hecht, and Perkins (2003) 


assume taxpayer agents live forever and have constant incomes. In contrast, taxpayer agents in TCS have finite 


lifespans with a minimum age of 16 and maximum age of 100. When an agent dies  (a randomly determined event 


occurring after age 65) another agent having characteristics drawn from the same population sub-group as the 


deceased agent replaces it . In addition, TCS agents’ incomes follow a typical earnings lifecycle with a peak 


occurring between ages 45 and 55. An agent’s maximum lifetime earnings are determined by a random draw from a 


triangular distribution with maximum and mode specified by the user. For every time period, each agent’s income is 


calculated as a percentage of lifetime maximum annual earnings based on the agent’s current age. The relationship 


between an agent’s age and maximum lifetime earnings is  derived from data compiled by the U.S. Bureau of the 


Census.8 


Running a Simulation and Agent Visualization 
 


The TCS user interface screen (Figure 3) enables users to modify key model parameters using sliders, switches 


and choice buttons. Simulations can be run in interactive mode with full graphics display or in “batch” mode using a 


NetLogo option called BehaviorSpace. At first, users  may want to run the model in interactive mode with a limited 


number of agents to set up and validate a simulation then switch to batch mode and a larger number of agents to 


perform the actual analysis. Users can set a target voluntary compliance rate (VCR) and gradually increment both 


the audit and penalty rates to identify threshold values that achieve the desired level of compliance (given the 


model’s assumptions about taxpayer behavior). An option is available to seed the random number generator with a 


system-supplied value or a value supplied by the user. The latter capability is useful to examine output for possible 


anomalous behavior and to ensure consistency when porting the model to a new computing environment. 
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Figure 3. TCS User Interface Screen 


 


By default, agents are displayed as black or white dots (if two population sub-groups are used). Agents subject 


to indirect effects change shape to an arrow but retain their original color. When audited, agents temporarily change 


color to yellow. 


During an interactive session, agents move from left to right in the graphic display area (the grey region in the 


center of the screen) as they approach middle age and earn more income and from right to left as they exit their peak 


earning years. The rightward distance traveled by each agent depends on its pre-assigned maximum annual income, 


with the highest earning agents moving farthest to the right-hand side of the graphics display area. Also located on 


the user interface screen is a histogram of the agents’ income that is updated each time step. 


The vertical dimension (y-axis) of the graphic display area represents voluntary compliance level. The display 


area has three sections: the bottom section is a zone of zero percent compliance and the top section is a zone of 100 


percent compliance. Within these two zones, each agent’s  y-coordinate is randomly assigned, but relative income 
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positions (x-coordinates) are maintained. Only in the middle zone does an agent’s vertical position indicate its level 


of voluntary compliance relative to other agents with higher positions denoting greater compliance. 


 
SIMULATING THE DETERRENT EFFECTS OF TAXPAYER AUDITS USING TCS 


 
This section presents a hypothetical example using TCS to estimate the deterrent effects of taxpayer audits. The 


first set of simulations illustrates how different assumptions for audit rate perception (representative agents versus 


heterogeneous agents) influence the simulation output. This is followed by an analysis of the deterrent effects for 


taxpayers with different proportions of “visible” income. A third group of simulations explores the relationship 


between social network size and deterrence. Finally, all three of these influences are combined to assess the relative 


magnitude of deterrence from induced versus indirect effects. 


Representative vs. Heterogeneous Agents 
 


In this first example, TCS simulates the compliance behavior for a population of 300 taxpayers over 300 time 


periods for audit rates from 0.01 to 0.10. In one set of simulations, all agents are assumed to perceive the exact same 


audit rate and base their compliance decisions accordingly. A second set of simulations uses the same parameters 


settings as the first, but allows agents to perceive audit rates differently according to their mental models  of IRS 


enforcement activity. In both cases , agents overweight the perceived audit rate using the default  RDEU 


transformation. Other assumptions include: a penalty rate three times the amount of taxes evaded and no “visible” 


income.9 Figure 4 displays the output from both simulations. 


Figure 4 shows that voluntary reporting compliance for representative taxpayer agents is zero for audit rates 


ranging from 0.01 to 0.08, but leaps to 100 percent for audit rates of 0.09 or higher. This conclusion is supported by 


Bernasconi (1998) who derives similar analytical results for taxpayers under RDEU axiomatics.10 The sudden 


transformation from one state of compliance to another is symptomatic of “tipping point” behavior which is the 


focus of the paper by Davis, Hecht, and Perkins (2003). However, such an abrupt transition from zero to 100 percent 


compliance does not correspond to observed taxpayer behavior. 


When heterogeneous agents are used, voluntary compliance is seen to rise with each increment in the audit rate 


although the marginal impact is greatest for audit rates between 0.06 and 0.09. This outcome is intuitively more 


appealing than the off/on compliance behavior of the representative agent model. Note that while the representative 


agent model predicts 100 percent compliance when the audit rate equals 0.10, the heterogeneous agent model 
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predicts that taxpayers will only report $.70 of each $1 of tax due. This “tax gap” reflects taxpayers’ different mental 


models of audit risk. 


Figure 4. Voluntary Compliance Rate (VCR) by Audit Rate and Agent Type 


0 0 0 0 0 0 0 0


100 100


1 2 3
7


13


22


33


44


58


69


0


20


40


60


80


100


1 2 3 4 5 6 7 8 9 10


Audit Rate (%)


VC
R


 (%
)


Representative Agent Model
Heterogeneous Agent Model


Simulation parameters: RDEU transformation of audit probabilities (overweighting),
3x penalty rate, no visible income, 300 agents, and 300 time periods.


 


Income Visibility 
 


The second group of simulations illustrates the deterrent effect of audits when different proportions of income 


are visible to the tax authority. As previously stated, TCS assumes all “visible” income is fully reported to the tax 


agency similar to the observed reporting compliance behavior for wage and salary income. Therefore, increasing the 


percentage of visible income will shift the voluntary compliance rate upward by a constant amount. 


Five groups of simulations were run for audit rates ranging from 0.01 to 0.10. In Figure 5 and Table 1, the 


simulation labeled “0/0” is identical to the previous simulation using heterogeneous agents. In this case, “0/0” refers 


to zero percent visible income and a standard deviation of zero percentage points. The simulations labeled “50/0” 


and “90/0” assume all taxpayer agents have exactly 50 percent and 90 percent of their income visible to the tax 


authorities. The two simulations labeled “50/20” and “90/20” denote where the proportion of visible income 


assigned to taxpayers is drawn from a normal distribution with mean 0.50 (or 0.90) and a standard deviation of 0.20. 


This option is included to improve parallelism with real world conditions where the proportion of income subject to 


information reporting varies from taxpayer to taxpayer. 


Table 1 and Figure 5 show that increasing the audit rate improves compliance for all taxpayers but has a much 


greater marginal impact on taxpayers with no visible income and the smallest impact on taxpayers with 90 percent 


visible income. For this hypothetical case study, Table 1 shows that raising the audit rate from 0.01 to 0.05 increases 
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Figure 5. Voluntary Compliance Rate by Audit Rate and Percent Visible Income 
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1 2 3 4 5 6 7 8 9 10
0/0 1 2 3 7 13 22 33 44 58 69


50/0 50 51 52 53 56 60 63 72 78 85
50/20 51 50 52 54 57 61 65 72 78 85
90/0 90 90 90 91 91 92 93 94 96 97


90/20 87 86 87 87 88 89 91 92 93 95
Source: Calculated by author using TCS.


Audit Rate% Visible/
Stddev


Table 1. Voluntary Compliance Rates by Income Visibility and Audit Rate: Simulation Results


 


voluntary compliance by 12 percentage points for taxpayers with no visible income but only one point for those with 


90 percent visible income. The data in Table 1 also reveal an apparent anomaly where the VCR is seen to fall below 


the mean visible income level when agent values are drawn from a probability distribution. This phenomenon is 


evident in the lower audit rates for the simulation labeled “90/20” and is due to the fact that income visibility cannot 


exceed 100 percent but can be as low as three (or more) standard deviations from the mean in the opposite direction. 


In this example, an agent three standard deviations from a mean value of 90 would have 30 percent of income 


visible to tax authorities. Therefore, the disparity between the calculated VCR and mean visible income level will 


widen with higher levels of visible income. 


Social Network Size 
 


The next simulations look at the impact of social network size on voluntary reporting compliance. In order to 


perform this analysis in TCS it is necessary to first flip the IndirectEffects? switch to the “on” position. This 
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activates a choice parameter +IEProb[1/2] and two sliders: NETWORKSIZE[1/2] and TIMEAFFECTED[1/2]. For 


these simulations, each taxpayer’s probability of audit was incremented by a random number between 0 and 0.20 


(using the +Random0-20 option for +IEProb1) and TIMEAFFECTED1 was assigned a value of 5. These settings 


imply that when a taxpayer is audited or discovers that someone in his/her social network has been audited, their 


perception of audit risk increases (by a random number between 0 and 0.20) and that this condition of elevated risk 


perception lasts for exactly five time periods. In addition, all simulations were executed using heterogeneous agents 


and assume a mean 50 percent visible income with a standard deviation of 20 percentage points (“50/20”). Finally, 


separate simulations were executed for agent social networks of size 0 (self only), 4, 8, 12, 16, and 20. The results 


are displayed graphically in Figure 6 with numerical output shown in Table 2. 


From Table 2, we see the expected finding that deterrent effects increase with social network size. However, we 


also note that the marginal impact is greatest going from a social network size of 0 to 4. This suggests that a 


taxpayer’s audit status need only be known by a small group of close friends (who also then act on the information) 


in order for sizable indirect effects to be realized. 


Figure 6. Voluntary Compliance Rate by Audit Rate and Social Network Size 
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1 2 3 4 5 6 7 8 9 10
Self Only 51        54        56        59        63        68        73        80        85        90        


4 56        61        67        70        75        80        84        87        92        94        
8 59        66        70        75        79        83        87        91        93        95        


12 61        67        73        77        81        84        88        91        94        96        
16 63        70        76        78        83        85        89        91        95        96        
20 66        72        75        80        83        86        89        92        94        96        


Source: Calculated by author using TCS.


Audit RateSocial Network 
Size


Table 2. Voluntary Compliance Rates by Social Network Size and Audit Rate: Simulation Results


 
Summary 


 
What does this hypothetical example tell us about the relative contributions of induced and indirect effects on 


compliance behavior? Recall that induced effects are defined as a change in voluntary compliance due to awareness 


of a change in the population audit rate. Indirect effects include both subsequent period and group effects on 


individual compliance behavior. In order to obtain a more precise estimate of these impacts, a final group of 


simulations were run each using 1,000 agents for 1,000 time periods.11 Table 3 displays the results for audit rates 


from one to five percent. 


1 2 3 4 5
Induced N/A 50 51 52 53 56


Self Only 51 54 56 59 63
4 56 61 66 70 75
8 59 65 70 75 79
12 62 68 73 77 81
16 64 70 75 79 82
20 65 71 76 79 83


Source: Calculated by author using TCS.
N/A - not applicable.


Induced
 and 


Indirect


Audit RateSource of 
Deterrence


Table 3. Voluntary Compliance Rates by Source of Deterrence


Social 
Network 


 


 
The induced effects are shown in the top line of Table 3. Starting with a base VCR of 50 percent due to the 


reporting of visible income, each one point increase in the audit rate raises voluntary compliance by one point for 


audit rates up to 0.04 and an additional 3 percentage points going from an audit rate of 0.04 to 0.05. If only induced 


effects are considered, an increase in the audit rate say, from 0.01 to 0.03, would raise compliance by only two 


percentage points. On the other hand, an equivalent change in the audit rate would produce a ten percentage point 


increase in the VCR (from 56 to 66) when both induced and indirect effects for four-person social networks are 


considered. The difference is even greater if the audit rate is  raised from 0.01 to 0.05; in this case the VCR increases 
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by six percentage points considering only induced effects but 19 percentage points for the combined induced and 


indirect effects. These hypothetical results suggest tax officials might wish to devote more attention to 


understanding group influences on compliance behavior. This observation is supported by preliminary findings 


reported in Alm, Jackson, and McKee (2004) who find that communication among experimental subjects is 


positively correlated with tax compliance. 


 
SUMMARY AND FUTURE RESEARCH 


 
This paper had two main goals . The first was to show how multi-agent based simulation (MABS) models 


provide a way to incorporate several important characteristics of taxpayers and tax systems typically excluded from 


analytical models of tax evasion. Such issues as taxpayer behavioral heterogeneity, variation in the visibility of 


income from multiple sources, and group influences on individuals can be handled easily using tools of agent-based 


simulation. This paper reviewed two previous MABS models of income tax evasion and provided links to web sites 


where interested readers can freely download software packages to develop their own MABS applications.  


The second goal of the paper was to describe the development of the Tax Compliance Simulator (TCS), a 


prototype MABS model developed by IRS to estimate the deterrent effects of tax compliance alternatives. Key 


features of TCS were described including the taxpayer’s reporting decision, audit risk perception, social networks, 


and taxpayer agent age and income characteristics. A hypothetical case study was presented that demonstrated the 


model’s capability to estimate deterrence resulting from different assumptions concerning taxpayers’ perceptions of 


audit probability, the proportion of income visible to tax authorities, and social network size. The simulation results 


suggest a significant portion of audit-based deterrence could come from group influences on compliance behavior. 


This finding is supported by the recent experimental work of Alm, Jackson, and McKee (2004). 


Future enhancements of TCS will focus on incorporating tax year 2001 random audit data on approximately 


46,000 taxpayers from the National Research Program (NRP). The NRP data will be used to define TCS agent 


characteristics and compliance behavior and will enable IRS researchers to model a variety of compliance scenarios 


using the latest data available on taxpayer behavior. However, even with this new source of information, we will still 


lack critical knowledge about the cause and effect relationship between enforcement activity and taxpayer behavior. 


For the foreseeable future, tax administrators will continue to rely on the scientific tools of research such as field 


studies and laboratory experiments, and now agent-based computer simulation, to inform their thinking on ways to 


improve taxpayer compliance. 
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Notes 
 
1How much of this recommended amount eventually is paid depends on appeals, audit reconsiderations, and other 
factors. For example, there were 20,399 returns with $955 million in unagreed additional tax in FY 2003 (IRS, 
2004). However, by convention the direct effect is defined as the examiner-recommended additional tax amount. 


2A recent exception is Alm, Jackson, and McKee (2004) who examine the role of communication in framing 
compliance decisions. 


3Alm, Sanchez, and de Juan (1995) find a correlation between tax evasion behavior and culture. However, I believe 
the concept of mental models provides a more useful theoretical construct to explain observed variation in evasion 
behavior among individuals within a society. 


4Rhoades (1999) develops a mathematical model of tax evasion with multi-component sources of income each with 
potentially different detection probabilities. However, she does not incorporate heterogeneous taxpayers or group 
effects in her model. 


5In the context of MABS modeling, the terms “taxpayer,” “taxpayer agent,” and “agent” are used interchangeably 
throughout the remainder of the paper.  


6The material in this section draws heavily on Bloomquist (2004b). 
7Links to sites for these and many other software packages for agent-based modeling can be found here: 
http://wiki.swarm.org/wiki/Tools_for_Agent-Based_Modelling. 


8See http://www.census.gov/statab/www/. 
9The following additional assumptions also apply for all simulations: maximum possible lifetime annual earnings of 
$300,000 and modal lifetime annual earnings of $100,000. 


10Bernasconi (1998) finds 100 percent compliance occurs for a penalty rate of 2.10 and an audit rate equal to 0.09. 
However, he uses an RDEU transformation function with a shape parameter of 0.56 from Camerer and Ho (1994) 
unlike TCS which uses a shape parameter value of 0.63 that is the mean of three independent estimates (see text). 
The larger shape parameter value in TCS necessitates a higher penalty before full compliance is reached. 


11Executing one simulation with 1,000 agents for 1,000 time periods requires approximately 48 seconds on a 
Pentium 4 PC with 1 Gb RAM running under Windows XP. 
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1.  Introduction 
 


The methods by which income is reported to the tax authority vary significantly 


across types of employment in the United States.  One such difference is the requirement 


that employers must report their employees’ income to the taxing authority - referred to 


herein as a matched income arrangement – while the income of self-employed individuals 


is not reported to the federal or state taxing authority by a third party (referred to, 


correspondingly, as non-matched income).  This lack of secondary income reporting 


among self-employed individuals may decrease the likelihood that this group would be 


detected evading taxes.  To the extent this reasoning is empirically valid, self-employed 


individuals would face a lower effective tax rate in a simple rational tax evasion model,1 


all else equal.  The lower effective tax rate would artificially increase the return to self 


employment and inefficiently increase the number of self employed individuals.   


 The primary motivation for an examination into the effects of differing 


compliance behavior resulting from matched versus non-matched income comes from the 


possible tax evasion among the self-employed.  Indeed, the idea that the self-employed 


have different income tax compliance behavior is longstanding in the literature (see 


Feinstein, 1991 and GAO, 1990 for examples).  The empirical literature has also provided 


some support for the idea that evasion partially motivates the transition between self-


employment and wage and salary employment.  Bruce (2000) provides suggestive 


evidence that individuals enter into self-employment to exploit the tax evasion 


opportunities therewith associated.  However, the issue is yet to be tested, to our 


knowledge, using experimental methods.   


                                                 
1 See Andreoni, Erard, and Feinstein (1998) for a discussion of tax evasion models. 







 Experimental methodology provides several advantages in examining patterns of 


evasion across groups who face different probabilities that their income will be detected 


by the tax authority.  Most importantly, an appropriately designed experiment will allow 


for a better isolation of the fundamental influences arising from variations in the income 


matching policy between wage and salary employment and self-employment, relative to 


naturally occurring data.  In addition, fully accurate naturally occurring data are nearly 


impossible to obtain regarding tax evasion due to the nature of the issue: individuals 


intentionally hide evasion in many cases.  Experimental methodology provides an 


advantageous alternative means of addressing these questions in that it avoids problems 


associated with these data inaccuracies.  However, experiments do give rise to a host of 


different shortcomings and should be interpreted as another mode of analysis, not as the 


only appropriate method.   


 In this paper we design an experiment to test whether individuals exhibit higher 


tax compliance rates when the probability of being detected evading taxes is lower 


between income types.  This situation would likely arise when an external party reports 


an individual’s income to the taxing authorities relative to cases in which there is no third 


party reporting, such as is the case with individuals who work in wage and salary jobs 


relative to those that are self employed.  We also examine the effects of tax rates, audit 


rates, gross income, and other factors on tax compliance behavior.  This information is 


relevant to policy questions that surround the design of optimal income tax reporting and 


auditing systems and whether government should engineer tax policy to favor movement 


between modes of employment.   







The study is organized as follows.  Section 2 provides a review of the relevant 


literature.  The experimental design is explained in section 3.  In section 4 we present our 


results and a discussion and section 5 concludes.  Preliminary results indicate that 


individuals who earn relatively more non-matched income do not exhibit significantly 


different tax compliance patterns.  Results also indicate that higher tax rates and lower 


audit rates lead to more tax evasion.     


 


2. Existing Literature 


 The focus of this paper is on differences in tax compliance behavior between 


individuals who earn matched income to those who earn non-matched income.  The 


motivation is primarily due to suspected tax non-compliance of the self-employed, to be 


discussed below.  A foremost motivation for this non-compliance is likely the lack of 


visibility of the income of the self-employed (Kagan, 1989), which is in large part due to 


the non-matched income arrangement in that sector.2  Therefore, the extent to which self-


employment non-compliance is related to a lack of income matching warrants the 


following discussion.      


Researchers have hypothesized for years about the differing compliance behavior 


between self-employed individuals and individuals in wage and salary employment.  


Feinstein (1991, p. 15) concludes, “Schedule C (own business) and F (farm) filers are 


much more likely to evade than the average taxpayer.”  Scheutze and Bruce (2004), in 


providing a review of the literature on taxation and self-employment, conclude that tax 


non-compliance among the self-employed is a significant concern.  In support of this 


                                                 
2 Other reasons for non-compliance in this sector could be a lack of income withholding or simply a 
misunderstanding of the tax system. 







claim they cite research that finds this sector of the economy makes a very significant 


contribution to the total level of tax evasion in the nation.  One of the studies in their 


review (U.S. General Accounting Office, 1990) estimates that, for 1987, self-employed 


individuals account for 63 percent of the $48 billion in unreported income.  Furthermore, 


Kagan (1989) reports findings from an IRS study of tax returns (IRS, 1983) which 


estimates that only 50.3 percent of nonfarm proprietor income is voluntarily reported to 


the IRS compared to 93.9 percent of wage and salary income for 1979.  Kagan goes on to 


discuss another IRS study in which individuals that were treated as independent 


contractors (and had no income reported or withheld by a third party).  The study found a 


low percentage of income reported overall and 47 percent of the independent contractors 


did not report any of their earnings. 


 In addition, the empirical literature has found suggestive evidence that individuals 


enter into self-employment to take advantage of non-compliance opportunities.  For 


example, Bruce (2000) finds that higher tax rates, as well as the differential between the 


marginal tax rates of wage-and-salary and self-employment, both increase self-


employment.  He states that this result could be interpreted as evidence that individuals 


may enter into self-employment to exploit the associated evasion opportunities.   


 However, clear conclusions regarding the magnitude of tax evasion among the 


self-employed are still elusive to researchers despite the large literature on the subject.  


This is in large part due to the difficulty in estimating the magnitudes of evasion given 


the difficulty in capturing accurate information about tax reporting behavior in the 


naturally occurring world.  This is also because many taxpayers who underreport 


intentionally attempt to hide income so as not to be caught.  Also, numerous other 







confounding effects blur the picture, such as ambiguous tax laws regarding deductions 


and non-filers (who are often difficult to capture in a data set) make clear estimates of tax 


non-compliance difficult to obtain.  These issues arise in virtually all existing studies, 


which rely on naturally occurring data in the form of tax return or survey data.  


  


 


 


3. Experimental and Analytical Design 


 We begin this section with a description of the experimental design used in this 


study.  Then we highlight the behavioral hypotheses that are tested.  Last we discuss of 


the analytical methodology that is used.  


Experimental Design 
The current experiment uses the same basic experimental design and platform of 


Alm, Jackson, and McKee (2004) (hereafer AJM).  The difference is the incorporation of 


an examination of the effects matched versus non-matched income.  The experimental 


structure attempts to replicate the fundamental elements of the income tax in the United 


States that include the following steps.  First subjects earn income by performing a 


simple task.  Then they report some or all of it to the taxing authority and pay taxes on 


the amount reported.  Next, audit is randomly determined with some known probability.  


If a subject is audited, whether any unreported income is detected is randomly 


determined, also with a known probability.  Finally, if an individual is not in compliance 


and is not detected, he or she pays additional taxes owed and a penalty.  This procedure 


should provide for the necessary degree of “parallelism” to the naturally occurring world 







that is crucial to the applicability of any experimental result (Smith, 1982).  That is, the 


experimental setting here should capture all of the fundamental elements of the naturally 


occurring world such that the results obtained here are applicable to actual policy. 


The experiment proceeds in the following fashion.  Each subject sits at a laptop 


computer in a cubicle and is not allowed to communicate with other subjects.  This 


eliminates any potential peer effects that could blur the conclusions of the study.  All 


actions that subjects take are made on their computer.  Subjects initially earn income 


based upon their performance in a simple computerized task.  More specifically, they are 


required to move numbers in the correct order from one location on the computer screen 


to another location.  The subject who finishes the task with the quickest time earns the 


highest income, 100 “lab dollars.”  The second and third place finishers earn 90 lab 


dollars, the fourth and fifth place finishers earn 80 lab dollars, and so on.  Ties are 


randomly broken.  Subjects are informed of their earnings relative to those other 


participants in their experiment.  This is the only knowledge they have of other 


participants.    


After earning income, subjects see a screen that reports their income as well as the 


income of the other participants.  This screen also presents all other relevant parameters 


that subjects need in their decision making process.  These include the audit rate, the tax 


rate, the percentage of income that is matchable, the penalty rate on unreported income, 


and the probability of being detected if they fail to report all of their non-matched 


income.  Subjects then choose what percentage of their matchable and non-matchable 


income to report to the tax authority.3  They are told that they are obligated to report all 


                                                 
3 During the instructions subjects are informed of what matched and non-matched income is and that a real 
world example of non-matched income is  tip income. 







of their income, but it is ultimately their decision.  They are able to report any percentage 


between 0 and 100 percent (no decimals) of each type of income.  The computer 


automatically reports taxes owed.  It also computes tax liability based on the fractions of 


matched and non-matched income that subjects report.  Subjects are able to experiment 


with different fractions before deciding upon a final percentage to report with a calculator 


that is built into the software.  This helps promote full information decision-making.  


Subjects may also view a history of previous rounds before making a decision.  A virtual 


bingo cage determines whether subjects are audited.  More specifically, audit is 


determined by the selection of a colored ball from a cage with 10 balls total.  The number 


of colored balls represent audit while white balls represent no audit.  The computer 


automatically deducts taxes paid and penalties (if any are owed) from subjects’ accounts.  


Income for each round is represented by the following equation:   


After Tax Income = G – t G [M*Rm + U*Ru] –  


A (t + P) G [M (1 – Rm) + D U (1 – Ru)], where 


§ G = gross income,  
§ t = tax rate,  
§ M = percentage of income that is matched,  
§ Rm = percentage of matched income that is reported,  
§ U = percentage of non-matched income that is reported,  
§ Ru = percentage of unmatched income that is reported.   
§ A = 1 if individual is audited, 0 otherwise 
§ P = penalty rate on unreported income     
§ D = 1 if subject is detected upon not fully reporting non-matched income, 


              0 otherwise       
 
Subjects are informed that they keep their after tax earnings at the end of the experiment, 


converted from lab dollars to US dollars at the rate of 90 to 1, and paid in cash.  After 


income is reported and audit is determined, subjects see one final screen that summarizes 


everything that happened during that round. 







Table 1 reports the parameters used in the experiment.  We allow for five 


combinations of matched versus non-matched income: 0 percent, 25 percent, 50 percent, 


75 percent, and 100 percent non-matched and the corresponding matched percentages.4  


These combinations should provide for a broad understanding of the relationship between 


income matching policies and tax compliance behavior.  There are three different tax 


rates: 20 percent, 35 percent, and 50 percent.  The 50 percent tax rate is closely 


representative of an effective marginal tax rate for high-income individuals when 


considering top marginal personal income tax rates in combination with payroll taxes 


under the federal tax system in the United States.   


The probability of audit varies between 10 percent and 30 percent.  These rates 


are much higher than actual audit rates in the United States.  However, a more realistic 


audit rate, around two percent, would yield less meaningful results in this setting because 


there would be so few audits in each session.  The implications of this divergence from a 


more realistic setting are discussed below.  The probability that an individual is detected 


evading taxes varies between matched and non-matched income.  The probability of 


detection will be fixed at 100 percent for matched income for simplicity.  Detection rates 


vary among 25 percent, 50 percent, and 75 percent for non-matched income.  The penalty 


rate on unreported income is held constant at a rate of 50 percent. 


 At the beginning of each session, subjects participate in two practice rounds to 


ensure that they are comfortable with the situation and to allow them to ask clarifying 


questions before the actual rounds begins.  Earnings per subject fall in the $19 - $37 


range based upon performance in the experiment, the tax parameters used in a particular 


                                                 
4 For this preliminary version the 25 percent non-matched and 75 percent non-matched treatments are 
omitted. 







session, and chance.  The preliminary experimental design requires the administration of 


7 sessions as outlined in Table 2.  Sessions consisted of either 16, 14, or 12 subjects each 


based on subject availability.5  Each session involves two stages, each with 15 rounds.  


The audit rate is the only parameter that changes between sessions.  In total we utilized 


98 subjects resulting in 2,940 observations.   


The experiment follows the platform used by AJM (2004).  It uses the same 


laboratory equipment (i.e., 16 notebook computers and a server machine) and software.  


Sessions were conducted on the University of Tennessee campus using undergraduate 


students that were recruited randomly from various classes.  Subjects were not allowed to 


participate in more than one session and had no prior experience in this series of 


experimentation.  Methods adhere to all guidelines concerning the ethical treatment of 


human subjects.     


 


Behavioral Hypotheses 


This experimental setting allows for an examination of five behavioral 


hypotheses.  They are as follows: 


H1: Individuals are less likely to fully comply with tax rules when the tax  
        authority experiences difficulty in detecting a larger portion of their income.   
 
H2:  Higher tax rates lead to lower levels of tax compliance. 
 
H3:  Higher audit rates lead to higher levels of tax compliance. 
 
H4:  Higher wealth leads to lower levels of tax compliance. 
 
H5:  An audit in the previous round leads to higher levels of tax compliance.   
 


                                                 
5 Subjects are divided into two groups based upon the structure of AJM (2004).  This division is maintained 
in this study to make for a better parallel to the previous study even though it is not required.  The grouping 
is due to the information-sharing and public good components of AJM (2004). 







The first hypothesis is, of course, the focal point of this study.  The second 


hypothesis contributes to the rather large literature on the topic in which theoretical 


predictions are ambiguous and empirical assessments are difficult to obtain.6  Similarly, 


audit rates certainly change the expected value of reporting income versus not reporting, 


and would likely affect tax compliance.  Wealth may affect tax compliance by affecting 


the marginal utility of another dollar of income and, correspondingly, one’s risk 


preferences.  Audits in the previous round would not affect compliance in a rational 


evasion model since the current round is independent of any previous rounds.  However, 


individuals may still respond to past audits because of (a) the “gambler’s fallacy” or (b) 


the notion of “catching up.”  The gambler’s fallacy means that individuals may 


incorrectly believe that an audit in the last round means that an audit in the current round 


is less likely.  Catching up means that, if an individual was audited in the previous round, 


they may evade more to earn more income to make up for the penalty paid earlier. 


An important consideration is the expected value of reporting income versus not 


reporting.  Table 3 reports the difference in the expected value of reporting 100 dollars of 


income versus not reporting any income for matched and non-matched income for each 


tax rate, audit rate, and non-matched income detection probability combination used in 


this study.  Of course, if individuals followed simple mathematical models perfectly and 


were risk neutral, these expected value calculations would predict behavior without error, 


and there would be no need for an experimental test.  However, individuals are probably 


not perfectly risk neutral and also may not follow a simple model of income 


maximization.  In part, this study tests the perceptions of individuals.  The individuals 


may have other reasons to comply or not, such as a moral values associated with 
                                                 
6 See Andreoni, Erard and Feinstein (1998) for a discussion of this result. 







compliance or “cheating.”  They also may focus on certain parameters more than others 


simply due to their priors that have been derived from the media or other sources.  For 


example, an individual may overweight the tax rate simply because he or she is familiar 


with it due to prior experience.  Indeed, we use non-neutral terminology (i.e., tax 


language) in this experiment to enhance parallelism with the naturally occurring tax 


environment.   


None-the-less, the expected value is still important because a simple rational tax 


evasion model likely explains a significant portion of individual behavior.  The 


parameters are structured such that, for a risk neutral individual, it is rational to evade in 


most cases.  Thus, the difference between the expected value of compliance and the 


expected value of non-compliance is negative in all but one case – with a low tax rate and 


a high audit rate on matched income.  We lean on the negative side since we assume that 


most individuals are risk neutral.  We have attempted to arrange for a fairly vast range of 


expected value differences.  Holding tax and audit rates constant, not reporting non-


matched income always carries a larger expected gain relative to matched income 


 


Analytical Design 


The primary component of this study consists of a generalized least squares 


regression model that explains income tax compliance as a function of several tax 


variables and gross income.  The model includes subject specific effects to control for 


individual specific characteristics.  This model allows for heteroskedasticity across 


individuals.  Income tax compliance is measured as the percentage of total income that is 


reported to the tax authority.  The baseline model is summarized as follows: 


Percent of Gross Income Reportedi,t = ß0 + ß1 Gross Incomei,t +  







ß2 Percent Non-Matchedi,t + ß3 Tax Ratei,t + ß4 Audit Ratei,t  +  eit, 
 


where i and t are individual and round indices, and eit = ui + wit.  The traditional error 


term is denoted by wit and is assumed to meet all of the usual requirements.  The 


individual-specific effect is denoted by ui and controls for individual level heterogeneity.7   


Appendix 1 presents summary statistics for all of the variables used in this analysis. 


    


4. Results and Discussion 


Simple Results 
We begin with a review of several sets of cross tabulations to compare 


compliance behavior based upon various parameters.  Figure 1 presents the distribution 


of average tax compliance rates for individuals, over 30 rounds, for matched and non-


matched income.  Here, as always, tax compliance is measured as the percentage of a 


subjects’ gross income that he or she reports to the tax authority.  Most individuals posted 


average compliance rates at the extremes, either close to 100 percent compliance or zero 


percent compliance.  This is expected if risk preferences do not change over the income 


range of this study.  Regarding compliance patterns for matched and non-matched 


income, a fairly strong picture emerges from this figure: a noticeably larger portion of 


non-matched income falls into the 0-20 average compliance rate range while a larger 


percentage of matched income falls into the 81-100 range, providing weak evidence that 


no-matched income leads to more evasion.  


Figure 2 presents overall compliance rates by the percentage of income that is 


non-matched.  The primary hypothesis of this study is that that compliance decreases as 


                                                 
7 We also included round fixed effects in a preliminary but they were not statistically significant 
determinants of compliance rates. 







more of an individual’s income is non-matched.  However, this simple analysis fails to 


provide strong evidence in support of this assertion as evidence in the figure.  Indeed, we 


find that compliance actually increases from zero percent to 50 percent non-matched, 


although by only a small amount.  However, as expected, compliance rates drop sharply 


when 100 percent of one’s income is non-matched.   


Figure 3 continues this strand of analysis by presenting the average tax 


compliance rate by tax rate.  As previously stated, it is theoretically unclear how 


compliance should respond to the tax rate.  Here results indicate that tax compliance 


decreases with higher tax rates.  The difference is much larger between the 20 and 35 


percent rate than between the 35 and 50 percent rate.  Figure 4 presents compliance rates 


by income.  While compliance increase between 60 and 70 lab dollars of income, average 


compliance rates strictly decrease as income rises above 70 lab dollars.   


 
 


Regression Analysis 
Results from several generalized least squares regression models are presented in 


Table 4.  This mode of analysis allows for a more precise understanding of the 


relationships between the variables of interest because, in this framework, coefficient 


estimates isolate effects between the tax variables and compliance from every other factor 


that is included in the model, including subject-specific effects.  Controlling for subject-


specific effects is especially important because this isolates any feeling of dislike of the 


tax system, fairness, etc. and allows for a precise examination of the effect of changes in 


the included variables.   







Baseline Model.  Results from the baseline model are presented in the first 


column of table 4, labeled Model 1.  Contrary to our primary hypothesis, results fail to 


provide evidence that tax compliance behavior responds significantly to the portion of 


one’s income that is non-matched, and correspondingly, carries a lower probability of 


being detected evading taxes if audited.  It may simply be the case that individuals simply 


do not focus on this variable despite its effect on the expected value of compliance versus 


non-compliance.  Instead, they may devote their attention more heavily to more well 


known parameters such as the tax and audit rates.    


 Several of the other variables included in this regression are deserving of 


attention.  We find that higher income is associated with significantly lower levels of tax 


compliance.  More specifically, an increase from 90 to 100 lab dollars would lower the 


percentage of income reported by 4.5 percentage points, relative to an average tax 


compliance rate of 49.2 percent.  In addition, results indicate that the tax rate is a 


statistically significant determinant of compliance.  According to this model, a rate 


increase of 35 percent to 50 percent would lower compliance by 11.6 percentage points, a 


significant change when considering average compliance rates.  Results also indicate that 


higher audit rates lead to significantly higher rates of compliance.  More specifically, 


increasing the audit probability from 10 to 30 percent would increase compliance by 6.5 


percentage points, all else equal. 


 Other Robustness Checks.  The second column of Table 4 presents a similar 


model with the inclusion of a dummy variable to denote whether an individual prepares 


his or her own tax return.  These individuals may exhibit differing compliance behavior 


because they understand the tax system better due to their experiences with taxes.  







Results indicate that individuals who do prepare their own return are much less likely to 


fully comply.  Estimates show that income reporting rates are 18.4 percentage points less 


for individuals who file their own tax return relative to those who do not.  Other results 


from this model are basically unchanged.      


The third column of Table 4 modifies the baseline by adding subjects’ total 


earnings up to a given point in the experiment.  Here individuals may attempt to enhance 


their earnings if they have performed poorly in previous rounds, resulting in a negative 


relationship between wealth and non-compliance.  Alternatively, wealthier individuals 


could have different risk preferences.  Results indicate that higher wealth is associated 


with less tax compliance behavior.  The last robustness check, Model 4, involves the 


inclusion of a variable to denote whether an individual was audited in the previous round.  


As would be predicted in a rational tax evasion model, an audit in the previous round is 


not a statistically significant determinant of compliance.    


Categorical Explanatory Variables.  Table 5 presents results from an alternative 


model in which gross income, non-matched income percentage, the tax rate, and the audit 


rate are denoted as categorical variables.  Indeed, funding availability did not permit us to 


provide enough variation in these variables to be able to perfectly label them as 


continuous.  Results from this model differ slightly from our baseline results.  Here we 


find that only an income of 100 lab dollars significantly reduces tax compliance relative 


to an income of 60 lab dollars.  In contrast to our earlier finding, results in this model do 


identify a statistical difference in income reporting behavior when subjects have 100 


percent non-matched income relative to when only 50 percent of income is non-matched.  


However, results do not identify a statistical difference between zero percent non-







matched and 50 percent non-matched.  Similar to our previous results, this specification 


also indicates that higher tax rates and lower audit rates lower overall tax compliance 


rates.   


 


5. Conclusions 


 In this study we have provided an analysis into the effect of how income that 


cannot be detected with certainty by the tax authority affects tax compliance behavior.  


The results should shed light on the issue of why the self-employed exhibit different tax 


compliance patterns relative to those in wage and salary employment if self-employment 


is often difficult to detect.  Experimental methods provide several advantages in 


examining this issue.  Most of all, an appropriately designed experiment will allow for a 


better isolation of the fundamental influences of income detection rates on compliance.  


In addition, accurate tax compliance data are difficult to obtain in the naturally occurring 


since many individuals intentionally attempt to hide evasion.    


 Results do not provide strong evidence that individuals who have a larger share of 


income that is difficult to detect exhibit significantly different tax compliance patterns.   


Perhaps individuals focus much more heavily on other parameters such as the audit rate 


and the tax rate.  Indeed, we do find evidence that lower tax rates and higher audit rates 


lead to significantly higher tax compliance rates.  Results also indicate that individuals 


who prepare their own tax returns and wealthier individual exhibit significantly lower tax 


compliance rates.  Future revisions of this paper will examine more combination of 


matched versus non-matched income (e.g., 25 percent non-matched and 75 percent non-







matched) as well as changes in the rate that non-matched income is detected by the tax 


authority. 


 Since we are unable to identify a significant difference in compliance behavior 


between income that can be detected by the tax authority with certainty and income that 


cannot, the question remains as to why do the self-employed (whose income is 


presumably more difficult to identify) exhibit differing rates of compliance relative to 


those who are in wage and salary employment.  One hypothesis is that the lack of income 


withholding for the self-employed may lead to lower rates of compliance.  In addition, 


the self-employed may simply make more mistakes since their tax returns are usually 


more complicated than the non-self-employed.  More research is required to verify these 


hypotheses.     
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Table 1: Parameters


Percent Non-Matched Tax Rate Audit Probability Probability of Detection
0
25 20 10 25
50 35 30 50
75 50 75
100


Table 2: Experimental Design


Percent  Audit  Probability  
Treatment Non-Matched Tax Rate Probability of Detection


1 0 35 10 and 30 -
3 50 35 10 and 30 50
5 50 35 10 and 30 75
6 50 35 10 and 30 25
7 50 20 10 and 30 50
8 50 50 10 and 30 50
9 100 35 10 and 30 50







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Table 3: Should a Risk Neutral Individual Comply? 


Tax Rate Audit Rate
35 10
20 10
50 10
35 30
20 30
50 30


Probability Expected Value of Compliance - 
Tax Rate of Detection Audit Rate Expected Value of Non-Compliance


35 50 10 -28.2
35 75 10 -29.8
35 25 10 -26.6
20 50 10 -14.0
50 50 10 -42.5
35 50 30 -14.7
35 75 30 -19.5
35 25 30 -9.8
20 50 30 -1.9
50 50 30 -27.4


These figures are based upon an income of 100 lab dollars and a penalty rate of 50 percent of unreported income.


Expected Value of Compliance - 


Non-Matched Income


Matched Income


Expected Value of Non-Compliance
-26.5


1.0
-20.0


-13.0
-40.0
-9.5







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Table 4: Generalized Least Squares Regression Results


Variable Model 1 Model 2 Model 3 Model 4
Gross Income -0.454*** -0.507*** -0.286*** -0.471***


(0.072) (0.071) (0.070) (0.074)


Percent Non-Matched -0.046 -0.042 0.037 -0.036


(0.030) (0.029) (0.029) (0.031)


Tax Rate -0.776*** -0.994*** -0.881*** -0.781***


(0.098) (0.099) (0.095) (0.100)


Audit Probability 0.323*** 0.323*** 2.145*** 0.361***


(0.323) (0.077) (0.142) (0.083)


Prepare Taxes - -18.357*** - -


- (1.776) - -


Wealth - - -0.034*** -


- - (0.002) -


Audit Last Round - - - -0.246


- - - (2.101)


Constant 109.5*** 126.4*** 97.10*** 109.42***


(7.09) (7.16) (6.88) (7.24)


Entries are generalized least squares panel regression coefficients with standard errors in parentheses.


*, **, and *** denote statistical significance at the 10%, 5%, and 1% levels.


All percentages are on a 0-100 scale.


There are 2,940 observations for models 1, 2, and 3, utilizing 98 subjects.  


Model 4 has 2,940 observations, also with 98 subjects.  Here the first round was dropped becaue of the lagged audit variable.  


Dependent Variable: Percent of Total Income Reported







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Table 5: GLS Results with Categorical Explanatory Variables


Dependent Variable:
Variable Income Reported (%)


Income 70 5.631
(4.265)


Income 80 3.813
(4.231)


Income 90 -3.723


(4.231)


Income 100 -10.747**
(4.477)


Percent Non-Matched 0 0.288
(2.295)


Percent Non-Matched 100 -6.980***
(2.544)


Tax Rate 20 18.333***


(2.392)


Tax Rate 50 -4.934**
(2.396)


Audit Probability 30 6.463***
(1.563)


Constant 44.99***
(4.11)


*, **, and *** denote statistical significance at the 10%, 5%, and 1% levels.


All percentages are on a 0-100 scale.







 
 


 
 
 


 


Figure 1: Average Compliance Rates


5


15


25


35


45


55


0-20 21-40 41-60 61-80 81-100


Compliance Rates


P
er


ce
n


t


Matched


Non-Matched


Figure 2: Compliance Rates by Non-Matched 
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Figure 3: Compliance Rate by Tax Rate
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Figure 4: Compliance Rate by Income


30
35
40
45
50
55
60


60 70 80 90 100


Income


C
om


pl
ia


nc
e 


R
at


e








Data Interpretation across Sources:  A Study of Form 990-PF Information Collected 
from Multiple Databases 
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I. Introduction  


Private foundations contribute billions of dollars 
each year to charitable initiatives directed toward 
such issues as environmental protection, health 
and human services, promotion of the arts and 
humanities, and educational outreach and 
opportunities.  With several hundred billion 
dollars in asset holdings, private foundations 
constitute a substantial segment of the nonprofit 
sector.  Unlike public charities, which are often 
funded by, and therefore directly accountable to, 
the public, private foundations generally receive 
funding from a limited number of sources.  
Furthermore, an individual or small group 
typically controls the majority of a foundation’s 
activities.  Due to this narrow base of support 
and control, detailed financial information on 
private foundations is often more difficult to 
obtain than similar information for other 
charitable organizations.  In many cases, data 
collected from tax return records and 
disseminated by the Internal Revenue Service 
(IRS) provide the most comprehensive 
information available on the financial 
composition and charitable giving habits of 
private foundations.  Statistics derived from 
these sources can provide a window into the 
charitable activities of these organizations.  
Additionally, the information supplied to IRS 
provides insight into both the investment 
portfolios of private foundations and into the 
nature and amount of their charitable and 
noncharitable expenditures.  These data can also 
reveal emerging trends and developments in the 
private foundation segment of the nonprofit 
sector.  Analyses conducted using such data 
provide a framework for the development of tax 
policy related to private foundations and assist 
practitioners and foundation staffs in the 
establishment of key self-governance principles. 
 Unlike the majority of taxpayers, who report 
information to IRS on “tax returns” designed to 


assist in the calculation and payment of income 
taxes, private foundations complete “information 
returns” designed to collect a wide range of 
information.  Because of their primarily 
charitable missions, private foundations receive 
exemption from Federal income taxes; they are, 
however, subject to an array of stringent legal 
requirements.  Under regulation, they are 
required to distribute a certain percentage of their 
asset holdings to charitable activities each year.  
Secondly, although private foundations are 
exempt from income tax, they are required to pay 
an excise tax on their investment income.  In 
addition, unlike corporate or individual 
taxpayers, private foundations are subject to 
public inspection requirements.  This means they 
are responsible for ensuring that their annual 
information returns, known as Forms 990-PF, are 
widely available to the public.  Each year, 
private foundations file the extensive, twelve-
page return with IRS, reporting standard income 
statement and balance sheet items, as well as 
additional information on charitable 
distributions, compliance with rules that govern 
private foundations, involvement in various 
types of activities, and certain employment 
information.        
 The public inspection requirement 
promotes increased data availability and thus 
provides a wide range of analysis opportunities 
for interested researchers.  Users can obtain 
micro-level data from Forms 990-PF from a 
number of sources.  For example, independent 
organizations such as the Foundation Center and 
GuideStar obtain Forms 990-PF from IRS and 
post them to the Internet on a continuing basis.  
Another organization, the National Center for 
Charitable Statistics (NCCS), makes an annual 
file of return data from the IRS Returns 
Transaction File (RTF) available to researchers 
wishing to obtain data for large numbers of 







organizations.  This file, which the IRS provides 
to the NCCS annually, includes limited data for 
the population of Form 990-PF filers.  The 
Statistics of Income (SOI) file provides yet 
another resource for private foundation data.  
This file includes error-corrected data items for a 
sample of Forms 990-PF. 
 While the numerous available data 
sources enhance research options, reconciling 
them to one another can be a difficult experience 
for data users.  Measuring data quality and 
discrepancies among them is a formidable, but 
necessary, challenge.  Before conducting 
analysis, researchers should be aware of the 
range of available data sources, as well as the 
limitations and advantages that characterize the 
data sets obtained from these sources.  Such 
information is especially important when 
supplementing data from any one source with 
information obtained from another.  
Understanding the unique characteristics of data 
obtained from each source also helps to explain, 
and reduce, statistical variation between them.  
Additionally, assessment of these data sources 
allows opportunities to combine information 
from them, possibly reducing data collection 
costs and expediting processes.  This paper will 
discuss two IRS-derived data sources, the IRS 
Returns Transaction File and the SOI File, and 
determine the various quality and consistency 


issues associated with each source.  It will 
describe the various administrative data sources 
from which private foundation data may be 
obtained, outline the methodology for identifying 
comparable tax returns to create a standardized 
dataset, examine the results of preliminary 
analysis conducted on aggregate and micro-level 
statistics from the datasets, and present 


conclusions and future applications derived from 
the research conducted. 


I. Data Sources Overview 


 When IRS receives a Form 990-PF, a limited 
number of data items are key-entered as the 
return is processed and posted to what is known 
as the RTF.  IRS creates an annual RTF extract, 
which includes information from all returns 
received by IRS during a given “processing,” or 
calendar, year.  The extract includes 
approximately 100 money amounts, or financial 
items, with an additional 85 fields of codes and 
other non-financial information.  When working 
with RTF-derived data, it is important that users 
are aware that the file may include a number of 
superfluous records, such as duplicate or 
incorrectly filed returns.  Under most 
circumstances, data users should remove such 
records before conducting most analyses.    
 When using RTF data, several 
important factors should be taken into account, 
particularly if the data are used in conjunction 
with data from other sources.  First, the 
timeframe that a set of returns represents must be 
considered.  An extract for a given calendar year 
should include the “population” of Forms 990-
PF filed with IRS during that year.  However, 
organizations file Form 990-PF based on 
reporting year, which corresponds to the year 


actually printed on the return.  As illustrated by 
Figure A, which shows examples of accounting 
period that can be present in a typical Reporting 
Year, an organization determines its reporting 
year based on its accounting period, specifically, 
based on the month in which its accounting 
period begins.  Thus, an organization would file 
a Reporting Year 2000 return if its fiscal year 


Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec


Figure A:  Examples of Filing Periods Represented by Returns Filed for Reporting Year 2000 


Calendar Year 2001Calendar Year 2000


Jan. 1, 2000 - Dec. 31, 2000


Jul. 1, 2000 - Jun. 30, 2001


Oct. 1, 2000 - Sep. 30, 2001


Dec. 1, 2000 - Nov. 30, 2001


Apr. 1, 2000 - Mar. 31, 2000







accounting period began in any month of 
Calendar Year 2000 [1].  However, many 
Reporting Year 2000 returns, such as those with 
accounting periods that began in December 2000 
and ended in November 2001, would not have 
posted to the RTF until Calendar Year 2002.  
When conducting time-series analysis, or 
analysis among multiple data sources, it is 
important to understand the relationship between 
accounting periods, calendar or processing years, 
and reporting years in order to achieve the most 
consistent dataset possible.   


Secondly, although different types of 
organizations file the same return, they may not 
necessarily be subject to the same tax treatment.  
Both tax-exempt private foundations and 
nonexempt charitable trusts are subject to the 
private foundation rules and are thus required to 
file Form 990-PF.  However, in some cases, 
nonexempt charitable trusts may also be 
responsible for paying income tax, reported on a 
separate, additional return.  Such a distinction 
could easily affect the behaviors of these 
organizations.  Therefore, these segments of 
filers should be identified and treated as distinct 
types of entities, thus allowing the opportunity to 
examine these data in both separate and 
aggregate frameworks.  If an RTF data user is 
aware of this distinction, he or she can easily 
identify nonexempt charitable trusts and private 
foundations based on their assigned subsection 
codes.  
 Based on postings to the RTF, SOI 
samples approximately 10 percent of all Forms 


990-PF filed for a given reporting year.  The SOI 
file contains more than 200 financial items, with 
75 fields dedicated to codes or non-financial 
information.  The SOI staff enters data into an 
online system, which identifies taxpayer and 
other errors, which are corrected during the data 
entry process.  Often, supplemental information 
is included with Forms 990-PF on schedules and 
other attachments.  Where appropriate, 
information from these attachments is used to 
supplement or enhance data reported by the filer.  
A typical completed reporting year sample 
includes numerous allocations.  For example, 
SOI made nearly 17,000 allocations for the 
Reporting Year 2000 sample.   
 Unlike the RTF extract, which includes 
all returns filed in a given calendar year, the SOI 
Reporting Year sample must be conducted over 2 
calendar years.  This method of data collection is 
used as it ensures almost complete coverage of a 
reporting year population, preventing 
organizations from being excluded from the 
sample in cases where their returns are filed 
outside of the anticipated calendar year.  Like the 
RTF, the SOI file includes returns filed by 
nonexempt charitable trusts, but duplicate returns 
and returns with inconsistencies that cannot be 
resolved are removed before dissemination.   


II. Analysis Methodology 


The first challenge in measuring consistency and 
quality issues between the two sources was to 
standardize and combine the data sources by 
creating a standardized dataset; the resulting 


Figure B:  Reporting Years Represented in the Combined Extract
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dataset was designed to include data from a 
single reporting year and to be free of duplicate 
and extraneous records.  To create the 
standardized dataset, a series of steps was taken 
to ensure that the highest possible level of 
consistency was achieved between RTF and SOI 
data.   


The analysis includes returns filed for 
Reporting Year 2000, which IRS received over 
several calendar years [2].  To identify the 
appropriate returns, while still limiting the 
number of years of RTF data that were included 
in the analysis, the final dataset was limited to 
those extracts containing returns posted in 
Calendar Years 2001 and 2002.  This timeframe 
coincides with the period in which data were 
collected for the SOI Reporting Year 2000 file. 


In addition to including nearly the entire 
population of timely-filed Reporting Year 2000 
Forms 990-PF, the combined extract also 
included returns filed for other reporting years 
between 1998 and 2001.  Figure B shows the 
percentage of returns from each reporting year 
that appeared on the 2001 and 2002 combined 
RTF extract.  Less than half of the returns on the 
extract represented Reporting Year 2000, and a 
substantial number were filed for Reporting Year 


2001, with smaller but significant numbers 
representing other reporting years.   


Figure C illustrates the number of returns 
associated with each year in the combined 
extract.  The calendar year populations appear in 
the larger ovals, with the Reporting Year 2000 
subset represented by the smaller ovals.  Only 


the 72,559 returns filed for Reporting Year 2000, 
identified as the sum of the subsets of the 2 
calendar years, and represented in the smaller 
ovals, were initially considered for inclusion in 
these analyses.   


                    Figure C:  Components of the Combined Returns Transaction File
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Once the subset of included organizations 
was narrowed, based on reporting year, several 
additional steps were taken to arrive at a 
standardized dataset.  Records were removed if 
their associated “status codes” indicated that the 
organizations were inactive or no longer exempt. 
In some cases, returns appeared more than once 
on the RTF.  A series of procedures removed 
these duplicate returns from the standardized 
dataset.  Finally, the completed dataset included 
only returns filed by private foundations, 
identified based on the assigned subsection code.  
Once concluded, these steps revealed an RTF 
population of 68,355 returns suitable for 
inclusion in the analysis.  







 For comparison purposes, the SOI file for 
Reporting Year 2000 was used for this analysis.  
The sampling period for the file began in January 
2001 and continued through December 2002.  
The file is a random Bernoulli sample, based on 
organization type and asset size, using different 
parameters for private foundations than for 
charitable trusts.  In addition to being subject to 
different tax treatment than private foundations, 
nonexempt charitable trusts are generally much 
smaller, in terms of asset size, than are their tax-
exempt counterparts.  Private foundations with 
$10 million or more in assets and nonexempt 
charitable trusts with $1 million or more in assets 
were selected at rates of 100 percent, with 
decreasing rates applied to smaller-sized 
organizations [3].  For the initial research, the 
SOI file remained largely intact, with one 
exception: all returns that were ultimately 
determined to be “charitable trusts” were 
removed from the data.  While returns filed for 
charitable trusts were removed from the RTF 
based on subsection code, they were removed 
from the SOI file using a more perfected data 
field, which is not available on the RTF [4].  
This field rectifies errors in organization type 
that are often present on the RTF at the time of 
sampling.   


Item Coefficients Difference
of variation RTF to SOI


(percentages) (percentages)


Total assets (fair market value) 0.66 4.83
Total revenue 1.50 0.65
Total expenses 2.84 2.19


Figure D:  RTF and SOI File Comparison:  Percentage Differences 
and Coefficients of Variation


IV. Aggregate Analysis 


After standardization of the data sets, aggregate 
RTF and SOI data were compared.  For major 
data items, the two sources did not provide 
significantly different results.  Figure D is a 
comparison between the coefficients of variation, 
used to estimate of SOI sampling error, that were 
calculated for three major data items, and the 
percentage differences between estimates 
derived from the RTF and SOI data files.  Note 
that, for two of the three categories, total revenue 
and total expenses, the percentage difference 
between the two datasets falls inside of the 
sampling error estimates.  For one category, fair 
market value of total assets, the difference by 
which the RTF amount exceeds the SOI amount 
is somewhat larger than the sampling error.  The 
larger difference may be attributed to a variety of 
differences in editing and error correction, which 
are driven by the purposes for which the data are 
collected.  While RTF data entry operators often 
key data directly from the Form 990-PF for 
examination and tax collection purposes, SOI 
editors may substitute amounts from attachments 
in lieu of amounts reported on the return.  These 
types of substitutions and corrections allow SOI 


to produce statistics that are more accurate and to 
provide additional data items for customers that 
use microdata files. 


V. Microdata Analysis 


To analyze microdata fields between the two 
datasets, individual returns were linked from the 
SOI file back to the parent RTF, based on their 
unique taxpayer identification numbers.  Returns 
were not linked unless they appeared on the RTF 
dataset that was used for aggregate analysis.  
Once linked, the files were compared for 
inconsistencies between major data items.  The 
inconsistent fields were then weighted, using the 
SOI design-based weights, to determine the 
effects of the SOI correction processes on the 
overall population estimates.  A field was 
identified as “inconsistent” if the amount 
transcribed to the SOI file differed by more than 
$25 from the amount that appeared on the RTF.  
While corrections were made to many data items 
common to the two datasets, nine major fields 
appeared to be corrected by SOI editors most 
frequently.   
 The three balance sheet items that 
represented securities--corporate stock, corporate 
bonds, and Government obligations--were 
corrected most often and, based on the median 
values of these corrections, with the most 
magnitude.  Figure E shows RTF fields to which 
SOI editors commonly made corrections.  In 
most cases, these corrections probably resulted 
from procedural differences in data entry, rather 
than operator error.  SOI data entry operators 
collect information from supplemental 
attachments and schedules, in addition to the 
data that appear on the Form 990-PF, to enhance 
the quality and accuracy of the microdata.  The 
maximum and minimum correction values 
exemplify the effects of large keying errors on 
the RTF.  Weights associated with the returns 
identified as corrected were applied to estimate 
the effects of SOI data entry on the overall 
population of private foundations.  The 







Figure E:  Unweighted and Weighted Corrections, Amounts and Values
Minimum Maximum


Data Item value value Number Median Mean Number Median Mean
value value value value


Corporate stock -5,241,441,621 118,170,705 1,640 -986,193 -16,639,345 10,725 -70,299 -2,763,242
Corporate bonds -186,930,409 441,778,508 657 -984,966 -3,264,243 3,974 -123,775 -715,434
Government obligations -344,684,265 454,418,685 538 -425,973 -1,615,332 3,354 -58,743 -270,657
Total assets, book value -19,021,602,054 2,276,122,860 367 -21,264 -54,123,269 2,311 -5,159 -8,614,235
Total assets, fair market value -34,824,317 397,295,763 297 -30,001 1,015,237 2,701 -19,247 -1,101,468
Total expenses -70,188,315 28,400,237 240 -13,103 -506,701 1,567 -2,679 -81,322
Total revenue -70,188,315 117,315 237 -15,127 -941,870 1,241 -986 -185,424
Undistributed income -28,751,786 11,363,248 222 3,664 134,594 4,009 -438 11,105
Other revenue -70,188,315 291,274 206 -15,033 -593,730 1,106 -1,009 -114,774


Unweighted Corrections Weighted Corrections


categories of stocks, bonds, and Government 
obligations remained the most-often corrected 
financial items, after the weights were applied.  
The category “undistributed income,” a field that 
represents required charitable distributions that 
foundations did not make in Reporting Year 
2000, represents a larger portion of the total 
weighted corrections made than in the 
unweighted total.  This indicates that more 
changes to the field were made to smaller, and 
therefore more heavily weighted, asset-size class 
returns.  The relationship between foundation 


size and number of corrections was examined by 
arranging returns included in the microdata 
analysis into commonly used used “asset-size” 
categories.  Figure F shows the percentage of 
returns with at least one correction to one of the 
nine data items examined, by asset size category.  
The proportion of corrections, generally, 
increased slightly with foundation size.  More 
than 45 percent of the returns filed by the largest 
organizations, those with assets of $100 million 
or more, had a least one correction, indicating 
that the largest organizations are proportionally 
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more often corrected than are their smaller 
counterparts.  Overall, for the nine selected 
items, nearly 40 percent of the returns in the SOI 
sample had data inconsistent with that appearing 
on the RTF.  


VI. Conclusions and Future Research 


Based on this research, several important 
conclusions regarding data consistency, 
compatibility, and collection can be reached.  In 
the past, SOI has been hesitant to supplement 
information unavailable on the SOI file with 
similar data from the RTF.  However, it appears 
that these data can be used as complements, as 
long as the RTF data files are properly restricted 
to be consistent with the SOI file.  While the SOI 
dataset is the only source for many data fields, in 
the future, the RTF may provide a valuable 
source for obscure, but sometimes necessary, 
data items.  An important conclusion regarding 
data collection can also be reached based on this 
research.  Currently, only a handful of items, 
none of which is financial, are incorporated 
directly from the RTF to the SOI transcription 
process.  In many cases, however, some items 
that are available on the RTF 990-PF file remain 
largely unchanged during the SOI editing 
process.  In the future, SOI may wish to build on 
this information and identify items that can be 
captured directly from the RTF to reduce the 
redundancy of operator transcription.  SOI 
resources could then be directed toward 
transcribing additional data items, which may 
not currently be available from any source.   
 Several future research options are available 
that could also help to illuminate data quality and 
collection issues.  Currently, a sample of large-
case returns that are included on both the RTF 
and SOI file is being transcribed based on 
information that appears directly on the Internet-
posted, publicly available return.  The data are 
being collected without additional information 
from attachments or schedules being transcribed.  
The information will provide insight into an 
avenue that researchers commonly use for 
information—the Internet, and will determine if 
the data posted by these organizations are 
consistent with those collected by IRS.  Another 
valuable venture would involve comparing data 
from the SOI and RTF files for a number of 
years to ensure that that RTF data quality does 
not fluctuate between calendar years.  This 
information could assist in determining 
definitive sources for specific data items.  
Ultimately, the results of this research may assist 


in improving resource allocation in the collection 
and dissemination of private foundation data.  
     
 
 
Notes and References: 
[1] For example, a return that had an 


accounting period that began in January 
2000 and ended in December 2000 was 
filed for Reporting Year 2000.  This return 
would have likely been posted to the RTF 
in Calendar Year 2001, as the required 
filing data is five and one-half months after 
the end of the accounting period.   


 
[2]  In some cases, a return that was file late or 


by a taxpayer that received numerous 
extensions to file could have been received 
by IRS outside of the traditional, two-
calendar year window. 


 
[3] The realized sampling rates for the 


Reporting Year 2000 SOI study of private 
foundations are shown below: 


Fair Market Value Realized Sampling Rate
of Total Assets (percentage)


Under $125,000 0.3
$125,000 under $400,000 0.8
$400,000 under $1,000,000 1.9
$1,000,000 under $2,500,000 4.3
$2,500,000 under $10,000,000 21.0
$10,000,000 under $25,000,000 100.0
$25,000,000 or more 100.0


Under $100,000 1.2
$100,000 under $1,000,000 13.4
$1,000,000 or more 100.0


Private Foundations


Charitable Trusts


[4] Private foundations and charitable trusts 
were identified on the RTF based on their 
respective subsection codes.  Private 
foundations are assigned a subsection code 
of “03,” while nonexempt charitable trusts 
are assigned a subsection code of “92.”  
Generally, organizations were also coded 
for the SOI File based on their subsection 
codes.  However, in cases where subsection 
codes appeared to be incorrect or were not 
available, SOI staff conducted additional 
research to determine the proper subsection 
code for organizations on the SOI file.     
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Assessing Industry Codes on the IRS Business Master File 
Paul B. McMahon, Internal Revenue Service 


 
 An early process in the development of any 
business survey is the construction of a sampling frame, 
and a list of establishments is usually the preferred 
frame.  The most favored sources for such a frame are 
records systems with lots of auxiliary information, which 
permit stratification, probability proportional to size 
sampling, calibration estimation, and other options.  The 
Internal Revenue Service’s Business Master File System 
is one such source. 
 The records on that system are not available to any 
who would survey this population, but the laws do 
provide that certain agencies do have access.  Limited 
data are available to the Census Bureau, for example.  
However, the Service’s Master File Systems are 
designed with accounting and administration in mind, 
not survey sampling.  Thus, there are a number of 
conventions that, if not understood, could degrade the 
usefulness of records from that system. 
 These is sues were addressed in past papers, most 
recently in the areas of processing conventions 
(McMahon, 1999), delayed filing effects (McMahon, 
2002), and regulatory exemptions (McMahon, 2003).  
Another issue is the quality of the data on that system 
when the information is not directly connected to matters 
of tax collection, but is of considerable interest for a 
sampling frame.  One such variable is the industry code. 
 We examine this code using records processed 
during Calendar Year 2003 both because it is the latest 
full year available and because it shows the effects of the 
latest revisions to the North American Industry 
Classification System (NAICS).  Since Corporation data 
for Tax Year 2002 are not available as of this writing, we 
confined this review to businesses organized as 
partnerships. 
   
Sources of the Data 
 
 The records that the Service provides for use in 
sampling frames arise from the filing of tax forms.  In 
this particular case, we are concerned with the annual 
records filed on Form 1065, Partnership Return on 
Income. The entities providing these forms are 
businesses that have two or more owners and are not 
incorporated, though there are a small number of 
exceptions. 
 The exceptions involve some legal forms of 
business permitted by some States, like “Publicly Traded 
Partnerships” and “Limited Liability Companies.”  The 
existence of these variations on the partnership theme 
arises from the power of the States under the 
constitution, which means that the Federal Government 
must deal with the consequences, in this case by having 
these hybrid organizations file the partnership form. 
 That form has four pages, although attachment 
pages, such as  Schedule K-1, Partner’s Shares of 
Income, Credits, Deductions, Etc. (one for each partner), 


and depreciation forms are usually present as well.  
The associated instructions for the basic form are 34 
pages in length, including the mailing instructions 
and industry classification rules.  Contrast this with 
the 42 pages devoted to the short title list in the 2002 
manual for NAICS.  In the full classification system, 
there are 1,179 separate industries, which are far too 
many to expect the taxpayer to search through [1] and 
would cost too much to mail to each requestor.  As a 
result, the Service reduced this list to 427 six-digit 
industry codes that list in just three pages of the 
instructions. 
 The industry codes used by the Service differ 
only by combining industries into more general 
categories.  That is, the Service did not create any 
special group from a subset of one of the NAICS 
codes.  Moreover, with the exception of the sole 
proprietorships, the Service uses the same codes 
across the various types of businesses. 
 Businesses, however, do change their focus 
from time to time, and this might result in a change 
of industry.  For example, a company might build 
residences, rent models, and sell completed units.  
Depending on the circumstances, then, it could be in 
one of three industries.  The IRS instructions set the 
rule that the code to be assigned depends on the 
activity that provides the greatest share of a firm’s 
total receipts. 
 Total receipts, however, appear nowhere on the 
tax form.  Instead, a detailed computation is required 
that requires 17 amounts from three schedules, which 
in turn reference still other forms and schedules [2]. 
 Taken together, the long list of codes and the 
complicated process of deciding the industry, as well 
as the taxpayer’s time, make it very likely that the 
code used in a previous year will simply be copied 
onto the current version of the tax form.  This is a 
process quite like that used by the various Individual 
Income Tax softwares, which, while consistent over 
the years, may not reflect the current status.  This 
situation may well explain why roughly 4,000 
partnership returns were received during 2003 with 
industry codes that were based on the obsolete 
Standard Industrial Classification (SIC) codes (see 
Table 1, below). 
 Although only a small proportion of the 
partnership returns are filed electronically, in order to 
use the data effectively in a sampling frame, the data 
must be accessible in that format.  This means that 
the paper returns must be transcribed, at least in part.  
In practice, and as we have noted elsewhere, only a 
relatively small number of items are abstracted, but 
the industry code is one of them. 
 Sometimes, the respondent’s handwriting is 
illegible, or they have provided clearly incorrect 







values.  Those cases are directed to a reviewer for 
correction, though that may result in assigning a code 
“999000” for “unknown.”  This may occur more 
frequently during periods where large numbers of 
records must be processed, but we have not examined 
this possibility. 
 For administrative reasons, the electronically-filed 
returns are automatically edited to include the same data 
items as those abstracted from the paper returns.  The 
resulting records are known as “Transaction Records,” 
following the usage in accounting practice. 
 


Table 1: Tax Year 2003 Partnerships: 
Transaction Records Validity 


    Number Proportion 
 Valid NAICS  2,297,000     95.9% 
 Valid SIC         3,700       0.2 
 Invalid NAICS       95,000       4.0 
 Invalid SIC            600        -- 
 (Proportions do not add to 100% due to rounding) 
 
 The validity code on which Table 1 depends is the 
result of a simple test of whether a given industry code 
entry is on a list, and does not mean that the code is 
appropriate for the firm in question.  Ascertaining the 
verity of a code for any particular record would require a 
separate source of that information. 
 Fortunately, there are other sources for an industry 
code available on the sampling frame.  Once a 
partnership transaction record is complete and passed a 
series of perfunctory tests, it is ready for a process called 
“Posting.”  This process involves matching a transaction 
to a Business Master File Account based on the 
Employer Identification Number and selected other data, 
updating that account, and transferring some information 
to the transaction.  We are interested here in the “Entity” 
part of the data, which includes such items as the name 
and address for contacting the firm, and an industry code.  
(We will, henceforth, refer to this code as the “Entity 
NAICS” code to distinguish it from the code on the 
Return Transaction.) 
 


Table 2. Tax Year 2003 Partnerships: 
Entity Industry Sources 


     Number    Proportion 
NAICS-Based Codes 
 Transaction   2,157,000  90.0% 
 Social Security      219,000    9.1 
 Exam          4,900    0.2 
 Other               30     -- 
 
SIC-Based Codes 
 Transaction           6,000    0.3 
 Social Security              600     --  
 
Code Not Available       8,800   0.4 
 The information from the Social Security 
Administration is introduced at the time a firm receives 
an Employer Identification Number.  Part of the 


processing of an application at Social Security 
involves assignment of a NAICS code, which is then 
passed to the Service along with other data needed to 
initiate an account. 
 Revisions to industry codes can arise as part of 
those administrative actions where agents contact the 
businesses, and these are grouped under the title 
“Exam” in Table 2.  The other sources are really too 
small to detail, though they can include information 
about exempt organizations (since there are no 
constraints on the nature of an owner of a 
partnership). 
 The nearly 9,000 records with an industry code 
“Not Available” might be those with NAICS codes 
not on the Service’s list.  We tested this hypothesis 
by matching a copy of the 2002 version of these 
codes to those records.  There were no matched 
records.  A manual review of a handful suggests that 
data from an adjacent area of the return had been 
erroneously entered as the industry. 
 While most of the Entity NAICS entries arise 
from returns, via transactions, the codes are not 
necessarily from the current tax year.  Almost 3 
percent of such transactions had either invalid 
transaction NAICS codes or some SIC-based entry.  
We know these data must be from another source due 
to the rules on updating the Master File Accounts. 
 Those rules for updating the industry on the 
Master File accounts start with permitting only valid 
codes to be considered.  Next, NAICS-based codes 
have higher priority than the SIC-based versions.  
And then, the source matters too:  data from Exempt 
Organizations, over Social Security, over IRS’s 
Examination, over the return transaction, over the 
occasional information from Collections, in that 
order.  Finally, the posting program selects the code 
that has the greater specificity if all other factors are 
equal.  (This routine applies to all records that are 
posted to the Business Master File, not just 
partnership records.) 
 In short, the process favors new over old, for 
greater source reliability (at least in the opinion of 
those designing the system), and for greater detail 
over lesser. 
 Given the strong reliance on information from 
the tax returns, we would expect significant 
agreement between the Entity NAICS and the 
transaction’s code.   Overall agreement, however, 
may hide real problems in some sectors. 
 For the balance of this review, we will confine 
our attention to the sectors, based on the first two 
digits of the NAICS Code.  In part, this is due to 
space constraints for this article; but mostly, it is due 
to concerns about disclosure and the distribution of 
the Statistics of Income Partnership sample. 







 
Table 3: Tax Year 2002 Partnerships Sector-Level Agreement Between Industry Codes 


       


2002 North American Industry Code System 
(NAICS) Title NAICS 


Records 
With 


Entity NAICS from 
Transaction 


Entity and Transaction 
Sectors Agree 


 Sector NAICS Number Percent Number Percent 


 Agriculture, Forestry, Fishing, and Hunting 11 125,763 119,463 95.0% 123,276 98.0% 
 Mining 21 26,046 23,700 91.0% 25,530 98.0% 
 Utilities 22 2,528 2,213 87.5% 2,326 92.0% 
 Construction 23 133,448 106,613 79.9% 123,180 92.3% 
       
 Manufacturing 31-33 40,263 35,101 87.2% 37,427 93.0% 
 Wholesale Trade 42 35,776 28,013 78.3% 31,310 87.5% 
 Retail Trade 44-45 124,100 107,755 86.8% 115,394 93.0% 
 Transportation and Warehousing 48-49 27,922 25,082 89.8% 26,234 94.0% 
       


 Information 51 25,585 20,458 80.0% 23,112 90.3% 
 Finance and Insurance 52 281,027 225,095 80.1% 266,524 94.8% 
 Real Estate and Rental and Leasing 53 1,008,948 976,126 96.7% 986,818 97.8% 
 Professional, Scientific, and Technical Services 54 157,084 138,160 88.0% 148,020 94.2% 
 Management of Companies and Enterprises 55 18,353 15,889 86.6% 15,866 86.4% 


 Administrative and Support and Waste 
 Management and Remediation Services 


56 37,691 26,842 71.2% 30,331 80.5% 


 
 Educational Services 


 
61 


 
6,141 4,158 67.7%


 
5,027 81.9%


 Health Care and Social Assistance 62 47,350 40,861 86.3% 45,154 95.4%
 Arts, Entertainment, and Recreation 71 33,951 27,696 81.6% 31,598 93.1%
 Accommodation and Food Services 72 73,359 67,112 91.5% 70,769 96.5%
 Other Services (except Public Administration) 81 70,881 62,192 87.7% 68,148 96.1%
       


 Public Administration 92 48 32 66.7% 30 62.5%
 Unknown 99 104,499 104,494 100.0% 103,981 99.5%
       


 Total  2,380,763 2,157,055 90.6% 2,280,055 95.8% 
 
Analysis of the Frame 
 
 The data in Table 3 are from the sampling frame 
(not a sample), using the Entity NAICS as the source for 
the sector, and with records excluded where the industry 
code is based on the Standard Industrial Classification 
(SIC) or is invalid.  The rate of agreement between the 
two industry codes is almost 96 percent, which is not too 
surprising given the source for most of the codes.  Over 
90 percent of the codes arise from a Return Transaction, 
though some will be from prior-year records instead of 
the current tax year.  The agreement rate for those 
records with the industry code arising from the 
transaction is, unsurprisingly, over 99.9 percent. 
 The agreement rate for records where the Entity 
NAICS did not arise from the transaction was 67.4 
percent. 
 Sixteen of the 21 categories shown in Table 3 have 
agreement rates greater than 90 percent, with 7 higher 


 
than 95 percent.   Most of the other groups have rates 
in the 80-to-90-percent range, and these sectors are 
among those with the fewest firms.  Indeed, the 
smallest, Public Administration, has the lowest rate 
of agreement between the two NAICS codes. 
 This sector, though, would seem to be out of 
scope for a business survey.   It may be that these 
organizations are charities forming some sorts of 
joint operations; we cannot tell from the data 
available, which are too sparse to begin with. 
 The other “sector” that is out of place is the 
group of “Unknown” firms.  Since these comprise 
about 4.4 percent of the population, larger than most 
sectors, the characteristics of this group are of 
immediate interest.  Three main variables are of 
particular interest:  Net Income or Loss, Total Assets, 
and Total Receipts, because they indicate the size and 
activity of a firm. 
 







Table 4: Tax Year 2002 Partnerships--Distributions of Firms by Selected Variables 
      
 All Valid NAICS Unknown Industry 
          Net Income/Loss  Number Percent Number Percent 
                  


  -1,000,000 or More 24,094 24,044 1.1% 50 0.0%
  -250,000 Under -1,000,000 54,924 54,792 2.4% 132 0.1%
  -1 Under -250,000 828,178 821,171 36.1% 7,007 6.7%
  0 or Not Reported 173,815 85,554 3.8% 88,261 84.5%
  1 Under 250,000 1,141,527 1,132,816 49.8% 8,711 8.3%
  250,000 Under 1,000,000 112,347 112,086 4.9% 261 0.2%
  1,000,000 or More 45,878 45,801 2.0% 77 0.1%
      


  Total 2,380,763 2,276,264 104,499  
      
             Total Assets      
      


  0 or Not Reported 679,896 582,588 25.6% 97,308 93.1%
  1 Under 250,000 792,447 787,636 34.6% 4,811 4.6%
  250,000 Under 1,000,000 437,614 436,231 19.2% 1,383 1.3%
  1,000,000 Under 25,000,000 439,259 438,307 19.3% 952 0.9%
  25,000,000 or More 31,547 31,502 1.4% 45 0.0%
      


  Total 2,380,763 2,276,264 104,499  
      
            Total Receipts      
                  


  0 or Not Reported 373,559 283,159 12.4% 90,400 86.5%
  1 Under 250,000 1,450,103 1,437,916 63.2% 12,187 11.7%
  250,000 Under 1,000,000 347,008 345,586 15.2% 1,422 1.4%
  1,000,000 Under 25,000,000 198,720 198,248 8.7% 472 0.5%
  25,000,000 or More 11,373 11,355 0.5% 18 0.0%
      


  Total 2,380,763 2,276,264 104,499  
    


 The data in Table 4 depend on the transaction 
records, and, thus, the monetary variables do have some 
limitations.  For example, some items that would belong 
in an economic definition of Total Receipts or Net 
Income/Loss are not available from those records.  Still, 
the main contributing items are present, such as gross 
receipts and net rent from real estate. 
 The firms that have an unknown industry have a 
disproportionate number showing no net income or loss 
among the items available on the frame.  Not only do 
nearly 85 percent show zero for that amount, but that 
group provides more than half of the firms without net 
income or loss during 2002.  Even when we exclude 
those with a zero for that amount, the distribution of net 
income or loss drops off much more rapidly, at roughly 
thrice the pace, than for firms with reported industries. 
 The picture for Total Assets is less clear, but this is 
due in large part to a regulation that permits firms with 
less than $250,000 in total receipts and less than 
$600,000 in total assets to withhold that information 


from their filings.  The dropoff is not as steep as it is 
for Net Income, but the effect is still there. 
 This pattern of concentration at zero with 
attenuated tails of the distributions continues for 
Total Receipts.  Actually, all but a few hundred of the 
records that reported no net income or loss also had 
zeros for amounts of total assets and total receipts. 
 This raises the question of what industry these 
firms actually belong in.  Remembering that the 
instructions for filing asks the respondent to use total 
receipts as the basis, if that amount is in fact zero, 
then should not the response be “unknown?” 
 These firms may be characterized as inactive, 
with the filings being in response to the form the 
Service mailed.  In fact, using the Statistics of 
Income Partnership Study, we estimate that there are 
about 137,000 such firms, nearly 27,000 more than 
the frame counts.  The difference is likely due to the 
variations between the tax law definitions and those  
based on economic concepts used for the SOI study. 
 







Table 5: Tax Year 2002 Partnerships--Sample Estimates of Industry Distribution 
      
        Entity &  
  Entity Edited Sample Error 


2002 NAICS Title Sector NAICS NAICS Agree Rate 
      


 Agriculture, Forestry, Fishing, and Hunting 11 117,048 117,667 110,941 5.2%
 Mining 21 28,095 29,549 27,896 0.7%
 Utilities 22 2,331 2,507 2,019 13.4%
 Construction 23 126,423 134,114 115,173 8.9%
       


 Manufacturing 31-33 36,787 38,364 33,185 9.8%
 Wholesale Trade 42 37,240 37,800 30,470 18.2%
 Retail Trade 44-45 118,595 122,013 109,400 7.8%
 Transportation and Warehousing 48-49 26,573 26,007 23,569 11.3%
      


 Information 51 23,613 28,580 21,334 9.7%
 Finance and Insurance 52 256,820 263,024 248,520 3.2%
 Real Estate and Rental and Leasing 53 985,603 999,786 966,940 1.9%
 Professional, Scientific, and Technical Services 54 155,372 145,612 133,832 13.9%
 Management of Companies and Enterprises 55 17,896 18,773 15,450 13.7%


 Administrative and Support and Waste 
 Management and Remediation Services 56 37,794 44,405 30,337 4.1%


 Educational Services 61 5,569 6,269 4,575 17.9%
 Health Care and Social Assistance 62 46,321 47,468 44,411 4.1%
 Arts, Entertainment, and Recreation 71 39,227 42,691 35,859 8.6%
 Accommodation and Food Services 72 73,881 77,698 71,099 3.8%
 Other Services (except Public Administration) 81 67,177 57,121 49,332 26.6%
      


 Unknown or SIC-Based Code Unknown 39,804 2,724 2,053 94.8%
      
 Total All  2,242,169 2,242,169 2,074,342 7.5%


 Partnership Sample 
 
 Thus far, the discussion has focused on the data 
from the administrative systems only.  If we assume that 
agreement between the Transaction Record and the 
Entity NAICS implies validity, then we see that the 
proportion of partnership records with “valid” industry 
sectors is about 95.8 percent.  Removing those records 
where the industry is “unknown” only drops this figure 
to 95.6 percent. 
 These conclusions rest, however, on a simple list 
matching, not on inspection of source records.  
Fortunately, the Statistics of Income Partnership Study 
for Tax Year 2002 included a significant effort to verify 
the NAICS codes (though without contacting the 
respondents).  This effort included researching publicly 
available published and Internet data. 
 Of the 34,800 records selected for this sample, 
33,600 were considered “in scope” and received the extra 
attention.  In the end, only 17 records could not be 
assigned a NAICS code.  The corresponding estimated 
population for the “unknown industry” is about 2,700, or 


slightly over 0.1 percent.  The coding used the 
Service’s version of NAICS, not the full set of codes. 
 Note that matching the full NAICS list’s 6-digit 
codes against those assigned to the sample results in 
about 16,400 records, almost half, being identified as 
having invalid codes.  That is, if the full population 
were treated as the sample was, about a third 
(761,000) would not have valid codes under the naïve 
assumption. 
 The sample was drawn from the frame, 
described in the previous section, as the records were 
filed during 2003.  Strata were defined by size of 
total assets, net income (or loss) or receipts, industry, 
and select other characteristics of special importance 
to our sponsors. 
 We included industry in the design because 
division level estimates were deemed important. With 
the real estate leasing businesses comprising over a 
third of all partnerships, a proportionate distribution 
of the sample over all the groups would have left 
several sparsely sampled.  Hence, we reduced the 
sample in real estate and increased the sample for 







other industry divisions, and particularly those with few 
firms.  This resulted in a sample with sufficient records 
at the sector level to assess the accuracy of the NAICS 
codes, at that level of aggregation, on partnership 
transaction records. 
 We compare, in Table 5, the estimated distribution 
across industry (for active partnerships) using the Entity 
NAICS codes, and the codes assigned during the data 
abstraction. The frequencies are quite similar.  Most of 
the estimates using the validated codes are a bit higher 
than those based on the Entity NAICS, with the greatest 
proportionate differences in the less populous sectors. 
 Some difference is expected, of course, because 
there was a recoding of most of the nearly 40,000 records 
without a NAICS code.  There was also a large 
movement from “Other Services,” which may be what 
the respondents decided to use when they could not 
easily find an answer. 
 However, the similarity of the distributions masks a 
greater disagreement between the two sets of codes.   
The overall accuracy drops to 92.5 percent from over 95 
percent, but even this needs to be qualified.  “Real Estate 
Rental and Leasing,” which contains almost 45 percent 
of the population, has an error rate of only 1.9 percent.  
This low error rate is undoubtedly due to the ease that the 
original coding clerks for the transaction records have in 
determining an industry: these returns all have Form 
8825, Rental Real Estate Income and Expenses of a 
Partnership or an S Corporation, attached.   
 On the other hand, we should also consider that the 
category “Other Services” is the equivalent of 
“miscellaneous.”  That list of codes is rather long, at 
three pages; so, having a large number of records from 
that category being reassigned is to be expected.  
 Removing those sectors from consideration reduces 
the overall agreement to only slightly more than 89 
percent. “Educational Services” has a small sample, and 
only a dozen or so were reassigned to other sectors.  
“Wholesale Trade,” however, presents quite a puzzle, 
with over 100 records reclassified, and only about a third 
into “Retail Trade” where we might expect them. 
 
Conclusion 
 
 A major reason for this review was to ascertain 
whether the industry codes on the IRS’s Business Master 
File system for partnerships is sufficiently reliable for 
stratification purposes.  With respect to real estate firms, 
the quality is quite sufficient, at least for the Entity 
NAICS.  The picture is less clear with respect to those 
sectors with small populations, where, in some cases, the 
proportion reclassified is modest, while, in others, the 
error rates are quite high. 
 We cannot, of course, generalize to other types of 
administrative records maintained on the Business 
Master File, such as Corporation Income Tax Returns, 
though we note that they appear to have a similar 
situation with respect to having clearly invalid codes.  


That investigation will have to be the subject of 
another paper. 
 Nor can we attribute the error to any source.  
The nature of the data before us does not allow us to 
distinguish between errors by the respondent or the 
reviewer, except, of course, where the form contains 
an old SIC-based industry code.  This is, however, 
only a small piece of the non-NAICS coded records. 
   The sample was too small for more detailed 
analysis, but it is certain that the finer the coding, the 
more relative error we can expect.  It is also clear that 
the methods employed to refine the sample cannot be 
used on the entire population with any hope of 
success. 
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ABSTRACT 


 
Taxpayer audits are a central feature of the voluntary compliance system in the United 
States federal individual income tax.  Audits are thought to have a direct deterrent effect 
on the individuals actually audited.  In addition, audits are believed to have an indirect 
deterrent effect on individuals not audited, and there is some empirical evidence that 
suggests that changes in audit rates affect compliance beyond the audited individuals 
themselves.  However, empirical studies cannot measure or control for taxpayer 
awareness of audit risk.  As a result, there is no evidence on the magnitude of the effects 
of audit risk awareness on taxpayer compliance; that is, the effects on compliance of the 
ways in which taxpayers learn about – and communicate among themselves – audit rates 
are not known, and cannot be addressed or discovered by empirical studies.  In this study, 
we examine three types of communication about audit frequency and audit results using 
laboratory market experiments in which the audit setting and communication 
opportunities are controlled.  In all experimental treatments, subjects are informed of the 
objective probability that their return will be audited and the success rate of the audit 
process.  In the base case sessions, the subjects receive no information about audit results 
beyond their own audit experience.  In a second treatment the same objective audit rates 
are in effect, and subjects are also told by the experimenter the actual number of audits 
conducted during a period.  In the third treatment the subjects are offered the opportunity 
to send a “message” to the other participants about their audit experience; subjects may 
also choose to send no message; and subjects may choose to send a message that is 
truthful or not.  The data allow us to test hypotheses about the effects of two types of 
communication of audit results, in order to explore the direct and the indirect effects of 
audits: “official” communications from the “government” (e.g., the experimenter) and 
“unofficial”, or informal, communications among “taxpayers” (e.g., the subjects).  Our 
results indicate that “unofficial” communications have a strong indirect effect that 
increases compliance, but that “official” communications may not encourage voluntary 
compliance.  







1. INTRODUCTION 
 


Taxpayer audits are a central feature of the voluntary compliance system in the 


United States federal individual income tax.  Audits are thought to have a direct deterrent 


effect on the individuals actually audited.  In addition, audits are believed to have an 


indirect deterrent effect on individuals not audited, and there is some empirical evidence 


that suggests that changes in audit rates affect compliance beyond the audited individuals 


themselves.  For example, in an econometric study using U.S. state-level reporting data 


for the years 1977 to 1986, Dubin, Graetz and Wilde (1990) find that, for every dollar of 


revenue produced because of taxpayer audits, an additional six dollars of revenue were 


generated from the indirect or “ripple” effects.  Tauchen, Witte, and Beron (1989) use 


taxpayer audit data from the 1969 Taxpayer Compliance Measurement Program (TCMP), 


and find that raising the audit rate had overall a smaller impact, and one mainly felt on 


high-income wage and salary workers; for this group of taxpayers, they estimate an 


indirect effect of audits that is almost three times the direct revenue effect. 


Given the importance of audits in the voluntary compliance system of the U.S., it 


is significant that taxpayer audit rates have fallen dramatically since the 1960s, and have 


continued their decline in recent years.  In the early 1960s the percentage of individual 


tax returns that were audited by the Internal Revenue Service (IRS) was about 6 percent, 


and this percentage fell to 2.5 percent by the mid-1970s.  Over the next decade, the audit 


rate fell further to roughly 1 percent.  According to the Inspector General for Tax 


Analysis report in 2002, taxpayer audit rates have fallen another 56 percent between 1997 


and 2001.  As a result, at present well less than 1 percent of all individual tax returns are 


audited.  Seen in the context of the Dubin, Graetz, and Wilde (1990) and Tauchen, Witte, 







and Beron (1989) studies, the effect of declining audit rates is not confined to the direct 


effect due to fewer audited taxpayers.  Rather, there is an indirect effect that extends to 


taxpayers in general, who respond to the reduced overall probability of audit by lowering 


their compliance. 


On balance, it seems likely that the decline in audit rates since the 1960s has 


affected voluntary compliance.  For example, it is estimated that government coffers have 


been shortchanged by $7.2 billion of “real money” as a direct result of lower audit 


frequency.1  As significant as the dollar amount lost directly because of lower audit rates 


is, it may pale in comparison to the dollars lost indirectly through taxpayer responses as 


they become aware of lower audit risk; that is, if the indirect effect of audits is largely 


than the direct effect, as some empirical evidence suggests, then the revenue cost of 


reduced audit rates is significantly greater than $7.2 billion. 


However, the magnitude of these impacts is still largely speculative.  Despite the 


insights from empirical studies using field data on the direct versus the indirect effects of 


audit rates on compliance, these studies cannot measure or control for taxpayer awareness 


of audit risk.  As a result, there is no evidence on the magnitude of the effects on 


voluntary compliance of audit risk awareness or of changes in audit rates.  In particular, 


there is no evidence on the impact on compliance – if any – of the ways in which audit 


information is disseminated among taxpayers or communicated by taxpayers.  As a result, 


there is no evidence on the magnitude of the effects of audit risk awareness on taxpayer 


compliance; that is, the effects on compliance of the ways in which taxpayers learn about 


– and communicate among themselves – audit rates are not known, and cannot be 


addressed or discovered by empirical studies. 
                                                 
1 See the U.S. Department of the Treasury Inspector General for Tax Administration (TIGTA) (2002). 







Indeed, the ways in which audits deter taxpayers from evading, whether from 


their direct or indirect effects, is not well understood.  According to Plumley (1996), “[i]t 


is generally believed … that many taxpayers would perceive increased auditing by IRS as 


an increase in their chances of being audited, and that they would improve their voluntary 


compliance as a result.”  From this description, it is clear that audit-based deterrence 


depends on taxpayer awareness of the level and year-to-year change in examination rates 


as a necessary, though not a sufficient, condition. Therefore, a valid test for the existence 


of indirect effects must ensure taxpayers are aware of the likelihood of audit. However, it 


is unlikely that such awareness can be gleaned from data based on random taxpayer 


audits. A greater degree of control is possible in field studies, but such data also may 


contain a broad array of exogenous influences, such as changes in tax law or economic 


conditions that may cause taxpayers to change their behavior during the period of study.  


Indeed, some recent research (Alm and McKee, 2004) suggests that the presence of 


random audits is necessary if the systematic audits are to be effective; that is, random and 


systematic audits are complementary beyond the direct use of random audits to verify the 


efficacy of the systematic selection rules. 


Since the questions pertaining to the indirect effects of audits are behavioral it 


seems appropriate to follow a lengthy tradition (see Alm, McKee, and Beck, 1990; Alm, 


Jackson and McKee, 1992) and utilize a laboratory market setting to investigate the 


underlying behavioral factors contributing to spillover or indirect effects of audits.  Thus, 


the purpose of this study is to examine the roles of information dissemination and 


taxpayer communication on voluntary compliance.  In particular, we examine three types 


of communication about audit frequency and audit results using laboratory market 







experiments in which the audit setting and communication opportunities are controlled.  


In all experiment treatments subjects are informed of the objective probability that their 


return will be audited and the success rate of the audit process.  In the base case sessions, 


the subjects receive no further information about audit results beyond their own audit 


experience.  In a second treatment the same objective audit rates are in effect, and 


subjects are also told by the experimenter the actual number of audits conducted during a 


period (and the fines collected in some versions of this treatment).  In the third treatment 


the subjects are offered the opportunity to send a “message” to the other participants 


about their audit experience; subjects may also choose to send no message; and subjects 


may choose to send a message that is truthful or not.  The data therefore allow us to test 


hypotheses about the effects of two types of communication of audit results, in order to 


explore the direct and the indirect effects of audits: “official” communications from the 


“government” (e.g., the experimenter) and “unofficial”, or informal, communications 


among “taxpayers” (e.g., the subjects). 


Our results indicate that “unofficial” communications have a strong indirect 


effect.  Taken as whole, such unofficial (taxpayer to taxpayer) communications result in 


higher compliance but some forms of such communication actually reduce compliance.  


Briefly, the data show that communication regarding the incidence of audits and that the 


individual has complied with income reporting lead to higher compliance throughout 


while communication that individuals were not audited or that they had not complied 


tends to lower overall compliance.  Indirect effects of audits exist but are more 


complicated than simple demonstration effects.  Reporting fines collected does not lead 


to higher compliance when other forms of feedback information are taken into account.  







 


2. THEORY 


The economic model of income tax evasion (Allingham and Sandmo 1972) is 


based on the economics-of-crime approach pioneered by Becker (1968).  This model 


focuses on the income reporting behavior of taxpayers, and ignores other forms of 


evasion such as non-payment, excessive reporting of deductions, and non-filing.2 


In its simplest form, an individual is assumed to receive a fixed amount of income 


I, and must choose how much of this income to declare to the tax authorities and how 


much to underreport.  The individual pays taxes at rate t on every dollar D of income that 


is declared, while no taxes are paid on underreported income.  However, the individual 


may be audited with a fixed, random probability p; if audited, then all underreported 


income is discovered, and the individual must pay a penalty at rate f on each dollar that 


he or she was supposed to pay in taxes but did not pay.  The individual's income IC if 


caught underreporting equals IC=I-tD-f[t(I-D)], while if underreporting is not caught 


income IN is IN=I-tD.  The individual chooses declared income to maximize the expected 


utility ? U(I) of the evasion gamble, or ? U(I)=pU(IC )+(1-p)U(IN ), where ?  is the 


expectation operator and utility U(I) is a function only of income.  This optimization 


generates a standard first-order condition for an interior solution; given concavity of the 


utility function, the second-order condition will be satisfied.3 


                                                 
2 Cummings, Martinez-Vazquez, and McKee (2001b) have investigated the effect of 


alternative forms of evasion, and find that individuals respond to relative enforcement by 


choosing the evasion mode with the lower expected penalty. 


3 The first- and second-order conditions are, respectively (where each prime denotes a derivative), 







Comparative statics results are easily derived.  It is straightforward to show that 


an increase in the probability of detection p and the penalty rate f unambiguously increase 


declared income.4  An increase in income has an ambiguous effect on declared income, 


an effect that depends upon the individual's attitude toward risk.5  Surprisingly, an 


increase in the tax rate t has an ambiguous effect on declared income.  A higher tax rate 


increases the return to cheating, which reduces the amount of declared income.  However, 


a higher tax rate also reduces income; if, as is usually assumed, the individual exhibits 


decreasing absolute risk aversion, then the lower income makes the evasion gamble less 


attractive and declared income increases accordingly.  In fact, it is straightforward to 


show that a higher tax rate will increase declared income when the penalty is imposed at 


a proportional rate on evaded taxes. 


 The standard model has been modified in a number of ways.6  A variation that 


illustrates quite simply the fiscal incentives for compliance is to assume that the 


individual is risk neutral.  As shown by Alm, Jackson, and McKee (1992a) and Alm, 


McClelland, and Schulze (1992), a risk-neutral individual will determine the amount of 


income to declare to tax authorities (D) based on the following expected value (EV) 


                                                                                                                                                 
 


? ?U(I)/?D = pt(f-1)U’(IC ) - (1-p)tU’(IN ) = 0  
 


?2 ? U(I)/?D2 = p[t(f-1)]2 U”(IC ) + (1-p)t2 U”(IN ) < 0. 
4 For example, total differentiation of the first-order condition demonstrates that the impact of a change in 
the probability of audit on declared income is given by 
 


?D/?p = -[t(f-1)U’(IC ) + tU’(IN )]/[pt2(f-1)2U”(IC ) + (1-p)t2U”(IN )]. 
 


Given the second-order conditions (and the obvious requirement that f>1), the sign of this expression is 
unambiguously positive.  Other comparative statics results are similarly derived. 
5  There are two standard measures of risk aversion that are considered in expected utility theory.  One is 
absolute risk aversion A(I) , equal to –U”(I)/U’(I) .  The second is relative risk aversion R(I)/-IU”(I)/U’(I) .  
It is typically assumed that A(I)  decreases with income, while R(I)  increases with income. 
6 See Alm (1999) and Andreoni, Erard, and Feinstein (1998) for reviews of extensions to the standard 
evasion model. 







relationship: EV = I – td – pf [ t (I – D) ].  Maximizing EV with respect to D indicates that 


an individual will optimally report all income when  pf > 1 , and will report zero income 


if the inequality is reversed.  Using this inequality, we can follow Alm, McClelland, and 


Schulze (1992) to determine the combination of audit rates and fine rates that will induce 


a risk neutral individual to report all income.  For example, when f equals 2, then the 


audit rate must exceed 50 percent to induce taxpayers to report all of their income; if the 


fine rate equals 5, then the audit rate must exceed 20 percent.  Similarly, if the audit rate 


equals 1 percent (as it does in the U.S.), then any fine rate less than 100 will lead a risk-


neutral individual to report zero income.7  The incorporation of risk-averse behavior, 


especially at low audit probabilities (Bernasconi 1998), will affect these calculations. 


 However, this analysis assumes that taxpayers know the audit rate.  What is 


unavoidably and necessarily missing from the empirical work of Tauchen, Witte, and 


Beron (1989) and Dubin, Graetz, and Wilde (1990) is a model of the manner by which 


information concerning the true audit rate is communicated among and understood by the 


taxpayers.  The IRS does not announce that it will be raising or lowering the audit rate.  


As emphasized by Plumley (1996), an open empirical question is how a taxpayer forms 


an assessment of the probability of audit and then responds to changes in this audit rate.  


Put differently, we do not know how information is disseminated and communicated; that 


is, how do taxpayers learn that the audit rate is declining and adjust their behavior to 


generate the reported result?  We address this learning phenomenon in our experimental 


design, as discussed in the next section. 


 


                                                 
7 An implied assumption is that auditors are 100 percent successful at finding unreported income. 







3. EXPERIMENTAL DESIGN 


The experimental design captures the essential features of the voluntary income 


reporting and tax assessment system used in many countries.8  Human subjects in a 


controlled laboratory environment earn income through their performance in a task.  The 


actual income earned is determined by the relative performance in this task.  The subjects 


must decide how much of this income to report to a tax agency.  Taxes are paid on 


reported income, and no taxes are paid on unreported income.  However, unreported 


income may be discovered, via an audit, with some probability and the subject must then 


pay the owed taxes plus a fine based on the unpaid taxes.  This reporting, audit, and 


penalty process is repeated for a given number of rounds that each represent a tax period, 


and is replicated with different sets of subjects.  At the completion of the experiment, 


each subject is paid earnings equal to the laboratory market earnings converted to US 


dollars. 


Since these are experiments designed to inform policy makers they must satisfy 


Smith’s (1982) precept of parallelism.  Parallelism is satisfied when the experimental 


setting captures the essential elements of the decision problem faced in the naturally 


occurring setting.  It is not necessary (nor is it desirable) that the experiment setting 


implement all of the complexity of the naturally occurring setting (Plott, 1989).  In the 


current setting subjects earn income, disclose income, and face an audit process similar to 


that in the naturally occurring setting.  While the stakes are small, the decision setting is 


also simplified relative to that of the natural setting.  The policy question is the nature of 


the indirect effect of audits.  Thus the design specifically addresses this question by 


                                                 
8  The full set of experimental instructions is available upon request. 







varying the prior information concerning audit probabilities and by providing various 


types of audit result information to the subjects.  


 Our basic experimental design follows the essential elements of Alm, Jackson, 


and McKee (1992a, 1992b, 1993) and Alm, McClelland, and Schulze (1992), but 


incorporates a number of additional features to improve parallelism with taxpayers’ 


decision making in the naturally occurring world.  For example, here subjects earn 


income rather than receiving an endowment and these experiments utilize tax language in 


the instructions and the computer interface. 


Subjects are recruited from undergraduate classes in economics and business.9  


Upon arrival at the lab, the subjects are organized into groups of six to eight persons with 


multiple groups in each session.  The subjects do not know who is in their group, only the 


number in their group and that there are at least two groups in the session.  Basic 


instructions are provided via hardcopy while the main instructions are provided via a 


series of computer screens and practice rounds.  Subjects are not allowed to communicate 


with one another during the session except when allowed via the computer interface.  


They are told that the experiment will last an unknown number of periods; in actual 


practice the number of sessions was predetermined, and the sessions lasted for 30 real 


rounds.  After the practice rounds are completed any final procedural questions are 


answered.  The full experiment then begins.  Sessions last approximately 90 minutes, and 


subject earnings ranged from $19 to $37, depending upon his or her performance during 


                                                 
9 Recruiting was conducted through announcements in various classes and a sign up via a web page in 
which the subjects posted their contact information and the time blocks of their availability.  Subjects were 
permitted to participate in only one tax experiment, although other experimental projects were ongoing at 
the time and many participated in other types of experiments.  We actively discourage “snowball” sampling 
in which recruited subjects bring additional subjects to a session.  When we recruit subjects, we do not 
reveal the exact nature of the experiment.  All experiments were conducted at the University of Tennessee 
at Knoxville. 







the experiment.  Subjects are told that payments will be made in private at the end of the 


session, that all responses are anonymous, and that the only record of participation that 


contains their name is the receipt signed when they receive their payments.   


 The earnings task requires the subjects to sort the digits 1 through 9 into the 


correct order from a randomized order presented in a 3 by 3 matrix.  They do this by 


pointing the computer mouse at the numbers and “clicking” on the numbers in the correct 


sequence.  On the computer screen a 3 by 3 matrix with the digits in random order 


appears on the right side of the screen and as the numbers are “clicked” they appear in a 3 


by 3 matrix on the left side of the screen.  A counter on the screen shows the elapsed time 


from when the first number is “clicked” and when all nine have been ordered, the subject 


clicks the “Continue” button to transmit this time to the server.  Actual income is 


determined by the relative speed of performance, with the fastest performer receiving the 


highest income and the slowest performer receiving the lowest income.  Once all subjects 


have completed the income task, they are informed via the computer of their income for 


the round and presented with a screen that resembles a tax form in which they report their 


income.  This screen informs the subjects of the tax policy information in effect for the 


session.  In all treatments they are informed of the current tax rate and the penalty rate 


applied to non-disclosed income.  In some treatments they know the current probability 


of an audit while in others they must infer this from their own experience and, depending 


on the treatment, on the post-audit information provided.  As noted above, these 


experiments present the instructions and computer interface using tax language.  In 


keeping with the central objective of this investigation, certain parameters (e.g., the tax 


rate and the penalty rate) are fixed throughout the experiments so that we may focus on 







the effect of information concerning audit results.  All audits investigate only the current 


period disclosure. 


The experimental design implements three basic treatments, as shown in Table 1.  


There are four different audit rates employed (0.05, 0.10, 0.30 and 0.40), and these are 


applied in each of the information treatments.  The tax rate is set at 0.35 throughout the 


experiments, and the fine rate is set at 150 percent.  There is no public good in these 


experiments.  The currency used in the experiment is called “lab dollars” and subjects are 


told that all lab dollars they earn during the experiment will be redeemed for cash at the 


end of the experiment at a fixed conversion rate of 100 lab dollars per 1 U.S. dollar. 


 There are several ways in which information regarding the audit activity of the 


IRS can reach the taxpayers and, potentially, affect their compliance behavior.  We 


investigate two different information transmission mechanisms.  In the first, the subjects 


are provided some “official” information from the tax authority.  The simplest 


information here is a reporting of the number of audits that actually occurred in the 


previous period.  In the richer settings, the official information is expanded to include the 


average fines collected as well as the number of persons audited.  In the second 


information treatment the subjects are given the opportunity in each round to send one 


message to the other persons in their group.  The possible messages are reported in Table 


2 and each person may send only one message in a round.  We refer to this as 


“unofficial” information.  The experimental setting does not impose the requirement that 


the information transmitted be truthful.  Before the next round begins the subjects receive 


a screen that reports the messages sent by the others in their group.  The information is 


presented in a table showing the frequency of each message.  Since the actual number of 







audits is not reported in this setting, there is no means by which the subjects can verify 


whether this information is truthful.10  At the end of the experiment, we also ask the 


subjects to report their age, gender and whether they prepare and file their own taxes.  If 


they respond “No” to this last question, we assume that their parents are responsible for 


this, given that our subjects are typically sophomores or juniors. 


 The process of determining who is audited is given by a computerized draw of a 


colored ball from a bucket on the subject’s computer screen.  In this bucket there are 20 


balls with the number of blue ones determining the audit probability.  A white ball 


signifies “no audit” and a blue one denotes an audit.  This approach is similar to that used 


in some previous evasion studies (Sour 2001; Cummings, Martinez-Vazquez, and McKee 


2001a, 2001b), but differs from Alm, Jackson, and McKee (1992a, 1992b, 1993) and 


from Alm, McClelland, and Schulze (1992) where a mechanical bingo cage was used.  


When the audit probabilities are not announced the bingo cage does not appear on the 


screen.  After the subject files there is a delay while the server performs a random process 


that is identical to that used by the virtual bingo cage and announces to the subject 


whether they were audited on not. 


 After the audit process has been completed, the subjects are presented a screen 


that provides the earnings and audit outcome summary for the round.  Where 


communication is allowed, the subjects then choose to send one of the messages reported 


in Table 2 and they are told that this will be sent to all the persons in their group.  After 


all subjects have sent a message the subjects in this treatment receive further feedback in 


                                                 
10 This would be an interesting interaction to investigate.  In the field, individuals may know the IRS audit 
results and also receive information from individuals that they know or know of.  However, the numbers of 
taxpayers in the field are so large that it is unlikely that one could combine these data to know whether the 
person they were communicating with spoke the truth. 







the form of a table that reports the number of persons sending each of the messages.  In 


the treatment for which the information is provided by the tax authority, the subjects see a 


screen that reports the results of the audits: the number audited, the total fines collected 


and the average fine collected.  All of these are the results for their group. 


 A total of 326 subjects participated in the experiments reported here.  The number 


of subjects participating in each treatment is shown in Table 1. 


 


4. BEHAVIORAL HYPOTHESES 


 We define “compliance” as declared income divided by actual income in the 


following discussions.  There are several basic behavioral hypotheses that are typically 


investigated.  For example, rational individuals are predicted to increase compliance 


when the audit probability increases.  As for response to prior (or lagged) audits, an 


individual audited in one round may in the immediately following round either increase 


or decrease compliance.  However, two motives would suggest lower subsequent 


compliance.  The first is the “gambler’s fallacy”, or the notion that “If I was audited in 


the last round, then there is less chance I will be audited this round”.  The second is the 


prospect of “catching up”: since an audit may have resulted in a loss of income, an 


individual may attempt to redress this through subsequent evasion.  Higher levels of 


income imply higher absolute tax burdens (since the tax rate is the same for all income 


levels in the experiment).  Thus, individuals with higher incomes will earn higher payoffs 


from evasion, and so we predict that compliance will vary inversely with income.   


 The above hypotheses are investigated in the course of our empirical analysis 


reported below.  However, the focus of the current research is the indirect effect of audits 







and the experiments are designed to provide different forms of information feedback so 


that we can investigate the effects of the information on subsequent compliance behavior.  


In particular, the information feedback allows us to investigate the attributes of the 


information that contribute to increased compliance and those that lead to reduced 


compliance. 


  The tax authority often announces the potential for being audited during a given 


period.  Although this announced audit probability is predicted to influence behavior 


directly, it is likely that taxpayers will make use of subsequent information to refine their 


subjective estimates of individual audit probabilities.  The tax authority may announce 


the number of audits actually undertaken in the previous period, the total fines levied, 


and/or the average fine levied.  The less certain the announced audit probability the more 


such subsequent information will be used to allow individuals to update their audit 


prospects.  We hypothesize that individuals underestimate their priors regarding audits, 


thus updating increases the expected audit risk.  If so, individuals will reduce their 


compliance rate relative to what they would have done knowing only the announced audit 


probability.  We expect that the announcement effect will be to increase compliance, and 


thus the coefficient on Official sources of information will be positive and we have these 


specific hypotheses: 


H1: The official announcement of the number of audits in the previous period will, 
ceteris paribus, increase compliance. 


 
H2: The official announcement of the result of audits (fines collected) in the 
previous period will, ceteris paribus, increase compliance. 


 


 Individual taxpayers may engage in communication with friends and 


acquaintances concerning their experiences at the hands of the tax auditors.  Alm and 







McKee (2004) investigated the effects of pre-filing communication on tax reporting 


behavior when the tax authority selected individuals for audit on the basis of relative 


reporting behavior.  They found that taxpayers were able to focus on the better (lower 


compliance) equilibrium with such communication.  In this paper the issue is whether 


communication concerning audit selection and audit outcomes leads to higher or lower 


compliance.  If we continue with the above maintained hypothesis that individuals under 


estimate the probability of audit and over estimate the success of the audit agency, then 


communication will work in the same direction as the official release of information.  


Under expected utility theory both types of information during communication would 


have the same effect on compliance.  Under non-EU models (such as loss aversion) 


individuals will over weight information that audits are successful and will increase their 


compliance.  To the extent that paying taxes is viewed as a social contract (see Alm, 


Jackson and McKee, 1993) communication that others comply will also lead to higher 


compliance.  Thus, the effect of Unofficial communication on compliance seems likely to 


be positive: 


H3: Unofficial communication among taxpayers will, ceteris paribus, increase 
compliance. 


 
The range of possible messages in Table 2 is quite large but it is possible to group 


these into some broader categories.  For example, two messages (5 and 7) are that the 


individual does comply with the tax law.  In another instance, three messages report that 


one was audited (3, 5, and 7) and three that one was not audited (2, 4, and 5).  These 


classifications allow us to investigate the relative effects of information that the tax 


authority would view as positive or that it would view as negative.  Thus: 







H4: Reports that others comply with the tax rules will lead to higher compliance 
on the part of individuals receiving this information. 
 
H5: Reports that others have been audited will lead to higher compliance on the 
part of individuals receiving this information. 
 
H6: Positive information will have a greater impact than negative information.  
 
At this stage in our analysis we do not evaluate the veracity of the unofficial 


communication.  Taxpayers are able to reveal information that is truthful or untruthful.  


The experimental setting allows both just as would arise in the naturally occurring 


setting.  The next section presents our experimental results and our tests of these 


hypotheses. 


 


5. EXPERIMENTAL RESULTS 


The experimental data constitute a panel with 326 subjects and 30 decision 


rounds.  Each subject makes one decision in a round – the income to report.  The 


potential explanatory variables are the experimental treatments, the results from previous 


rounds, and certain subject factors.  Given this structure there are several options for 


analyzing the data.  We have elected to utilize a panel estimation technique that allows us 


to address certain characteristics of the data at the expense of foregoing some other 


factors. 


Thus, we employ a panel structure that accounts for panel-specific 


heteroskedasticity.  However, this precludes the use of fixed effects estimation and so 


does not allow us to address unobservable subject effects.  We do collect some subject 


characteristic data and find that one particular variable does systematically affect 


estimated compliance behavior.  But, clearly, we may be missing some unobservable 







effects.  Further, our dependent variable data are potentially censored in that the 


compliance rate is bounded by zero and one.  Thus a tobit estimation may be justified.  


However, the only consistent estimator currently available for use with a panel dataset is 


the random effects (RE) estimation and the distributional assumptions required of the RE 


estimation do not seem to be justified here.  Thus, we opt for the use of the cross-section 


time series (panel) estimation that incorporates panel-specific heteroskedastic error 


terms.11   


The experimental design suggests that the amount of income declared by a 


taxpayer in each round is of the general form:  


       Comprate = ß0 + ß1 Income + ß2 Wealth + ß3 Praudit + ß4 Lagaudit + ß5 XXX  + ε 


where Comprate is the compliance rate (calculated as Declared/Income), Income is actual 


income, Wealth is accumulated earnings, Praudit is the audit rate, and Lagaudit is a 


dummy variable equal to 1 if the individual was audited in the previous period and 0 


otherwise.  Previous empirical studies with Declared as the dependent variable generally 


find positive signs on the variables Income and Praudit.  The variable denoted XXX 


represents information treatments that are investigated to determine their effects on 


taxpayer compliance.  Summary statistics for the variables used are reported in Table 3.   


We report the results of our estimations for various specifications in Table 4.  The 


simplest specification has only subject factors and is reported as Model 1 in the table.  


The results for this specification demonstrate that the subjects in these experiments 


exhibit behavior similar to that reported in previous research investigating compliance 


behavior.  Compliance increases with higher probability of audit but decreases with 


                                                 
11 All estimations are undertaken using the xtgls estimation in STATA release 8. 







higher income and wealth as well as for individuals indicating that they prepare their own 


tax returns.   


The more interesting results emerge as we investigate the effects of various 


information feedback treatments to understand the indirect effects of audits.  In Model 2 


it is clear that Unofficial information (communication by subjects) has the effect of 


increasing compliance even as we introduce a treatment for whether the actual audit rate 


was announced (PrAudAnn).  It appears that announcing the audit probability lowers 


compliance, which would suggest that individuals overestimate the audit probability 


absent specific information.   


In Models 3 and 4 we report the results when we decompose the Unofficial 


information to allow us to focus on common elements in the messages.  We see in Model 


3 that messages that report evasion lead to lower compliance while those reporting 


compliance lead to higher compliance.  The relative magnitude of the effects suggests 


that the compliance messages increase compliance than the evasion messages lower 


compliance.  The overall indirect effect is to increase compliance.  It also appears that 


individuals attempt to play “catch up” following an audit.  Given the structure of the 


experiment it is important not to attach too much significance to this effect.  There are no 


conditional future audits in the experimental setting.  Previous work (see Alm, Cronshaw, 


and McKee, 19xx) has shown that conditioning future audits on past, detected, evasion 


leads to substantial increases in future compliance. 


In Model 4 the effect of messages reporting audit events is similarly shown to be 


asymmetric.  Messages that convey past audits (LagSumYes) increase overall compliance 


while those that convey absence of audits (LagSumNot) do not have a statistically 







significant effect.  Bad news has greater impact and this is consistent with individuals 


adopting non-expected utility behavior.  Decision models that emphasize bad outcomes 


(such as loss aversion) predict that individual will overweight (probability or outcome) 


bad events.  


Model 5 reports results when all of the Unofficial communication aggregates are 


included.  Despite the potential for multi-collinearity, we see that the individual messages 


that a tax authority would regard as good (audited and complied messages) jointly 


contribute more to increased compliance than do messages the authority would regard as 


bad.  What is less satisfying is that the message that the tax authority could send 


regarding total fines collected in the previous period has a negative effect on compliance.  


Overall, the coefficients on the included variables are quite stable across 


specifications.  Summary statistics for overall goodness of fit improve as we read across 


Table 4 from left to right.  Unofficial communication generally improves compliance 


when taken as a whole.  However, the possibility exists for such communication to 


worsen compliance if there is a bias toward providing information conveying the 


weakness of the audit process and the extent of non-compliance.  This is potentially 


worrisome for the tax authority and will be taken up in the next section.  Of the Official 


information that can be transmitted, it would appear that the mention of fines imposed 


(collected) will worsen compliance as it has a negative indirect effect.  This is also 


worrisome for the tax authority.  Further, this result contradicts the broad class of 


decision models that weight bad outcomes (loss aversion and rank dependent expected 


utility for example).    


 







 


 


6. CONCLUSIONS 


 We have a large and somewhat complex dataset and, undoubtedly, there are 


additional tests and specifications that will be investigated as we continue to analyze our 


data.  At this stage, however, we have drawn several conclusions from our analysis as 


described in the previous section.   


 With the above caveats in mind, we believe that our current results are interesting 


and provocative.  Of perhaps most interest is the finding that the official provision of 


previous audit information by the tax authority has a negative effect on subsequent 


compliance, while the provision of unofficial information (and the allowance of 


communication) by the taxpayers themselves increases compliance.  Future work will 


attempt to explore these linkages between information, communication, and compliance 


in more depth. 


We cannot use our results to answer the question how large is the indirect effect 


of audits?  Such questions require the use of field data and gave been addressed by the 


work of Dubin cited above.  However, the experiments can address some of the 


behavioral questions concerning the mechanism by which the indirect effects are 


manifest.  We find that there is an asymmetry – messages that report audits and 


compliance have a larger absolute effect – and this supports the overall result that 


unofficial communication among taxpayers has the potential to increase overall 


compliance beyond the levels that individual audits alone provide. 


  







Table 1 – Experimental Design a 


 Communication 
Information No Yes 
Do Not Publicly Announce Audit 
Results 


T1 
T1a – 48  
T1b – 32 


T3 
T3a – 62  
T3b – 40  
 


Publicly Announce Audit Results T2 
T2a – 72  
T2b – 72  
 


 


a The number of subjects participating in each treatment is reported.  Treatments denoted 
a are those where the audit rate (probability) is announced.  Those denoted b are where 
the audit probability is not announced.  All treatments last 30 rounds.  In all treatments, 
the tax rate is 0.35, the fine rate is 1.5, subjects are organized into groups of eight 
persons, and the income range is the same for all sessions (the maximum is 100 lab 
dollars and the minimum is 60 lab dollars, in increments of 10 lab dollars with 2 persons 
in each income level).  
 
 
 
Table 2 – Possible Messages in Treatment 3 a 


 
Message Message Content 
1 Do Not Send a Message 
2 I Was Not Audited 
3 I was Audited 
4 I Was Not Audited and Did Not Report all my Taxes 
5 I was Not Audited and Reported all my Taxes 
6 I Was Audited and Did Not Report all my Taxes 
7 I Was Audited and Reported all my Taxes 
a  Subjects are only permitted to send one message from this list in each round.  They 
must send a message before they can proceed to the end of the current period. 







Table 3 – Summary Statistics 
 
Variable Definition Mean Standard 


Deviation 
Comprate Compliance rate, defined as (Declared/Income) 0.553 0.448 
Income Income earned via the earning task for current round 80.22 12.13 
Wealth Accumulated earnings to date 944.60 560.18 
Praudit Probability of an audit 0.214 0.145 
Official Actual number of audits from previous round, reported 


via computer to subjects 
0.442 0.49 


Unofficial Dummy variable equal to 1 if communication between 
subjects is allowed via computer and 0 otherwise 


0.313 0.47 


Lagaudit Dummy variable equal to 1 if the individual was audited 
in the previous period and 0 otherwise 


0.169 0.40 


Lagpenalty The value of the penalty assessed in the previous period: 
equals zero if not audited 


  


Preptax Dummy variable equal to 1 if the individual says he or 
she prepares and files their own taxes and 0 otherwise 


0.341 0.460 


Praudann = 1 if subjects were informed of the audit rate prior to 
reporting income 


0.558 0.496 


Lagsumnot Number of subjects in group sending a message that 
included not being audited (2, 4 and 5 – Table 2) 


1.352 2.169 


Lagsumyes Number of subjects in group sending a message that 
included being audited (3, 6 and 7 – Table 2) 


0.553 1.109 


Lagsumevade Number of subjects in group sending a message that 
included tax evasion (4 and 6 – Table 2) 


0.593 1.133 


Lagsumcomp Number of subjects in group sending a message that 
included tax compliance (5 and 7 – Table 2) 


0.573 1.087 


Lagtotfine The total fine paid by those in the subject’s group 
audited in the previous period (if this information was 
reported to the subject in the treatment) 


26.3 6.87 


 







Table 4 – Estimation Results 
 


 Specifications  
Independent 
Variables 


Model 1 Model 2 Model 3 Model 4 Model 5 


Constant 0.788*** 
(28.16) 


0.949*** 
(34.39) 


0.952*** 
(35.33) 


0.960*** 
(35.56) 


0.939*** 
(35.41) 


Income -0.0014*** 
(4.35) 


-0.0018*** 
(6.03) 


-0.0018*** 
(5.99) 


-0.0019*** 
(6.13) 


-0.0018*** 
(6.00) 


Wealth -0.0003*** 
(33.96) 


-0.0002*** 
(33.16) 


-0.0002*** 
(32.28) 


-0.0002*** 
(33.18) 


-0.0002*** 
(31.45) 


Praudit 0.708*** 
(27.32) 


0.702*** 
(28.55) 


0.684*** 
(27.56) 


0.679*** 
(26.56) 


0.568*** 
(22.19) 


Lagaudit    
 


 0.2123*** 
(15.93) 


Lagpenalty -0.0305*** 
(26.45) 


-0.0294*** 
(26.16) 


-0.0294*** 
(25.85) 


-0.0295*** 
(26.14) 


-0.0458*** 
(30.13) 


Round 0.007*** 
(7.19) 


0.006*** 
(6.52) 


0.006*** 
(6.59) 


0.006*** 
(6.50) 


0.0055*** 
(5.99) 


Preptax -0.0268*** 
(3.38) 


-0.0376*** 
(4.97) 


-0.0348*** 
(4.64) 


-0.0375*** 
(5.00) 


-0.0318*** 
(4.32) 


PrAudAnn  -0.262*** 
(36.58) 


-0.274*** 
(37.14) 


-0.271*** 
(36.73) 


-0.271*** 
(37.89) 


Official  
 


-0.0127 
(1.39) 


 
 


  


Unofficial  0.0435*** 
(4.45) 


 
 


  


LagSumEvade   -0.0172*** 
(4.87) 


 -0.0250*** 
(5.06) 


LagSumComp   0.0367*** 
(10.05) 


 0.0221*** 
(3.72) 


LagTotFine   -0.0039*** 
(5.02) 


-0.0037*** 
(4.71) 


 
 


LagSumNot    -0.0004 
(0.19) 


0.005 
(1.77) 


LagSumYes    0.0236*** 
(6.35) 


0.0159*** 
(3.42) 


Wald 2855.19*** 4485.57*** 4717.64*** 4625.19*** 4993.32*** 
Log-likelihood -4461.05 -3964.511 -3913.104 -3934.132 -3819.12 
 
a The dependent variable is the compliance rate (COMPRATE).  These estimations are 
panel models using feasible generalized least squares estimators.  In all estimations, the 
number of observations is 9454, the number of subjects (panels) is 326, and the number 
of time periods is 29 (omitting period one for the lag operator).  The numbers in 
parentheses are z-statistics.  Significance levels are denoted as: * 0.10, ** 0.05, *** 0.01. 
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The Internal Revenue Service (IRS), tasked with 
collecting taxes from this country’s citizens, deals 
with more Americans than any other public 
institution.  Unfortunately, over the years, the tax law 
has increased in complexity and the myriad of forms 
has become confusing.  In an effort to assist 
taxpayers comply with the law, the IRS established a 
toll-free telephone service with Customer Service 
Representatives (CSRs) ready to help taxpayers with 
their tax related questions.  Since 1965, the IRS has 
offered this free telephone assistance to millions of 
taxpayers.  IRS assisters handled over 55 million 
telephone calls in fiscal year 2003 (October 2002 
through September 2003) and 15.8 million calls 
during filing season 2004 (January through mid-April 
2004) alone.  With this large volume of inquiries 
handled by telephone assisters, the accuracy of the 
information provided has a potentially large impact 
and is of interest to stakeholders both within and 
outside of IRS.  The way the accuracy of telephone 
assistance is measured has evolved over the years 
from test calls, to live monitoring of telephone calls, 
and soon, to contact recording.  This paper details the 
evolution of how the IRS monitors calls and the latest 
move from a pass/fail method of measurement to a 
defects-per-opportunity methodology.  It discusses 
the strengths and limitations of each method, the 
overall impact on quality rates, and future plans for 
improvement to the measurement process. 
 
Monitoring Taxpayer Calls for Quality 
Purposes 
 
One of the IRS’s major goals is to make its telephone 
operations a world-class customer service 
organization.   To do this, it is necessary to track the 
accuracy, efficiency, and quality of the service 
provided by those answering the telephones.  
However, when first implemented, the focus of 
telephone service review was only to evaluate 
employee performance.  Managers reviewed the work 
of CSRs and used the data gathered as feedback for 
employees’ performance appraisals and to identify 
training needs.   It wasn’t until the late 1980s that 
IRS attempted to measure the overall quality of the 
service provided to taxpayers. 
 


Managerial Review 
IRS’s first iteration of quality measurement consisted 
of managers reviewing their employees at each call 
site.  The manager would sit with an individual CSR 
and listen in on selected telephone calls.  When the 
call was complete, the manager was able to provide 
immediate feedback to the CSR on any errors made 
or on issues of timeliness or professionalism.  While 
better than no review at all, there were some 
drawbacks to this system.  First, the data gathered 
during telephone call monitoring were really intended 
for CSR performance review rather than a site or 
national measurement of quality.  Also, because 
managers monitored their own employees, complete 
impartiality of the reviews could not be guaranteed.  
Additionally, since managers sat with the CSRs, the 
assisters were aware they were being monitored.  
They could alter their behavior during calls that were 
reviewed:  Responding in a more professional 
manner, researching the tax issue more thoroughly, or 
adhering to their manual guidelines more fully.  
These changes could affect the quality of the call, 
giving IRS a skewed view of the performance of the 
employee, as well as the overall quality of the service 
provided to taxpayers.  Finally, because review of the 
CSRs was performed at each of the call sites, there 
were issues with the lack of consistency of reviews 
from manager-to-manager and site-to-site. 
 
Attempting to get a clearer picture of the actual 
service taxpayers received, IRS implemented 
technology that allowed managers to review CSRs 
remotely.  Without alerting the CSR, they could 
listen in on and review telephone calls from the 
privacy of their office, rather than sitting beside the 
assister as he or she was on the phone.  This 
transparency eliminated the problem of the CSRs 
knowing they were being monitored and modifying 
their behavior accordingly, but the issues of 
inconsistency of reviews from site-to-site still 
existed.  Additionally, the accuracy results from this 
process were generally very high and at odds with the 
Government Accounting Office’s (GAO) assessment 
of quality, further supporting the concern that the 
monitoring carried out at a local level was not 
impartial.   
 
Integrated Test Call Survey System 
In an effort to eliminate these concerns, the Service 
implemented a new program in addition to the 
managerial review, the Integrated Test Call Survey 







System (ITCSS).   This system, established in 1988, 
was designed to produce a national estimate of 
quality rather than relying on managerial review of 
employees to establish the measurement and to 
provide timely feedback to call sites.  The sites could 
then use the feedback to target specific areas for 
improvement, then assess the success of their efforts.  
Under ITCSS, a centralized group of quality 
reviewers called into the toll-free IRS tax law 
assistance line, posed mock questions to CSRs, and 
rated the quality of the responses given.  The creation 
of this centralized review process, where independent 
reviewers received identical training and held regular 
meetings on how to rate calls consistently, reduced 
the inconsistency and impartiality of rating the 
quality of service provided to taxpayers at the local 
level.  Of course, this method of measurement also 
introduced other issues.  Although the universe of test 
calls was modeled closely after the volume and topic 
of taxpayer inquiries, this national sample was not a 
sample of the universe of actual taxpayer calls, but a 
review of responses to fabricated questions, posed by 
persons other than real taxpayers.  Any data gathered 
from this test was an artificial measurement of the 
accuracy of information IRS assisters provided to the 
public.  Additionally, ITCSS measured tax law calls 
only.  For most other types of calls coming in on the 
IRS toll-free lines, it is necessary to know the identity 
of the caller and access their tax records to 
completely and accurately respond to their inquiry.  
This would not be possible with test callers.  Also, 
after a time, even though the test questions were 
changed periodically, the CSRs were often able to 
identify calls from quality reviewers. 
 
Centralized Quality Review Site 
Because of the limitations of ITCSS, the IRS 
eventually moved away from the test call system and 
created the Centralized Quality Review Site (CQRS) 
in Philadelphia.  This site was established to 
centralize the IRS telephone review process into one 
location; to sample real, live calls from the universe 
of actual taxpayer inquiries; and to establish an 
estimate of the true level of service being provided to 
taxpayers.  They were also charged with 
standardizing the review process of telephone calls 
and centralizing IRS telephone quality review data 
into one database.   
 
The site, established in 1997, initially began with 
eight reviewers measuring the quality of tax law calls 
only.  Over time, further types of calls were added.  
The CQRS now has over 50 full-time reviewers who 
monitor tax law calls, taxpayer account-related calls, 
collections calls, calls from the tax-practitioner 
priority line, calls from U.S. taxpayers overseas, calls 


from employers seeking business taxpayer 
identification numbers, and all Spanish-language 
calls, as well as requests for IRS tax forms. 
 
The CQRS was able to establish an impartial 
measurement of quality for each call site and type of 
call by utilizing technology that enabled them to 
remotely monitor live taxpayer telephone calls 
coming into any IRS call site across the country.  
They reduced inconsistencies in the review process 
through holding regular consistency training, as well 
as utilizing a standard data collection instrument that 
gathered the same data elements for all calls and 
stored the information in a central database.  And 
because they were monitoring real, live calls, the 
quality measurement generated from the review data 
produced the clearest picture of the level of service 
provided to taxpayers since IRS implemented quality 
review. 
 
This standardization of the review process and 
improvement in the consistency of reviews was a 
major step toward accurately measuring the quality of 
service the IRS provided to callers.  Also, with 
remote monitoring, neither the caller nor the CSR 
was aware if their particular call was selected for 
review.  This transparency meant that the monitored 
response was real, typical of the type of 
taxpayer/CSR interaction, and not altered in any way.  
Despite these advances, many new issues were 
introduced as IRS moved to monitoring live taxpayer 
telephone calls.  Because the telephone calls were 
live, reviewers were required to monitor the calls 
real-time.  While this sounds innocent enough, real-
time monitoring had a tremendous impact on 
reviewer resources. 
 
Monitoring taxpayer telephone calls for quality in 
real-time consumes a considerable amount of 
resources.  Initially, the largest depletion was due to 
dead air.  A reviewer would dial into a site to monitor 
calls.  If there weren’t any available calls at that site 
(no taxpayers calling in or an unscheduled site 
closing), the reviewer wouldn’t know until listening 
to several minutes of silence or dead air.  With the 
acquisition of  software called Custom View, which 
allows the reviewers to see call traffic in the sites 
(real-time, less a 6 second delay), this problem was 
virtually eliminated.  However, that was not the only 
problem with real-time monitoring. 
 
 To select a call for review, the quality reviewer at 
CQRS dials into a designated telephone number for a 
given site and type of call and is then attached to the 
next incoming call.  The reviewer stays with the call, 
as long as it is in that particular site, able to hear the 







complete CSR/taxpayer interaction.  Because it is a 
live telephone call, the reviewer experiences what the 
taxpayer experiences, including time on hold or 
waiting for the next available assister.  Any hold or 
wait time is wasted time for a reviewer and can 
dramatically impact the number of telephone calls 
that he or she can monitor.  Unfortunately, there is no 
way to eliminate these phenomena when monitoring 
live telephone calls. 
 
Additionally, in order to sample from the entire 
universe of calls when monitoring in real-time, the 
CQRS must have reviewers scheduled during all 
times of day that the IRS call centers are open.  
Unfortunately, there are not enough review resources 
to cover all hours of operation, which are 7 a.m. - 2 
a.m. Eastern Time, meaning some calls are not 
subject to quality review.  The CQRS does have staff 
monitoring phone lines from 7 a.m.- 12 a.m., so only 
those calls received during the very early morning 
hours of 12 a.m.- 2 a.m., less than 3 percent of the 
total universe of taxpayer calls, are not subjected to 
sampling for quality review. 
 
Another minor issue associated with real-time 
monitoring is that the only record of the content of 
the call is the reviewer’s notes.  If the reviewer is 
unable to catch something that is said during the call, 
it can never be re-heard or recaptured.  A reviewer’s 
determination of the accuracy of the call is dependent 
upon what he or she is able to hear and jot down 
during the call.  This can become an issue if a call 
site objects to the reviewer’s evaluation of a call.  
Formal rebuttals from sites, requesting a re-
evaluation of monitored calls, are frequently sent to 
CQRS for response.  Unfortunately, since the 
disputed calls cannot be replayed, reviewer notes are 
the only evidence of what occurred during the call, 
leaving some room for continued disagreement. 
  
Independent of the problems associated with real-
time monitoring, is the issue of call transfers.  Using 
the current communications technology available at 
IRS, reviewers are unable to follow a call if it is 
transferred outside of the original site receiving the 
call.  If a customer service representative receives a 
call that he or she is unable to answer, they must 
transfer that call to another assister.   If that call is 
then routed to another call site, in the current 
telecommunications environment, the CQRS 
reviewer is unable to follow the selected call.  
Therefore, the reviewer cannot determine if the 
taxpayer received the correct answer to their inquiry.  
This situation is becoming increasingly more 
common given the current operational push for call 
site specialization, where assisters at a given call site 


are trained to answer only specific types of calls.  
Whether the taxpayer selected the wrong option from 
the automated menu or because the initial CSR who 
screened the call misunderstood the taxpayer’s 
question, calls that are misrouted would have to be 
transferred to another site rather than to another 
assister within the same site.  This increase in call 
transfers would result in an increased number of calls 
selected for review that the CQRS reviewers would 
not be able to follow to completion. 
 
Recording Taxpayer Calls for Quality 
Purposes 
 
Until recently, the recording of taxpayer telephone 
calls, while legal if the act of recording is disclosed to 
callers, was not permitted based upon guidance from 
IRS Counsel.  Call recording was viewed as an 
invasion of taxpayer privacy.  However, since call 
recording has become standard in the customer 
service arena, IRS has revisited the issue and 
approved call recording for quality purposes only.   
With the aid of a vendor, IRS is now testing and 
piloting call recording in select call sites.  Call 
recording is scheduled for complete installation and 
implementation in all IRS call sites by FY 2006.  
Telecommunications technology being implemented 
will enable IRS to record 100 percent of all incoming 
calls, then systematically select calls for quality 
review.  The selected recordings would then be 
reviewed by CQRS reviewers and entered into the 
standardized database. 
 
Because review will still occur at CQRS, all the 
advantages of this consistent third-party review 
remain.  However, call recording also brings a 
number of additional benefits.  Primarily, call 
recording eliminates many of the drawbacks of the 
real-time monitoring of telephone calls.  Once 
reviewers are able to listen to a recording of the 
taxpayer/CSR interaction, there will be no more 
listening to dead air and no waiting on hold.  They 
will be able to fast-forward through any wait time 
while the CSR is researching the taxpayer’s issue.  
Reviewers will also be able to rewind the recording 
and re-listen to portions of the call, or the entire call 
if necessary, to more accurately assess what occurred 
during the call. Additionally, if the topic of the call is 
beyond the scope of a reviewer’s training, he or she 
will be able to flag the call for evaluation by another 
reviewer with more technical expertise.   Reviewers 
will also be able to listen to a recording at any time of 
day, regardless of when the call was placed, 
eliminating the need and added cost of an evening 
shift.   Furthermore, the late night calls occurring 







between the hours of 12 a.m. and 2 a.m., not 
previously subject to review, will be available for 
quality review sampling under call recording.   All of 
these advances secured through the implementation 
of call recording allow for cost savings, resource 
savings, and improvements to the quality sampling 
and review process. 
 
An additional and unexpected resource savings is the 
reduction in the number of rebuttals from sites who 
feel the evaluation of a call by the CQRS was 
incorrect.   During the pilot process, those sites with 
call recording have been able to listen to any call 
received at their site, including those CQRS 
reviewers may have evaluated for quality purposes.  
Because call site managers are able to access and 
listen to the real CSR/taxpayer interaction rather than 
rely on reviewers’ notes, they can immediately 
eliminate rebuttals for calls they believe were 
evaluated correctly without any CQRS involvement.  
Now, only those calls where there is a legitimate 
disagreement in the call evaluation, are forwarded to 
CQRS for further action, resulting in an overall 
decrease in the amount of resources spent on 
rebuttals and re-evaluations. 
 
Another advantage of call recording is that recorded 
calls, once “sanitized” to remove any taxpayer-
identifying information, may be used for training 
purposes.  Recordings of real taxpayer/CSR 
interactions will allow IRS to train CSRs how best to 
respond to taxpayer issues.  By listening to the same 
call, assisters can be taught to respond to many 
different situations in a consistent way.  In the same 
manner, the recordings can also be used by CQRS 
managers to train reviewers to consistently evaluate 
the quality of the service provided to taxpayers 
calling the IRS. 
 
Call recording also provides a major advancement in 
the way IRS is able to measure quality.  Because 
reviewers are currently unable to follow a call if it is 
transferred from one site to another, it is impossible 
to capture everything that individual taxpayer 
experienced from the start of the call to the very end 
of the call.  With the implementation of call 
recording at all IRS call sites, all incoming toll-free 
telephone calls will be recorded at each site.  
Therefore, if a call is transferred from one site to 
another, the portion of the call after being transferred 
will be captured and recorded at the destination site.  
Because all calls will be tagged with a unique 
identifier as they enter the IRS, multiple segments of 
a single call can be combined after-the-fact.  Thus, 
for the first time since quality review began, IRS will 


be able to capture the complete taxpayer experience 
for any call in the universe. 
 
Because call recording is still in the pilot phase and 
the necessary hardware and software has not yet been 
installed in all sites, it is difficult to identify any 
disadvantages or problems with using this 
methodology to capture and review calls for quality 
measures.  Certainly, initial start-up costs are 
extremely high, but the resource savings and added 
benefits of call recording should eventually outweigh 
those one-time costs. 
 
IRS Toll-Free Telephone Assistance 
Quality Measures 
 
Once IRS monitors or records a call, how is the 
quality of that call measured?  The methodology 
behind the measurement of quality has also evolved 
over the years. 
 
Past Methodology of Telephone Quality 
Measurement 
 
Before FY 2004, there was a single measure for the 
quality of telephone calls coming into the IRS toll-
free telephone assistance service.  This measure was 
reported internally to IRS executives, and externally 
to Congress, GAO, and the Office of Management 
and Budget (OMB).  Quality for a call was measured 
as pass or fail, where if one element, or “attribute,” of 
a call was incorrect, the entire call was counted as 
incorrect.   An attribute is any individual element of 
the call that is rated for accuracy by IRS reviewers.  
Depending upon the taxpayer’s issue, some attributes 
of a call may be:  Did the assister greet the taxpayer 
courteously and professionally?  Did the assister 
verify the taxpayer’s social security number?  Did the 
assister give the taxpayer the correct answer to their 
question?  Did the assister provide their identification 
number?  Certain attributes, while required elements 
during a call, may not affect the correctness of the 
answer provided to the taxpayer.  Also, not all 
attributes are applicable to every type of call, so one 
particular call may have very few attributes, while 
another may have several.  Regardless of the number 
of attributes for any given call, a single call could 
only have the possibility of scoring 0 percent or 100 
percent.  Under the pass/fail methodology previously, 
if an assister answered the taxpayer’s question 
correctly, but forgot to provide his or her 
identification number at the start of the call, as 
required under IRS procedures, the call was scored as 
0 percent for quality measurement purposes.   While 
this practice encouraged attention to details on the 







part of the telephone assisters, it presented an unclear 
measure of the quality of service provided to 
taxpayers, especially to the external users of the data.   
 
Current Methodology of Telephone Quality 
Measurement 
 
In an attempt to construct a more accurate picture of 
the quality of the service provided to taxpayers, the 
pass/fail methodology was retired and a new 
measurement system was implemented for FY 2004.  
This new method of measurement, defects-per-
opportunity, was designed to distinguish between 
wrong answers and procedural errors that do not 
affect the accuracy of the answer provided to the 
taxpayer.  IRS’s single measurement for quality was 
separated into five individual measures:  
 


• Customer Accuracy — Did the assister give 
the taxpayer the right answer? 


• Regulator Accuracy — Did the assister 
follow all IRS regulations according to the 
tax code? 


• Procedural Accuracy — Did the assister 
follow all internal IRS procedures for this 
type of call? 


• Timeliness — Did the assister respond to the 
taxpayer in a timely manner? 


• Professionalism — Did the assister respond 
to the taxpayer in a courteous and 
professional manner? 


 
Given the nature of the measures, Customer 
Accuracy, Timeliness, and Professionalism are 
reported externally; whereas, Regulatory and 
Procedural Accuracy are measures intended for IRS 
use only.  The five measures are each calculated as a 
percentage:  the number of correct attributes divided 
by the total number of applicable attributes.  Because 
Customer Accuracy has only one applicable attribute 
for any type of call — Did the taxpayer receive the 
correct answer? — a single call still only has the 
possibility of scoring 0 percent or 100 percent.  
However, with the elimination of all other non-
applicable attributes, this measure of accuracy is now 
a very clear representation of the quality of the 
service provided to taxpayers.  Each of the other four 
measures generally has multiple applicable attributes 
for each call, thus a single call can now score 0 
percent, 100 percent, or anywhere in between. 
 
Using FY 2003 data, Customer Accuracy was 
calculated using both methods: 
 
 
 


FY 2003  
data 


Pass/Fail Defects-per-
Opportunity 


Tax Law 80.10% 
(+/- 0.66%) 


81.97%  
(+/- 0.63%) 


Accounts 68.43% 
(+/- 0.44%) 


88.15% 
(+/- 0.30%) 


 
There was little effect on Tax Law calls, but the 
difference in the accuracy of Account calls is 
significant.  This is due to the fact that for Account 
calls, telephone assisters are generally required to 
perform many internal procedures where an error 
may occur that does not affect the accuracy of the 
answer provided to the taxpayer.  Under the old 
pass/fail methodology, this would have caused the 
entire call to be counted as incorrect.  Now, attributes 
relating to internal procedures are included in the 
measures of Procedural Accuracy and Regulatory 
Accuracy and are no longer included in Customer 
Accuracy, providing IRS executives, as well as 
Congress, GAO, and OMB, a clearer picture of the 
quality of service provided through the toll-free 
telephone assistance service — that assisters actually 
gave callers a correct answer approximately 88 
percent of the time rather than the 68 percent 
previously reported. 
 
Future of IRS Telephone Quality 
Measures 
 
Over the years, the way IRS monitors telephone calls 
and measures quality has undergone continuous 
improvement.  With the implementation of call 
recording, the Service will have taken the next step in 
the process.   Beyond call recording, there are plans 
in motion to combine national quality review 
performed by CQRS and local managerial review 
into one standard database.  This will be the last step 
in the standardization of the review process.  Once 
completed, managers and quality reviewers will be 
reviewing calls using the same attributes and 
standards and all quality data will be stored in a 
single place.  This will provide individual call sites 
with additional data for error and trend analysis, 
allowing them to identify specific areas where 
additional training might improve quality.   
 
In another move to improve the quality process, 
individual attributes from reviewed calls will soon be 
directly linked to telephone assisters’ critical job 
elements (CJEs).  CJEs are the specific items 
managers use to rate the performance of their 
employees.  For example, call attributes regarding 
courtesy and professionalism will be linked with the 
professionalism CJEs for telephone assisters.  The 







attribute for whether or not the taxpayer received the 
correct answer will be linked with the technical 
knowledge CJEs for assisters.  Through this linkage, 
managers will be able to use their reviews to quantify 
the performance of their employees rather than 
relying solely on qualitative data and subjective 
judgment.   
 
Conclusion 
A significant goal of the IRS is to make its telephone 
operations a world-class customer service 
organization.  By improving the way the level of 
service provided to taxpayers is measured, IRS can 
not only better determine how closely they have 
come to achieving that goal, but can also  identify 
areas for further improvement.  With this continuous 
cycle measurement and improvement, we hope this 
goal of providing world class customer service to 
taxpayers will soon become reality. 
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Economists and policymakers often rely on realized income to gauge individual 


well-being.  Attractive for its ease of calculation, this measure is nonetheless seriously 


flawed, in part because people have some ability to choose how much income to realize 


at a given time.  Income from capital is particularly susceptible to manipulation.  In this 


paper, we build upon the path-breaking work of Projector and Weiss (1969) to ascertain 


the degree of mismatch between realized income and wealth and to suggest ways to 


construct better indices of wellbeing.   


 Empirical evidence from a recently compiled Internal Revenue Service data set 


shows just how imperfect realized income can be as a measure of economic well-being.  


Linked federal estate and income tax returns reveal that wealthy individuals – particularly 


those in their prime working years -- realize very low returns on capital.   What is more, 


less-wealthy retirees tend to realize larger returns than more-wealthy retirees.   


 Our data also allow us to impute wealth on the basis of realized income, portfolio 


allocation, and other important factors.   We offer here some initial results that suggest 


how one might use income data to predict an individual’s wealth. 


 


EXISTING RESEARCH 


The research most closely associated with ours is a set of studies conducted by C. 


Eugene Steuerle (1983, 1985).  Steuerle used a database containing wealth and income 
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data from federal tax returns to examine the relationship between realized income and the 


underlying wealth that generates at least a portion of that income.   


Steuerle’s work serves as a partial blueprint for ours, although our data are much 


more extensive.  Not only are Steuerle’s samples smaller and more restricted than ours, 


they fail to contain weights that reflect the probability of a match between estate and 


income tax records.  Nor did Steuerle’s data have weights to conform the decedent 


population more closely to the living population. 


 Other research has informed ours as well.  The years since Steuerle’s work have 


witnessed the advent of data sets such as the Federal Reserve Board of Governor’s 


triennial Survey of Consumer Finance (SCF), the University of Michigan’s Panel Study 


of Income Dynamics, and the Census Bureau’s Survey of Income and Program 


Participation.   


 One result of this inquiry is the creation of measures of well-being that blend 


components of income and annuitized values of certain assets (see for example Ringen 


1988, Radner 1990, Wolff et al. 2004).  Much of this work – particularly in the federal 


government -- centers upon measures of poverty (see for example Bauman 1999, Mishra 


et al. 2002).  The appropriate treatment of wealth in poverty indices remains a significant 


source of debate, however (see Short and Ruggles 2004).    


 Recent work (especially Kennickell 1999, 2001) explores the possibility of 


modeling the relationship between wealth and income for the very wealthy as well.   The 


work we describe here suggests that estate tax data may prove particularly useful in this 


effort. 


 







 3 


DATA 


U.S. federal tax records offer a bountiful source of intergenerational data on 


income and wealth.  For our ongoing research, the Statistics of Income Division of the 


Internal Revenue Service has selected a set of federal estate tax returns and matched it to 


income tax returns filed by the decedent in the year before death, to gift tax returns filed 


during the decedent’s lifetime, and to income tax returns filed by beneficiaries.  These 


data are referred to collectively as the Estate Collation Study. The core data for this paper 


come from a stratified sample of federal estate tax returns (form 706) filed in 1992 and 


1993 for people who died in 1992 and left estates of at least $600,000.  Matched to the 


estate tax returns are income tax returns (form 1040) filed by the decedent in 1991.  The 


final Estate Collation sample consists of returns for 3,767 decedents.   


 Before analyzing the data, we needed to account for certain factors.  Estate tax 


returns did not have equal probabilities of being matched to income tax returns due to 


primarily to late filing and errors in the secondary Social Security numbers on returns of 


joint filers.  We therefore generated weights for the sample that reflect the unequal 


probabilities of a successful match.  The first step was to create an adjustment factor to 


balance to the original population totals, essentially treating unmatched records as non-


respondents.  We then used auxiliary data, post-stratification, and raking to adjust the 


sampling weights and compare them to estimates from other sources of administrative 


data.  Johnson and McMahon (2002) describe this process in greater detail. 


 A second feature of the data that requires adjustment has to do with differences in 


traits between the living population and the decedents.  The 1992 estate tax population 


consisted of some 60,000 individuals with gross estates of at least $600,000, the estate-
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tax filing threshold in effect at that time.  These decedents represented less than 1 percent 


of the U.S. population in 1992, according to the U.S. Census Bureau, and accounted for 


2.8 percent of all 1992 deaths.  While female decedents comprised 51.2 percent of the 


total U.S. resident population in 1992, female decedents made up only 43.5 percent of the 


1992 estate tax population.  The majority of male decedents -- 65.8 percent -- were 


married, as compared to 56.8 percent in the general population.   Most female estate-tax 


decedents -- 61.5 percent -- were widowed, much higher than the 11.2 percent observed 


for their living counterparts in 1992.   More than 87 percent of male decedents were 60 


years old or older, while 14.4 percent of the living male population was in that age group 


in 1992.  Likewise, 94.5 percent of female estate tax decedents were age 60 or older, 


while just 18.9 percent of living women were in that age group in 1992.   Eller et al. 


(1992) contains a more complete description of the 1992-estate-tax population.  


 These statistics highlight one of the potential deficiencies of using data from 


estate tax returns to study the living population.  As Smith (1985) points out, estate-tax 


data provide an excellent means of making statements about the deceased, but do not of 


themselves allow inferences about the living population.  To compensate for the age bias 


and produce estimates more representative of the living population, we re-weight the file 


using reciprocals of mortality rates (by age and sex), adjusted by a differential that 


reflects the lower mortality rates experienced by the wealthy.  Richer people tend to live 


longer because they enjoy access to better healthcare, safer occupations, and superior 


nutrition.  Johnson and Woodburn (1994) provide a full discussion of weight adjustments.   


 Another potential limitation of the Estate Collation file concerns married 


decedents.  While the estate tax return should contain complete information on the 
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decedent’s portfolio, many, perhaps most, married decedents filed income tax returns 


jointly with a surviving spouse.  Yet we do not directly capture the assets of the surviving 


spouse for the purpose of calculating returns to capital.  We make a partial adjustment for 


this by including the full value of any property owned jointly by the decedent and 


surviving spouse in our asset base, including all community property and property owned 


as tenants-in-common.  But we still miss the value of assets owned solely by the 


surviving spouse.  While we have experimented with imputing values for these assets, we 


make no adjustment for them here.   In some of our analysis, we do try to account for 


possible differences between married and other decedents – for example, by including 


dummy variables in various regressions.   


 One further data concern:   the reporting of certain assets on federal estate tax 


returns is idiosyncratic.  For example, the full face value of life insurance is included in 


the decedent’s total gross estate for tax purposes.  In addition, the tax code allows certain 


adjustments in asset value, such as the special valuation of real estate used for farming or 


certain business purposes.  Where possible, we modify the data to compensate for these 


reporting anomalies.  In the case of life insurance, for instance, we impute an equity value 


using data from the 1992 SCF.  


 Table 1 shows income and assets by source for our matched data, using weights 


appropriate for the estate-tax population.  It also reports estimates generated using 


weights and asset values adjusted to represent the living population.  As might be 


expected, the share of net income subject to tax attributable to salaries and wages is 


substantially higher for the living population than for those in the decedent group.  


Likewise, income from businesses is much higher for the living group.  The portfolio 
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estimates for these two groups reveal differences as well.  The share of the portfolio 


pertaining to business assets is higher in estimates for the living population than that for 


decedents, as is the share made up of real estate.  The proportion of investments in tax-


exempt bonds is significantly higher in the estimates for the decedent group than for 


those in the living population.  A comparison of the adjusted data set with estimates from 


the 1992 SCF indicates that the adjusted estate values are consistent with patterns seen in 


the 1992 living population.   


 But other data issues remain.  Certainly, many decedents must have been aware 


that they were close to death, so their portfolios could differ from those of the general 


population. Decedents (and their executors) naturally had incentives to report the lowest 


possible legal values for tax purposes on both income and estate tax returns.  We believe 


that the high audit rate for estate-tax returns ensures that evasion is relatively rare, 


although informal transfers of small items such as jewelry surely take place.  In addition, 


the truncation of the distribution due to the estate-tax filing threshold means that we must 


be cautious in generalizing from these data to populations other than the relatively 


wealthy.  Finally, limitations due to the timing and retention of IRS masterfile data (the 


source of income-tax data for this study) mean that the only income data available are for 


income earned during calendar year 1991.  Some income-producing assets could have 


been sold in 1992 prior to a decedent’s death, but we cannot track that transaction.  What 


is more, Kennickell (2001), among others, has suggested that pooling several years of 


data smoothes out year-to-year fluctuations in income caused by events such as change in 


employment status, receipt of inheritances, or realization of capital gains.  Our one year 


of income data could therefore contain substantial transitory components.  Despite these 
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flaws, we think our data are more promising than other micro-level data sources for 


realized property income because they do not suffer from the amount of underreporting 


and item non-response present in most survey data.  


 


EMPIRICAL FINDINGS 


Figure 1 shows the distributions of income and wealth across net-worth deciles 


for individuals in the Estate Collation sample.   The graph shows that, as wealth 


increases, income also increases.  However, the rate of growth for income is significantly 


less than that of wealth, as evidenced by the flatter slope of the income line.  This means 


that the realized rate of return on assets actually tends to decreases as individuals 


accumulate more wealth.  


 


Calculating Realized Rates of Return on Capital 


 Realized rates of return differ from actual economic rates of return by the amount 


of unrealized income or other income from capital not reported on a tax return.  For our 


sample, the mean return on capital for all ages is 4.6 percent, with the mean return for 


those aged 50 to 59 at 2.9 percent.  These rates are lower than those associated with a 


reasonably risk-free, low-paying savings account.  For instance, six-month CDs 


generated an average 5.91 percent return during 1991.   What is more, our measure for 


realized return to capital is likely biased upward because some included income items 


overstate the actual return.    


 Economic theory suggests that higher-risk, less-liquid assets generate higher 


economic rates of return.  We think it implausible that these wealthy and presumably 
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investment-savvy decedents would have been satisfied with the relatively low rates they 


realized on complex portfolios of stock, bonds, real estate, partnerships, and the like.  


Instead, we believe that the pattern of realized returns offers evidence of careful tax 


planning, which became more important the more the individual had at stake.  Indeed, the 


fact that people appear in high-wealth categories suggests that these individuals were 


successful in generating both a high economic return and a low realized return (and thus 


low taxes).   


 Table 2 shows estimated average realized rates of return on capital across 


different classes of wealth for decedents of various ages as well as for the living 


population.  For those aged 70 or older, the table reveals that those with estates of $10 


million or more realized lower returns than those with estates less than $1 million.  Also 


notable is that individuals in their prime work-years tend to realize lower returns on 


capital than retirees.  This finding reinforces our planning argument:  if people earn 


taxable labor income, they may wish to realize relatively less capital income than those 


who are not working. 


 


Rate-of Return Regression Analysis 


 Regression analysis might allow us to say more about the influence of one’s 


portfolio upon realized rates of return on capital and on stock.  Consistent with Steuerle, 


we find that realized rates of return varied inversely with the value of the particular asset 


in question, holding other relevant variables constant.   


 Yet modeling rates of return from estate and income tax data is fraught with 


problems.  Income generated from various assets that could appear on an estate tax return 
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can be categorized in many different ways, for instance.  Consequently, we do not draw 


conclusions from this rate-of-return analysis.   


 


Estimating Wealth from Components of Gross Income 


 Rather than refine the rate-of-return analysis, we construct a model that predicts 


wealth from components of realized income and adjustments to income.  A very simple 


model poses total assets as a function of various types of income reported on the 1040, 


along with the value of interest deductions and an index for the importance of deductions 


and adjustments to income.  Table 3 reveals these results.   For the overall sample, total 


assets are an increasing function of age in the relevant range.  Nearly all income 


components have a positive relationship to total assets, with the largest coefficient 


associated with dividend income.   The regression weighted to the living population 


suggests that an extra dollar of dividend income implies an increment to total assets of 


$83.  In turn, this result gives us a point estimate of only 1.2 percent for the rate of return 


on assets that yield dividends.  The coefficient on taxable interest implies a higher 


estimated yield of 10.7 percent.  The negative coefficient on tax-exempt interest seems 


odd; as we shall see, however, all but the highest-income people generate a positive 


relationship between tax-exempt interest and asset value.  A similar result holds for 


capital gains and other income. 


Deductions from income as well as income components plausibly might relate to 


the amount of assets held.  The regression results indicate, for instance, that higher 


interest deductions are associated with more total assets.  This result makes sense, given 


that the deductions probably act as a proxy for the value of real estate.  One other variable 
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of note is “propadj.”  This variable indicates the proportion of gross income subject to tax 


that is made up of adjustments and deductions such as those pertaining to Keogh plans, 


IRAs, and SEPs.  Higher deductions can thus be associated with the building up of assets.  


Consequently, we might expect that, for a given level of gross income, people with a 


higher “propadj” would have higher total assets; indeed, the regression coefficient on 


“propadj” is positive.  


 Segmenting our data helps us craft even better predictions of total assets.  Total 


assets are closely related to the amount of reported dividends.  The relationship is even 


stronger for dividend amounts above a threshold of about $2000.   Total assets are also 


correlated positively – though less strongly -- with other income components such as 


taxable and tax-exempt interest. 


 These relationships suggest categorizing decedents on the basis of dividends 


received, with special treatment for those who realized very small amounts.   Table 4 


reports the results of regressions by dividend class.  These results indicate that non-


corporate and tax-exempt interest income are more important in predicting total assets for 


people reporting relatively small amounts of dividend income, whereas dividend income 


matters more in predicting total assets for those receiving larger amounts of dividend 


income.   


 The predictions from the set of regressions reported in Table 4 appear quite 


promising, because they yield estimates of well-being that are much more closely related 


to total assets than are income measures.  Significantly, the Pearson coefficient relating 


the predicted value to actual total assets is .79, whereas the coefficient for taxable income 


is .22 and for gross income is .48.  Predicted values from regressions pertaining to 
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decedents indicate that these values are also better than income measures at ranking 


observations.  The Spearman coefficient for the predicted value is .70, as compared to a 


coefficient of .56 for taxable income and .67 for gross income.  The Spearman rank 


results are not as clear for the regressions pertaining to the living population.  Because the 


way this index is constructed can yield a lower value when rank shifts are more frequent 


but relatively more minor, however, we give more weight to the Pearson results.  What 


they suggest is that we may have found a useful technique to gross up income 


components to yield a predicted value of well-being for wealthy people.     


 


CONCLUSION 


The evidence shown here indicates that income from capital is in many ways a 


voluntary event.  Realized property income can vary dramatically across wealth and age 


classes, most likely reflecting tax considerations rather than differences in true economic 


returns.  Indeed, wage income may be doing the same, particularly for executives who 


earn substantial amounts of non-wage compensation that receive preferential tax 


treatment.  Income alone is no longer a reasonable way to assess individual well-being. 


 Our research suggests that merged estate and income tax records offer an effective 


way to gauge individual well-being among the wealthiest portion of the population.  In 


short, we show how various components of income and deductions associated with 


capital assets can be combined to yield a predicted value for total assets that is highly 


correlated with actual assets.  Applying our methods may therefore help reduce the 


degree of mismeasurement in man’s well-being. 
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Table 1:  Income and Wealth by Source
Estate Tax Decedent Population Estimate Estimate for Living Population
Average Item as a percentage of Average Item as a percentage of


amount of Net income Net amount of Net income Net
Income by source item subject to tax Worth item subject to tax Worth
Wages and salaries 16,702 15.74 0.99 62,781         45.61 4.40
Dividends 20,209 19.04 1.20 12,195         8.86 0.86
Taxable interest 28,910 27.24 1.72 22,003         15.99 1.54
Tax-exempt interest 16,591 15.63 0.99 10,069         7.32 0.71
State tax refunds 831 0.78 0.05 1,046           0.76 0.07
Alimony 73 0.07 0.00 324               0.24 0.02
Schedule C income or loss 2,278 2.15 0.14 5,777           4.20 0.41
Net capital gain or loss 13,239 12.47 0.79 15,233         11.07 1.07
Capital gain distribution 65 0.06 0.00 42                 0.03 0.00
Supplemental gain or loss 97 0.09 0.01 (1,035)          -0.75 -0.07
Pension & annuity income 7,095 6.68 0.42 8,138           5.91 0.57
Partnership and S-corp income 14,565 13.72 0.87 29,729         21.60 2.08
Rents, royalties, REMIC 6,567 6.19 0.39 8,474           6.16 0.59
Estate and trust income 1,110 1.05 0.07 770               0.56 0.05
Farm income 162 0.15 0.01 (403)             -0.29 -0.03
Reported other income, Social Security, unemployment comp. 4,779 4.50 0.28 248               0.18 0.02
Gross income subject to tax 109,093 102.79 6.49 146,351       106.33 10.26
Total adjustments 657 0.62 0.04 1,757           1.28 0.12
Net income subject to tax 106,135 100.00 6.31 137,633       100.00 9.65
Exemptions 2,946 2.78 0.18 3,813           2.77 0.27
Interest deduction 3,153 2.97 0.19 9,334           6.78 0.65
Other deductions (Standard Ded.or Itemized less mortgage int.) 22,692 21.38 1.35 20,194         14.67 1.42
1040 taxable income 96,045 90.49 5.71 127,247       92.45 8.92


Average Item as a  Average Item as a  
amount of percentage of amount of percentage of


Wealth by source item total wealth item total wealth
Stock 421,610 23.86 254,487       15.81
Closely held stock 150,026 8.49 199,561       12.40
Personal residence 141,503 8.01 180,781       11.23
Real estate 228,478 12.93 285,483       17.73
Tax-exempt bonds 217,058 12.28 128,061       7.95
Cash, bonds, notes and mortgages 362,225 20.50 250,740       15.57
Noncorporate assets 46,305 2.62 69,086         4.29
Other assets 202,546 11.46 241,424       15.00
Total wealth 1,766,938 100.00 1,609,940   100.00
Debts 86,234 4.88 183,727       11.41
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Table 2:  Average Rates of Return to Capital


Rates of Return to Capital, Estimates for the Living Population, 1992


$600,000 $1milion $5 million $10 million
under under under or All


Age $1 million $5 million $10 million more  
Under 50 4.1 4.1 3.1 4.6 4.0
50 under 60 2.6 2.9 3.1 5.5 2.9
60 under 70 4.6 5.0 4.3 4.8 4.8
70 and older 8.4 5.1 6.0 5.7 6.9
All ages 5.0 4.2 4.2 5.2 4.6


Rates of Return to Capital, Estimates for the Decedent Population, 1992


$600,000 $1milion $5 million $10 million
under under under or All


Age $1 million $5 million $10 million more  
Under 50 2.6 3.3 2.8 7.3 3.0
50 under 60 3.2 2.6 3.7 5.0 2.8
60 under 70 4.4 5.8 5.1 4.8 5.2
70 and older 7.4 5.4 5.5 5.5 6.5
All ages 6.7 5.2 5.2 5.4 5.9  


 


Table 3:  Regression of Total Assets on Income Components, All Observations


Coefficients Coefficients Means S.D.
living populations decedent population


total assets  7542341 29912054


married 123755 -266952 0.52 0.5
age **71893 90987 70.96 16.42
agesqrd **-699 -795
propadj **728681 **559004 0.93 0.21
ncorpinc **1.77 **2.01 46916 570688
divinc **83.35 **67.51 93373 379337
farminc -0.35 -0.16 -3042 216106
intinc **9.37 **13.22 90982 354940
teintinc **-5.51 **-2.39 77143 372086
cginc -0.61 -1.32 71858 419944
penaninc 2.06 1.52 12620 87503
othinc **-.70 **-1.57 2019 367147
nonkinc **1.20 **5.81 72378 215246
intded **7.63 **8.94 16541 174756
1/weight **-1733084 -2386298


Adj Rsqr 0.73 0.68
N obs 3767 3767
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Table 4:  Regressions of Total Assets on Various Components of Income, by Dividend Category, for the Living Population


dividends <8000 <8000 <8000 <8000 <8000 <8000 8-1500015-30000 30-5000050-100000 100-200000 200000+
div+int <2000 2-5000 5-10000 10-25000 25-50000 50000+


married -158785 75688 178116 **318595 **891345 707041 -57855 97127 -251219 -353481 **-1539804 **-18080960
age 47016 42881 29228 78 -539 110120 **88820 -28558 23982 -42710 **238560 **2627697
agesqrd -297 -282 -167 -18 5.61 -1350 **-730 206 -215 223 **-1525 **-18931
propadj **528020 **712440 -259311 1622 317740 **3650989 613850 250323 -324907 -190765 -532251 **470169
ncorpinc **2.49 0.99 -0.91 0.25 **2.70 **-2.24 **4.56 **2.51 **2.72 **2.91 **1.93 -11.92
divinc -88 -104 15.09 -19.18 -35.66 -122 1.34 -6.96 3.87 **53.50 **16.61 **98.20
farminc **11.13 5.8 -0.49 8.37 2.83 9.22 -23.52 1.35 18.69 1.61 7.39 -4.71
intinc **197 -31.61 52.7 **28.40 3.81 3.21 **21.88 **21.79 **9.25 **20.07 **19.4 **18.00
teintinc 1.29 4.01 **15.73 **6.52 **16.05 **16.12 **8.13 **16.82 **14.86 **3.97 1.9 -3.89
cginc **13.65 1.36 3.59 0.87 -0.21 4.13 **2.90 **3.22 0.28 **4.93 **1.34 -2.55
penaninc -3.01 2.16 0.81 0.42 0.02 -6.57 -0.15 1.44 2 -6.83 0.52 12.59
othinc 0.98 -0.36 0.35 0.82 4.12 **6.39 3.41 -0.74 -0.34 **-15.85 1.19 -1.22
nonkinc **3.44 2.32 -0.51 **1.50 **2.17 -1.44 **3.40 **1.88 0.43 **2.80 **9.68 **12.09
intded -2.16 **15.74 **36.36 **10.03 **57.48 5.5 0.41 **31.09 **62.10 **-24.20 **18.40 12.19
1/weight -1208039 -859144 -653837 612417 613332 -419848 -2091501 1577091 683511 783947 -6155461**-109249336


Adj Rsqr 0.68 0.61 0.6 0.72 0.61 0.26 0.58 0.78 0.7 0.86 0.81 0.86
N obs 220 170 193 323 280 338 319 375 293 437 410 409
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With $2.6 trillion in assets at year-end 2001, Individual 
Retirement Arrangements (IRAs) had grown to 
represent nearly one-quarter of the $11.2 trillion in the 
U.S. retirement market (Figure 1).  Defined 
contribution plan assets had risen to $2.7 trillion, with 
401(k) plans holding an estimated $1.7 trillion, or 15 
percent of the total retirement market, at year-end 2001. 
 This year the Employee Retirement Income Security 
Act (ERISA) turns 30 years old.  In 1974, when ERISA 
was passed, the total U.S. retirement market was only 
$367.5 billion in assets.1  Thirty years later, U.S. 
households hold more than $12.1 trillion in retirement 
assets, with IRA assets exceeding $3.0 trillion.2  This 
paper will focus mainly on one of these retirement 
vehicles—the one for which IRS files contain the most 
data. This retirement vehicle is the Individual 
Retirement Arrangement (or IRA). 
 
By combining tax returns and information returns in 
one database, the Statistics of Income (SOI) Division 
has made it possible to study trends in contributions to 
IRAs, as well as the participation in other types of 
retirement plans, by individual taxpayers.3  This paper 
will analyze the detailed SOI data for Tax Year 2001, 
paying particular attention to comparing taxpayers with 
IRA activity to the population of taxpayers who were 
eligible to participate in that Tax Year.  In addition, this 
paper will show the interaction of IRA activity with 
employer-provided retirement plans. 
   
ALL TAXPAYERS WITH IRAs 
 
While the SOI has collected traditional IRA deductible 
contribution information for every tax year starting in 
1975 (Figure 2), those contributions only tell a very 
small part of the IRA story.  Detailed SOI data from the 
information Form 5498 reveal a more complete picture. 
For example, in 2001, while deductible contributions to 
                     
1 See Federal Reserve Board, Flow of Funds 
Accounts, table L.225, June 10, 2004 release.   
2 See Investment Company Institute (June 2004). 
3 See Sailer, Weber, and Gurka (2003).   


all IRAs totaled $13.2 billion (including deductible 
contributions to traditional IRAs of $7.4 billion as 
shown in Figure 2), an additional $23.4 billion were 
contributed to IRAs on an after-tax (nondeductible) 
basis (Figure 3, column 4 minus column 6).  More 
importantly, rollovers, primarily from qualified 
retirement plans increased IRA holdings by $187.1 
billion in 2001.  Pulling IRA assets down in 2001 were 
withdrawals and poor equity market returns, so that by 
year-end 2001, total IRA assets had edged down 
slightly to $2,619.4 billion.  While much of this drop 
can be attributed to reduced returns on capital, it is also 
true that the level of IRA contributions rose by an 
anemic one-tenth of one percent compared with Tax 
Year 2000, with contributions to traditional and Roth 
IRAs actually dropping.4 
 
When both traditional and Roth IRAs are considered, 
any individual with compensation under the age of 70 
½ could make a contribution to an IRA, up to a 
maximum of $2,000 (or total compensation, if less than 
$2,000) for Tax Year 2001.  In making this 
computation, non-working married persons could count 
their spouses’ earned incomes as their own for the 
purpose of making an IRA contribution. 
 
Individuals age 70 ½ or older with earned incomes 
could not contribute to traditional IRAs, but they could 
still make payments to Roth IRAs, as long as they had 
incomes under $110,000 for single people (including 
unmarried heads of households); under $160,000 for 
married persons filing jointly (including recently 
widowed spouses with children); or under $10,000 for 
married persons filing separately. 
 
The income concept used to determine eligibility was 
“modified adjusted gross income.”  This is basically 
adjusted gross income (or AGI)—the bottom line of 
page 1 of Form 1040, with a few items added back: 


• Deductible IRA contribution(s); 
• Student loan interest excluded from AGI; 
• Excluded foreign earned income; 
• Excluded foreign housing allowances; 


                     
4 For Tax Year 2000 contribution details, see Sailer 
and Nutter (Spring 2004).  







• Excluded bond interest; 
• Employer-paid adoption expenses. 


 
Overall, only 9.4 percent of those taxpayers eligible to 
make IRA contributions did so in 2001. When eligible 
taxpayers are classified by size of adjusted gross 
income (Figure 4), it turned out that less than 4 percent 
of eligible taxpayers with incomes under $25,000 
actually made contributions. Participation rates 
gradually rose through the $200,000 under $500,000 
class, where about 21 percent of eligible taxpayers 
contributed, and then declined again for the highest 
income classes.  
  
When eligible taxpayers are classified by age group 
(Figure 5), the highest participation rate (over 14 
percent) occurred for the 55- to 64-year-old group.  
Apparently, many taxpayers wait until a fairly advanced 
age to start making IRA contributions.  Participation 
rates were much lower for taxpayers under 45 and over 
70; the latter likely influenced by the age limitation on 
traditional IRA contributions.  
 


In conclusion, when all types of IRA plans were 
considered, participation rates tended to rise as income 
levels rose.  However, tax return information repeatedly 
shows that all income groups take advantage of 
deductible IRA contributions.  Among tax returns with 
deductible traditional IRA contributions in 2001, 17.8 
percent had AGI of less than $25,000; 32.4 percent had 
AGI between $25,000 and $50,000; 19.9 percent had 
AGI between $50,000 and $75,000; and 29.9 percent 
had AGI of $75,000 or more.5  


 


TAXPAYERS WITH DEDUCTIBLE TRADITION-
AL IRA CONTRIBUTIONS 
 
The deductible traditional IRA allows eligible taxpayers 
to deduct the IRA contribution (up to $2,000), and 
exempts all proceeds from taxation until the money is 
withdrawn.  The eligibility requirements for deductible 
IRAs are more stringent than those for nondeductible 
traditional IRAs or Roth IRAs.6  For Tax Year 2001, the 
taxpayer eligible for deductible contributions 


• Had to have compensation; 
• Had to be under age 70 ½; 
• Could not be taking the full $2,000 Roth IRA 


contribution; 
• If covered by an employer-provided pension 


plan, had to have modified AGI of less than: 
o $43,000 if single or unmarried head 


of household; 
                     
5 See Campbell and Parisi (Fall 2003). 
6 See Internal Revenue Service (2001) for details. 


o $63,000 if married filing joint or a 
surviving spouse 


o $10,000 if married filing separately. 
 
There was no income limit for taxpayers who were not 
covered by employer-provided pension plans, with one 
exception: if a married person filing jointly was not 
covered by a pension plan, but his or her spouse was, 
the non-covered spouse could not make a deductible 
IRA contribution if the couple’s modified AGI was 
$160,000 or more. 
  


In the charts showing taxpayer participation in 
deductible traditional IRA plans as a percentage of 
eligible taxpayers, data are shown separately for 
covered and non-covered taxpayers, since different 
rules apply to the two groups.  Coverage by an 
employer-provided plan was determined either by the 
presence of contributions to a SEP or SIMPLE IRA on 
Form 5498, or a checkmark in the “Retirement Plan” 
box of Form W-2. 


Overall, only 3.0 percent of eligible taxpayers took a 
traditional IRA deduction.  When taxpayers were 
classified by coverage/non-coverage by an employer-
provided pension, 2.4 percent of the covered and 3.2 
percent of the non-covered taxpayers took the 
deduction.  As shown in Figure 6, participation in this 
program varied considerably over various income 
levels, with 13 percent of taxpayers in the $200,000 
under  $2,000,000 class taking the IRA deduction.  
(The reason such a large income interval was chosen is 
that there was remarkably little difference in 
participation rates over this income range.)  Obviously, 
at these income levels, only non-covered employees 
were eligible to take the IRA deduction. 


As shown in Figure 7, the highest participation in 
deductible traditional IRAs is among those approaching 
retirement age.  In the 55- to 64-year-old age group, 6.5 
percent of eligible covered taxpayers took the 
deduction, as did 8.2 percent of eligible non-covered 
taxpayers.  The highest age class ends at 70 ½ years, 
the maximum age at which one could qualify for the 
deductible traditional IRA contribution. 


Figure 8 divides the taxpayer population as a whole 
(not just the eligible population) into six groups, based 
on participation in deductible traditional IRA plans.  
Only 2 percent of entire population took the deduction 
for Tax Year 2001.  Fully 65 percent of all taxpayers 
were eligible to invest in deductible IRAs, but did not.  
Ineligible taxpayers included those with no 
compensation (12 percent of the population), covered 
taxpayers above the income limit (17 percent), those 
over age 70 ½ (2 percent) and those electing to make a 
full $2,000 Roth IRA contribution instead of a 
deductible IRA contribution (2 percent). 







 


ALL TAXPAYERS WITH RETIREMENT PLAN 
ACCUMULATIONS  


Taxpayers may accumulate assets for retirement 
through a variety of tax-advantaged programs. Figure 9 
shows that fully 26 percent of the taxpayer population 
had assets invested in non-employer-sponsored IRAs.  
These assets (shown as traditional IRA or Roth IRA fair 
market value on Form 5498) were accumulated either 
through contributions to these plans, or through 
rollovers upon job change or retirement from employer-
sponsored plans, such as those set up under Section 
401(k) of the Internal Revenue Code.  Among these 26 
percent, 10 percent of the taxpayer population not only 
had assets invested in non-employer-sponsored IRAs, 
but were also participating in employer-sponsored 
plans, as evidenced by the presence of SEP or SIMPLE 
IRA contributions on Form 5498, or participation in 
employer-sponsored plans indicated on Form W-2. 


Unfortunately, individuals’ assets accumulated in 
employer-sponsored plans (such as 401(k)s) are not 
available from any documents in the Internal Revenue 
Service’s record system.  However, it seems safe to 
assume that the 9 percent of the population who had no 
IRA assets or current employer-sponsored plan 
coverage, but reported taxable pension income on their 
Forms 1040 had assets (or at least obligations) from 
employer-sponsored plans.    


All told, IRS tax return and information forms show 
that in 2001, 60 percent of taxpayers had assets in 
and/or income from IRAs and/or employer-sponsored 
plans.  Figure 9 shows 40 percent of the population 
neither receiving nor accumulating retirement assets.  
Of course, this number refers only to assets officially 
designated as retirement plans.  Many of these 
individuals may be accumulating interest-bearing or 
dividend-paying assets, or other assets that can be sold 
at a future date to fund retirement. 
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Figure 1 
U.S. Retirement Market, 2001
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Sources: Investment Company Institute, Internal Revenue Service, Statistics of Income Division, and Federal Reserve Board


 


Figure 2
Deductible IRA Contributions to Traditional IRAs,* 1975–2001
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*Deductible IRA contributions reported on individual income tax returns (Form 1040).


Source: IRS, Statistics of Income Division, Individual Income Tax Returns, Publication 1304 , various years, and SOI Bulletin.







 
 
 


Figure 4: Percent of Eligible Taxpayers Contributing to Any Type of 
IRA Plan by Size of AGI, Tax Year 2001
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Figure 3. Individual Retirement Arrangement (IRA) Plans by type, Tax Year 2001


Type of plan
Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


(1) (2) (3) (4) (5) (6) (7) (8)
   Total 46,270,141 2,629,309,067 15,987,806 36,524,664 4,504,937 13,167,381 3,602,806 187,080,603
    Traditional IRA Plans 38,076,500 2,407,022,354 5,583,757 9,825,898 3,718,917 7,406,866 3,602,806 187,080,603
    SEP Plans 3,313,204 134,047,902 1,786,931 10,071,870 642,053 4,991,601      n/a n/a
    SIMPLE Plans 1,568,426 10,351,751 1,728,736 5,468,896 143,966 768,913      n/a n/a
    Roth IRA Plans 9,485,189 77,579,420 6,806,294 11,116,124       n/a    n/a      n/a n/a
    Education IRA Plans 3/ 241,238 307,640 82,088 41,876       n/a    n/a      n/a n/a


Other 


Type of plan
Number of 
Taxpayers Amount


Number of 
Taxpayers Amount


 changes 2/ 
Amount


Number of 
Taxpayers Amount


(9) (10) (11) (12) (13) (14) (15)
   Total 0 0 9,185,958 104,527,365 -129,010,549 48,404,401 2,619,376,420
    Traditional IRA Plans 255,062 -3,052,037 8,553,004 98,690,314 -107,320,567 39,283,457 2,394,865,938
    SEP Plans       n/a      n/a 342,199 4,452,660 -8,305,687 3,523,805 131,361,424
    SIMPLE Plans       n/a      n/a 98,049 471,710 -1,756,655 1,959,748 13,592,282
    Roth IRA Plans 255,062 3,052,037 370,077 875,818 -5,874,730 11,026,390 79,349,804
    Education IRA Plans 3/       n/a       n/a 73,919 36,863 -105,681 206,655 206,972


Note: Except as noted, all data are from matched forms 1040 and 5498; all figures are estimates based on samples--amounts in thousands of dollars.
1/ Withdrawals are reported on Form 1099-R; excludes withdrawals for the purpose of rollovers to other IRA accounts, or Roth IRA conversions.
2/ Residual of change in fair market value minus all the enumerated changes.
3/ Education IRAs were renamed Coverdell Education Savings Accounts (ESAs) in July 2001; excludes Ed-IRAs owned by non-filing dependents.  


Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2001


Roth conversions Withdrawals 1/ End of year FMV


Beginning of year FMV Total contributions Deductible on Form 1040 Rollovers


Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2001 







Figure 5: Percent of Eligible Taxpayers Making IRA Contributions 
by Age, Tax Year 2001
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Figure 6: Percent of Eligible Taxpayers Taking Traditional IRA 
Deduction by AGI and Employer-Provided Retirement Plan Coverage, 


Tax Year 2001
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Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2001 







Figure 7: Percent of Eligible Taxpayers Taking Traditional IRA Deductions by Age and 
Employer-Provided Retirement Plan Coverage, Tax Year 2001
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Figure 8: Percent of All Taxpayers by Eligibility for IRA Deductions, 
Tax Year 2001 
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Figure 9: Percent of All Taxpayers by Type of Retirement Plan 
Participation, Tax Year 2001
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Abstract 


 The IRS Office of Research is currently developing improved methods to measure and model U.S. 


small business federal taxpayer compliance burden.  Characteristics of this population include having 


“burden without liability” and suffering “diseconomies of lack of scale”. In addition, much of their 


burden is associated with activities “behind the forms” not easily linked to details of their tax return data.  


Recent research initiatives focusing on small business income and employment tax burden present a 


number of challenges, particularly identifying activities incremental to the federal tax system beyond 


those foundational to the ordinary course of business, and uncovering the determinants and structure of 


fees paid to outside tax preparers and other paid professionals.  In this paper, we focus on the implications 


of our qualitative research on small business compliance burden for burden measurement and model 


design, and discuss some of the challenges of estimating and simulating money burden for this 


population. 


Introduction 


 As discussed in Stavrianos and Greenland (2002), Arena et al (2003), Guyton et al (2003), Lerman 


and Lee (2004), and Holtzblatt (2004), the Internal Revenue Service (IRS) is developing microsimulation 


models of taxpayer compliance burden, starting with the Individual Taxpayer Burden Model (ITBM).  For 


this research, taxpayer compliance burden consists of the time and money spent by taxpayers to comply 


with the federal tax system, above and beyond the tax liability remitted to the federal government. 1  This 


paper provides a discussion of some of the recent research at IRS on designing and developing an 


analogous microsimulation burden model of small businesses as discussed in DeLuca et al (2003) and 


Kindlon (2004).  As defined by IRS, small businesses are corporations or partnerships with under $10 


million in assets.2  The research at IRS builds on an extensive body of international research measuring 


compliance burden surveyed in Evans (2003).3   


 Each of the IRS compliance burden studies has four major phases.  In the research design phase, IRS 


seeks to identify key research goals, establish functional objectives for the burden model, and develop a 


research plan.  In the data collection phase, IRS (via its contractor) administers a mixed-mode (telephone 
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and mail) survey to a large sample of taxpayers.  Survey responses are merged with IRS administrative 


data, yielding an analysis data file.  In the model design and development phase, relationships are 


specified that form the underpinning of the burden model.  Included in this step are the development of a 


tax calculator, the mapping of tax system complexity to taxpayer characteristics, and the econometric 


estimation of compliance burden relationships. Finally, in the model implementation phase, a software 


tool is developed allowing users to run “what if” simulations and generate summary reports. 


 Developing a Small Business Microsimulation Model presents several new challenges beyond those 


encountered in developing the ITBM.  The first is the predominance of “burden without liability”.  Small 


businesses typically pass through income/liability to their owners, but most of the burden stays with the 


entity.4  Second is the ability of many businesses to choose how they will be treated for federal income 


tax purposes (e.g., using the check-the-box rules). 


 Other challenges are more differences of degree from our previous work.  Small businesses are more 


likely to incur burden associated with multiple types of taxes.  Small businesses are more likely to use a 


variety of paid professionals (e.g. payroll vendors, accountants, lawyers).  Small business time burden 


predominantly consists of activities other than form completion, primarily record keeping and tax 


planning.  We also expect greater variation in burden across industry groups for small businesses than 


determined for self-employed taxpayers.  Widespread use of paid preparers results in much more of the 


compliance burden to be experienced as an out-of-pocket cost to the taxpayer. 


 Another difficult problem is determining which activities are “foundational” .  Foundational activities 


(such as tracking revenue) are done primarily to successfully manage the business and would be 


completed even in the absence of the Federal tax system.  Incremental activities are done specifically to 


comply with the federal tax system.  For small businesses, it is difficult to identify which activities are 


foundational and which are incremental – many foundational activities also facilitate tax compliance.  


State tax burden is assumed to have little marginal impact beyond federal tax burden.  After summarizing 


the findings from our qualitative research, we will return to the subject of challenges with an in-depth 
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focus on our plan of estimating out-of-pocket money burden in general and paid professional fees in 


particular. 


Qualitative Research on Small Business Compliance Burden 


 The implementation phase of this project began by conducting in-depth case studies with small 


business taxpayers.5  The case studies were designed to support four major research objectives: 1) guide 


questionnaire development by identifying activities that are tax-related and burdensome, 2) assign 


priorities to different topics, identifying difficult topics that require probes, 3) reveal new issues, and 4)   


guide development of imputations from administrative data.  Combining survey data, administrative data, 


and case study information will provide a robust set of data inputs.  The case studies also were used to 


guide the modeling effort by supporting simulation of taxpayer behavior and guiding selection of inputs 


to the burden estimation equations. 


Income Tax Qualitative Research Findings: Record Keeping 


 The majority of small business taxpayers with whom we spoke use a software system such as 


QuickBooks, Peachtree, or some industry specific package to maintain records.  The decision to use 


software is driven primarily by foundational business reasons.  Often this software has to be modified to 


accommodate tax information.  Small business taxpayers exhibit many common tax-related record 


keeping activities, including obtaining and organizing tax-related records and receipts, entering tax-


related information into a software based accounting system, using data from their record keeping system 


to produce reports needed for tax compliance, and checking inputs into the accounting system for 


accuracy, identifying and correcting errors. 


 Nearly all the small business taxpayers included in our study expend time obtaining and organizing 


tax-related records and receipts, and entering this information into their accounting system.  These record 


keeping activities are cited as among the most time consuming activities by a high number of taxpayers.  


The types of receipts and records taxpayers mentioned frequently include: meal and entertainment 


expenses, mileage logs, receipts related to capital purchases, and records of charitable contributions.6  The 


number of receipts or transactions is reported to be a key driver of record keeping burden. 







 5


Employment Tax Qualitative Research Findings: Record Keeping  


 The most frequently mentioned record keeping activities for employment tax are: collecting W-4 


information from employees, determining whether workers are properly classified as employees or 


contractors, determining the tax treatment of certain types of compensation (e.g., benefits), entering 


information into an employment tax system and checking entries for accuracy.  Key drivers of 


employment tax record keeping burden include: number of employees, whether or not a payroll vendor is 


used, industry of the business, and presence of certain types of compensation (e.g. tip income, in-kind 


benefits, supplemental wages, sick pay, reimbursed business expenses). 


 The majority of taxpayers with whom we spoke use a payroll vendor to complete both payroll and 


employment tax compliance activities.  The key reasons given for using a payroll vendor are: 


Cost Savings – Many of the small business taxpayers interviewed explain that it is extremely cost 


effective for their business to use a payroll vendor.  The amount that they pay for payroll, employment tax 


form preparation, tax deposits, and preparation of information returns is far less than it would cost if they 


decided to handle these activities in-house.  Still, small business bearing these compliance costs suffer 


from the “diseconomies of lack of scale” described in the literature.7 


Accuracy of Payroll/Employment Tax Information – Taxpayers also explain that they use a payroll 


vendor to ensure the accuracy of their payroll, tax withholdings, and employment tax forms, and the 


timeliness and accuracy of employment tax payments.  Using a payroll vendor to handle these tasks 


increases the accuracy of these activities and reduces the chance that the business will face scrutiny or 


penalties from the IRS. 


Privacy – Some small business owners feel more comfortable having financial information maintained by 


a vendor outside the company.  They believe that this information is kept more securely and accurately 


than it would be in-house. 


Qualitative Research Findings: Tax Planning 


 Many taxpayers work with a paid professional for tax planning.  Preparing for these meetings is cited 


by many as being time consuming.  The most common tax planning activities center on business 
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structure, capital expenditures, and shifting income between entities or across tax years.  Most tax 


planning occurs near the end of the fiscal year when businesses focus on trying to reduce taxable income.   


A common characteristic of this population is that they have a taxable income of exactly $0, thus 


exhibiting “burden without liability”.  For C-Corporations this is typically the result of deliberate end-of-


year planning.8 


 Businesses that handle depreciation internally experience significant burden.  Key drivers of 


depreciation burden include types of assets, number of assets, and industry specific depreciation methods.  


Avoiding the burden of tracking depreciation was cited as one of the factors driving use of external paid 


professionals. 


 Small business taxpayers with certain characteristics are more likely to engage in tax planning: 


Small businesses that are profitable  – Profitable businesses engage in tax planning to reduce their taxable 


income. 


Small businesses with owners sophisticated in finance or accounting – Owners with backgrounds in 


accounting or finance have a better understanding of tax planning strategies and are more likely to engage 


in this activity. 


Small businesses who use paid professionals that encourage tax planning – Paid professionals have a 


major influence on the level and types of tax planning that take place. 


Small Business Burden Estimation and Simulation 


 There are a number of major challenges to estimating and simulating small business compliance 


burden.  While guided by theory, separating foundational business costs from costs incremental to the 


federal tax system can be difficult to operationalize.  Another challenge is identifying burden drivers not 


easily observed from IRS administrative data.  Much of small business compliance burden is tied to 


activities (e.g., record keeping, planning, detailed calculations) “behind the forms”.9 


 Also, jointly estimating time and out-of-pocket money burden within a conceptual framework in 


which software costs and paid professional fees are seen as substitutes for time burden represents an 


important challenge to undertake in support of realistic microsimulation functionality.  Estimating tax 
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planning time (and fees for tax planning services) as substitutes for tax liability (or other after-tax costs 


passed through to the owners) requires the model to consider the interaction between compliance burden 


and liability burden. 


 It is also difficult to develop methods both for allocating existing burden across the tax system and for 


simulating marginal changes in burden given tax system changes.  This problem underscores the need for 


further theoretical development.  It is all too easy to find and use proxy drivers of burden that have strong 


explanatory power but yield poor simulation performance.  This problem is particularly challenging for 


taxpayers using paid professionals (i.e., most of our population of interest).  For example, lumpy pricing 


and competitive pressure among providers makes it very difficult to disentangle the drivers of paid 


professional fees. 


Estimating Out-of-Pocket Costs for Small Business Taxpayers Using Paid Professionals  


 A key component in building our simulation model is to determine paid professional fees that are 


incremental to federal tax compliance.  This requires uncovering how much small business taxpayers are 


willing to pay for professionals to comply with the federal tax system.  


Most small businesses use a paid professional to prepare their federal income and employment tax 


returns. These paid professionals include certified financial planners, accountants, tax advisors, and tax 


lawyers.  They provide federal-tax-related services including a variety of activities such as record 


keeping, tax planning, preparation and submission of tax returns.  In addition to the federal-tax-related 


services, typically, the paid professionals also provide other general accounting services and state and 


local tax-related services that are foundational to operating a small business.  


Although small businesses pay professionals for a variety of services, it’s difficult to obtain accurate 


data on how much they pay for each service separately.  It was during our qualitative research that we 


learned that taxpayers typically pay a lump-sum fee and they either don’t know or don’t remember 


precisely the detailed breakdowns.  Recognizing this, we focused in our survey on, among other things, 


the lump-sum amount a small business spent on paid professionals.  We also focused on what kind of 
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services they received, as we believe information on what kind of services that they purchased are more 


reliable than how much they spent on each one of these services.  


        In addition to uncovering what portion of the total fee is paid for services related to federal tax 


compliance, we also need to develop a mathematical relationship between the willingness to pay and 


some measures of tax law complexity that we can use to run “what-if” simulations with our model.  One 


available and appropriate tool for these two tasks is the hedonic price theory (Rosen, 1974)10.  We plan to 


investigate application of this theory in building our simulation model.  While the focus of this discussion 


is on paid professional fees, a similar approach will also be considered for other out-of-pocket costs such 


as for business accounting software11. 


Using the hedonic approach, we treat paid professionals as providing a highly differentiated service 


with numerous characteristics.  These characteristics include both general accounting activities 


foundational to run a small business (such as general accounting, book-keeping, and state and local tax 


preparation) and activities that are related only to federal tax compliance (such as preparing different 


federal tax forms, tax planning, federal-tax-related record keeping).  In addition to these observable 


activities, the characteristics also include things that differentiate one paid professional from another, such 


as type of professionals (e.g., accountant, lawyer, financial advisor, payroll vendor), reputation, 


accessibility, experience, fee structure, and flexibility in client participation.  


According to the hedonic model, the lump-sum amount spent by small business on the paid 


professional service is a function of these characteristics.  Generally, it is defined as a hedonic price 


function: P(x) = f(x1, x2,…, xk), where P(x) is the observed lump-sum amount paid, and x1, x2,…, xk are 


the amounts of the characteristics obtained in the paid professional service.  The hedonic price theory 


shows that the partial derivative of P(x) with respect to xi is the shadow (or implicit) price of the 


characteristics of xi.  It measures the small business taxpayers’ willingness to pay for an additional unit of 


xi.   


We are conducting two independent surveys of small businesses, one for federal income tax and the other 


for federal employment tax.  Based on our research it is not common for one preparer to provide both 
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services to the same business.  Therefore, it is acceptable to treat federal income tax and employment tax 


separately and consider constructing two similar hedonic price functions.  We illustrate the potential 


approach in discussing federal income tax.    


Hedonic Price Function for Federal Income Tax Compliance Services 


In this case, P(x) would be the annual spending on paid professional services collected from our small 


business federal income tax survey.  Also collected from the survey are the types of services they 


purchased for the survey year.  These services constitute the characteristics of a particular paid 


professional service a small business purchased.  They are represented as x1, x2… xk in the hedonic price 


function. Specifically, they are the following activities: 


1. Federal business income return preparation 


2. Federal individual income return preparation 


3. Employment tax services 


4. Payroll services 


5. Submission of business federal income tax return 


6. Excise tax services 


7. State and local tax services including sales and use tax 


8. Bookkeeping services 


9. Income tax estimated tax payment services 


10. Legal services 


11. General non-tax business advisory services 


12. Assets depreciation calculation and bookkeeping 


13. Other accounting services 


14. Tax planning. 


The variable xi takes the form of a dummy variable, with a value of 1 if the ith activity is purchased, 


and 0 if not.  Here the goal is to estimate the marginal value of activities that are incremental to the 


federal business income tax compliance, while controlling other activities (not directly related to the 
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federal business income tax) that also affect the price.  We will also consider replacing the first activity, 


federal business income tax return, with three variables, each representing which IRS primary income tax 


form is filed (Form 1120, 1120S, or 1065).  These data are available from IRS administrative files.  


The hedonic price function could include additional independent variables that describe the 


characteristics of small business taxpayers and that may also affect their willingness to pay.  Additional 


variables under consideration (available either from our survey or from IRS administrative data): 


15. Type of firm legal entity 


16. Number of vehicles owned 


17. Value of assets with useful lives each in excess of one year 


18. Number of assets with a useful life in excess of one year 


19. Number of hours spent on business federal income tax 


20. Number of employees 


21. Number of independent contractors 


22. Age of the business 


23. Gross revenue 


24. Business federal income tax liability 


25 Type of industry 


26. Real property owner 


27. Dividend payer 


28. Subsidiary 


Remaining econometric issues  


In estimating the hedonic price function, we must specify a functional form with an error term.  The 


common choices suggested in the economic literature are linear, exponential (semi log), power (double 


log), logarithmic, translog, and Box-Cox.12  Since economic theory does not indicate which functional 


form is better than another, the common practice in empirical research is to estimate a number of 
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functional forms and choose the one that fits the data better, or in our case, results in better simulation 


results.  


Another econometric issue is the choice of estimation method.  The goal is to have unbiased and 


efficient estimates.  A particular challenge is that some characteristic variables are unobservable or with 


no data (such as paid professionals’ reputation).  As a result, we have to either use a proxy or omit them 


from the hedonic price function.  If these omitted variables are correlated with any of the included 


characteristic variables, the estimates for the included variables will be biased.  Such bias must be 


considered in selecting a suitable estimation method. 


Conclusions and Future Research 


 As discussed above, understanding and modeling the drivers of small business compliance burden is a 


complex task.  We are approaching the task by breaking time and money compliance burden into 


separately measurable components with distinct drivers.  Based on our qualitative research, the most 


important sources of compliance burden are record keeping time, tax planning time, and out-of-pocket 


costs for paid professional tax services.   


 The next steps in completing development of the Small Business Burden Model are to finish data 


collection, perform burden estimation (with consideration to the econometric issues discussed above), and 


implement a microsimulation model.  We expect completion of this work will be of significant interest to 


economists and policy analysts.  Overall compliance burden for this population is expected to be much 


larger as a percentage of overall income tax liability than for individuals or large corporations, given that 


a large percentage of small businesses have no income tax liability at the entity level. 
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Endnotes 


                                                                 
1 In addition to completing and submitting tax forms, federal tax compliance burden can include record keeping, tax 
planning, gathering tax materials, using IRS services, and working with a tax professional.  This intuitive definition 
of compliance burden has the further advantage of eliminating redundancies and potential inconsistencies across 
burden components (e.g. it avoids double counting tax liability burden that is picked up elsewhere in revenue 
estimates).  Many activities and costs commonly associated with tax compliance are necessary not only to comply 
with the federal income tax system, but also for other purposes such as state taxes or loan applications. In cases 
where a single activity is motivated both by federal tax requirements and by other requirements or interests, the joint 
costs of the activity must be allocated. A reasonable approach is to designate one set of activities as foundational, 
and assign all joint costs to the foundational activity set. The definition used in this study treats federal tax 
requirements as foundational to state tax requirements, and other requirements (e.g., financial planning and 
reporting) as foundational to both federal and state tax requirements. 
2 Businesses operating as sole proprietorships were previously studies in developing the ITBM. 
3 The authors would particularly like to thank Professor Joel Slemrod of the University of Michigan and Professor 
Binh Tran-Nam of the University of New South Wales for helpful discussion during the design phase of the study. 
4 This suggests reconsidering how we think about compliance costs as a percentage of revenue yield.  The result is 
not very meaningful when the denominator is zero (or close to zero).  For the U.S. small business population we 
might consider adding the associated compliance burden to that of individuals (and likewise adding the small 
associated tax to the total individual tax collected) and recomputing a combined compliance-to-yield ratio for the 
two populations.  Such a combined ratio would presumably be higher than the standard compliance-to-yield ratio for 
individual taxpayers. 
5 See Kindlon (2004) referenced above. 
6 Interestingly, we were told by preparers that many of their small business corporate clients keep records only 
needed for the Alternative Minimum Tax (AMT) even though very few actually pay AMT.  Preparers told us their 
clients do this to be prepared should they be subject to AMT in the future.  This information led us to add a question 
on our income tax survey focusing on record keeping for AMT. 
7 Evans (2003, p. 72) tells us “most of the studies tell us that smaller businesses carry disproportionately higher 
compliance costs.” 
8 This finding was confirmed in our in-depth interviews with tax professionals and in our discussions with small 
business trade associations. 
9 The authors would like to thank Susan Nelson of the U.S. Treasury Office of Tax Analysis for this insight. 
10 This theory treats consumers’ demand for a good as an implicit demand for the characteristics that embody the 
good. The theoretical foundation was formalized by Rosen (1974). For example, the demand for personal computers 
is a demand for RAM capacity, hard drive size, display resolution, CPU speed, etc. Hedonic techniques have 
attracted the interest of economists as a means of measuring values, also called shadow price or implicit price, of 
these characteristics through the market price of the good that is embodied by these characteristics.  Examples are 
applications to the personal computer market (Berndt, etc. 2001), wine industry (Combris etc. 1997), and housing 
market (Palmquist et al 1984). Moulton (2001) surveys the role of hedonic methods in improving official price 
indices in the United States. 
11 Some business accounting software are used for both general business accounting and tax related purposes. 
Therefore, the issue here is the same: We need to uncover the portion of the total software cost that is used for 
federal tax compliance. Hedonic price approach could be a tool for this task.  
12 See Blackley et al (1984). 
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Introduction 
 
Since 1979, the annual SOI Individual Income Tax 
Return Cross-Sectional Sample has had at least one 
Continuous Work History Sample (CWHS) Social 
Security Number (SSN) ending embedded in the 
sampling framework.   The CWHS utilizes a feature 
of the SSN numbering system where the last four 
digits of the number have the properties of a random 
number.  Thus, by sampling on the last four digits, a 
random sample can be obtained.1  The CWHS sample 
was embedded in the sample in order to create an 
occupational match study with the Social Security 
Administration.  It was envisioned that the study 
would be repeated and eventually longitudinal 
occupation data could be produced.2  The match 
study never came to fruition, but the CWHS sample 
remained embedded in the annual SOI cross-sectional 
sample.  Limited use was made of the longitudinal 
aspects of the CWHS portion of the SOI sample until 
the mid-1980’s when a tax return panel was created.  
This panel, which began with 1979 data, was then 
made into a public-use file.  Data for the public-use 
file was released through Tax Year 1990.  SOI 
stopped the public release of data beyond 1990 due to 
disclosure concerns.   Subsequently, SOI turned its 
attention to the creation of stratified panels: a 1985-
2001 Sales of Capital Assets Panel, a 1987-1996 
based Family Panel, and two ongoing 1999 based 
panels.  The 1979-1990 CWHS panel was never 
updated, until now.      
 


The Cross-Sectional Problem 
 
Before turning to the 1979-2002 CWHS Panel, one 
cross-sectional issue needs to be addressed.  Table 1 
shows the weighted total return counts for the SOI 
Individual Income Tax Return Cross-Sectional 
Sample and the CWHS subsample for the SOI years 
1979-20023.  An interesting feature of this table is 
that the CWHS cross-sectional totals are always less 
than the full SOI cross-sectional totals.  One would 
expect some random differences between two 
samples with the CWHS cross-section sometimes 
estimating more and sometimes fewer tax returns 


than the full SOI cross-section.  But one would not 
expect the CWHS cross-section total to always be 
less than the full SOI cross-section.  However, since 
the CWHS sample involves the same SSN’s each 
year, and since the SOI sample is based on a 
transformed SSN, both of these samples in a given 
year have a high degree of overlap with the samples 
in all other years.  Thus, if there were some systemic 
error involved with the CWHS sample as compared 
to the full SOI sample, one would expect that same 
error, and the sign of the error to occur from year to 
year.   The question then becomes what is the source 
of this consistent shortfall in the CWHS.  One source 
of this shortfall may reside in the IRS issuance of 
Individual Taxpayer Identification Numbers or ITINs 
to individuals who do not have SSN’s.  The IRS 
system of issuance for ITINs may not produce 
numbers where the last four digits are random 
numbers.  While this is a possible explanation, the 
issue merits further research.  Interestingly, the 
difference between the CWHS and the full SOI cross-
section significantly diminished as the CWHS sample 
was expanded to five endings for SOI Year 1998.   
 


The Use of the Primary SSN as the unique panel 
identifier 


  
Panel files require the use of a unique control number 
to identify the temporal observations associated with 
the unit that is being followed.  Since taxpayers are 
required to provide their SSN’s on their tax returns, 
the SSN is a good candidate for this unique person 
control number.  In IRS computer systems, the use of 
the primary taxpayer SSN as a unique individual 
identifier is generally very accurate.  This is due to 
fact that IRS returns processing rules do not permit 
duplicate primary SSN’s to be “posted” or moved 
onto the IRS Individual Master File after the initial 
tax return transcription process has been completed.  
Thus, for a given tax year, there is one tax return for 
each primary SSN and one primary SSN for each tax 
return.  No system, however, is error-free and 
duplicate primary SSN’s do slip in4.  But for the 
entire 24 years of the panel, there were, 
approximately, only 700 cases or less than 0.1 
percent of the sample where a deletion was required 
due to multiple returns using the same primary SSN 
for the same tax year.   







 
Eliminating Tax Returns incorrectly linked to an 


SSN 
 
If one assumes that any taxpayer or IRS transcription 
errors found with primary SSN’s are random, then 
each tax return found in the SOI CWHS sample is a 
valid sample record for cross-sectional purposes.  
Some returns in the sample should not be there, but a 
like number of returns that should be there are not.  
Longitudinally, however, sampled returns bearing the 
same primary SSN are useful only if they actually 
represent the same individual.  Mistakes, intentional 
and unintentional, do occur in the use of SSN’s as 
unique personal identifiers on tax returns.  In a 
longitudinal, sample this situation must be corrected.  
The question then becomes how to identify these 
situations.  The most easily identifiable situation is 
where multiple returns show the same primary SSN 
for the same tax year.  Fortunately, as mentioned 
earlier, this problem accounts for only a very small 
portion of the sample. 
 
The next step is to identify and separate the true 
owner of the SSN from the incorrect user(s) of that 
SSN.  Fortunately, SOI has a few tools at its disposal 
for this purpose.  First, taxpayers are required to list 
their full names on the tax return; thus, a simple 
comparison of taxpayer names solves many 
problems.  Unfortunately, SOI did not retain the full 
name listed on the tax return until 1988, and then 
only for special studies.  For the CWHS panel, the 
full names for all members of the panel exist only for 
returns filed for SOI Year 1999 and later.  What has 
been retained for all years is the IRS-generated name 
control, which is derived from the full name listed on 
the return.   A name control is the first four digits of 
an individual’s last name.   
 
Second, IRS has access to an extract of the SSA’s 
Numident file, which contains information on all of 
the name controls legally used with a given SSN.  
This file also contains a date of birth, gender, and, if 
applicable, a date of death5.   As a general rule, for 
this paper, a taxpayer incorrectly uses an SSN when 
the name control listed for that SSN by SSA does not 
correspond to the name shown on the tax return, 
while a taxpayer correctly uses an SSN when the 
name control listed for that SSN by SSA does 
correspond to that shown on the return.   In most SSN 
multiple-use cases, the taxpayer who incorrectly uses 
the SSN is readily identifiable.  For example, for a 
year where two returns were filed using the same 
primary SSN, one return will have a name control 
that does not correspond to any of the valid SSA 
name controls, while the name control listed on the 


other return does correspond with a valid SSA name 
control.   
 
Once the duplicate return situation has been resolved 
for the particular tax year in question, the rest of the 
returns for the remaining tax years in that SSN 
sequence need to be checked because a taxpayer may 
have filed using an incorrect SSN for years without 
causing a multiple return problem.  This is most 
likely to occur due to one of three situations.  The 
first situation occurs when the age associated with the 
SSN is under 21.  If a taxpayer incorrectly uses a 
given SSN for a number of years, and then the true 
owner of the SSN enters the workforce after high 
school or college and begins to file returns as a 
primary taxpayer, multiple returns appear.  The 
returns in the sequence filed prior to the first filing by 
the true owner must be removed.  This can also 
happen in reverse when a taxpayer retires and 
perhaps is no longer required to file a tax return.   A 
third situation occurs when a single woman files as 
an unmarried person and thus reports her SSN in the 
primary position and then marries and files returns as 
the secondary taxpayer. While she is married, another 
taxpayer incorrectly uses her SSN.  If the woman 
subsequently divorces and again files as unmarried, a 
multiple return situation occurs.   Approximately 75 
returns were removed from the sample because, after 
finding at least one duplicate situation in a particular 
year, other returns in other years were found to have 
been filed by the same “incorrect” taxpayer but 
without causing a duplicate SSN problem. 
  
In all of these cases, multiple returns using the same 
SSN within a tax year trigger the review process.  A 
more difficult problem arises when multiples are not 
present but two different taxpayers are represented 
within the same longitudinal sequence of tax returns.  
This situation can be found by examining a sequence 
of returns using the same primary SSN but where the 
IRS name controls differ between years.  First let us 
examine the case of males.  Generally, males have 
only one SSA name control since men seldom change 
their last names.  Consequently, all CWHS SSN’s 
listed as Males were checked if the IRS name 
controls changed between any combinations of years.  
Once again, using the SSA name controls and the full 
name found on the tax return, this problem can be 
readily resolved.  Approximately 225 returns were 
removed as a result of this test. 
 
Returns where a woman is the owner of the primary 
SSN are more complicated because additional name 
controls are added to the SSA name control list when 
a woman changes her name due to marriage.  
Therefore, these returns were reviewed for name 







control problems only when an IRS name control did 
not match any of the valid SSA name controls. 
Approximately 500 returns were removed due to this  
check. 
 
In the end, as shown in table 2, 1,517 records were 
removed from the sample, or 0.23 percent of all 
sampled returns. 
 


An implication of removing “bad” returns 
 
As noted above, some returns selected for the SOI 
CWHS sample were selected because the SSN’s 
listed on the returns were incorrect.  In otherwords, 
the SSN’s were SOI CWHS SSN’s but they did not 
belong to the taxpayers who used them on the tax 
returns.  Over time, as taxpayers resolve these SSN 
problems and begin to use their correct SSN’s, they 
disappear from the CWHS sample.  If SOI was able 
to perform real-time SSN resolution, SOI could 
continue sampling those taxpayers using their correct 
SSN’s.  Since this is not currently possible, these 
individuals were removed from the sample since, at a 
minimum, their longitudinal observations are 
incomplete.  Conversely, individuals whose true 
SSN’s are SOI CWHS SSN’s but who filed returns 
using incorrect SSN’s are not included in the SOI 
CWHS sample, and no realistic attempt could have 
been made to find them and follow them as they 
continued to use incorrect SSN’s.  The net result of 
these two situations is that the weighted totals 
generated by the CWHS panel sample, when 
weighted using the inverse of the sampling rate, are 
shy of the true population totals.  It is possible that a 
post sampling weighting adjustment could be made 
for each possible base year of the panel, but such an 
attempt will require more research.  
 


The Gender Bias Problem 
 
A very unfortunate implication of a panel based on 
sampling primary SSN’s is that it produces a 
profound gender bias.  Table 3 shows the gender of 
the primary taxpayers in the SOI CWHS and of the 
spouses listed as secondary taxpayers on those 
CWHS returns that show a joint filing status.   Table 
4 shows the gender of just the primary taxpayers.   
The source of the difference between table 3 and 4 is 
shown in table 5;  Over 95 percent of joint returns are 
filed with the male listed as the primary taxpayer.  
This does not create a cross-sectional problem, as the 
total number of taxpayers (primary and secondary) by 
gender will still be correctly represented as shown in 
Table 3.   
 


Longitudinally, however, this is an enormous 
problem because taxpayers are followed solely on the 
basis of the primary SSN.  If taxpayers never change 
their marital status from an initial base year state the 
gender bias problem would not exist.  However, 
people do get married and divorced.  Thus, from a 
panel perspective, if one wishes to study individuals 
who never get married or who are married to the 
same person for the period under study, the gender 
bias created by sampling on primary SSN’s is not a 
problem.  For all other situations, the problem is 
inescapable.    
 
 


From Filer to Nonfiler to Death 
 
When analyzing a longitudinal sample, a user must 
always be aware of, and have a strategy for, dealing 
with missing observations and panel attrition.  The 
most important piece of information a user needs in 
order to develop such a strategy is an explanation of 
what happened to the missing observations.6   
Suppose a taxpayer files returns for 3 years then 
vanishes never to file again; what happened to this 
individual?  Did the individual die, retire, or marry?  
The answer to these questions affects the meaning of 
any analysis developed using a panel.   
 
One possible explanation is that the taxpayer was a 
woman who married and subsequently filed as the 
secondary taxpayer on a joint return.  As a result, she 
disappears from a panel of primary taxpayers.  This is 
the gender bias problem discussed above.  
Fortunately, for 2 base years, we are able to solve this 
problem.   In 1987 and in 1999, SOI began panels 
where the base year primary SSN’s were followed in 
future years whenever they appeared in either the 
primary or secondary positions.  But a limitation of 
these two panels is that, unlike the primary SSN-
based CWHS panel, in which any year from 1979 to 
2002 can be used as a base year, the beginning, or 
base year, is limited to 1987 and 1999.  In addition, 
the 1987 panel ended in 1996. 
 
There are other legitimate reasons why a taxpayer 
may disappear from the CWHS primary SSN panel, 
or any other tax return panel for that matter.  Two 
primary reasons are:  an income insufficient to 
require the filing of a tax return; and, death.  
Fortunately, we have some tools to help with these 
situations.  Someone once said there were only two 
things certain in life -- death and taxes-- but our 
income tax system provides a third possibility.  It is 
possible to be alive and be the recipient of income 
and not be required to file a tax return or pay income 
tax.  This situation occurs most often with individuals 







living on Social Security whose incomes are below 
the filing thresholds for the income tax system.  But 
for purposes of tax return panels, these individuals 
disappear.  Fortunately, IRS creates something called 
the Information Returns Master File, which contains 
information documents (Form W-2, Form 1099, 
Form 1098, etc.) that show whether an individual 
received any income from a variety of sources during 
a given year.  So, for individuals whose only source 
of income are Social Security Benefits, and thus do 
not file a tax returns, SOI has evidences that they are 
alive and receiving income.  Unfortunately, such data 
are only available for the years 1989, 1993, and 1996 
to the present.   The use of the IRMF has been the 
subject of previous ASA papers7.  Finally, the same 
SSA files that provide information on name control 
and gender also provide us with dates of death.   
 
 
 


The 1979-2002 SOI CWHS Primary SSN Panel -- 
The Conclusion 


  


To summarize:   
 
• SOI has created a panel of primary taxpayers that 


begins in 1979 and continues to the present.   
• Duplicate returns and erroneous returns have 


been removed to the extent possible. 
• Age, gender, and date of death information are 


available for these individuals.   
• Base year 1987 primary taxpayers are followed 


even if they file as secondary taxpayers through 
1996.   


• Base year 1999 primary taxpayers are followed 
in future years even if they file as secondary 
taxpayers. 


• Information Returns data are available for all 
individuals in this panel for the years 1989, 
1993, and 1996 through the current year. 


 
   
 
 
 


 


Table 1


CWHS Endings Unweighted Weighted SOI Complete SOI CR less SOI CR less
SOIYR * Endings in SOI Count Total Report (CR) CWHS total CWHS total %


1979 3 27,248           90,826,576      92,694,302         1,867,726       2.01%
1980 3 27,684           92,279,908      93,902,469         1,622,561       1.73%
1981 3 27,799           92,663,241      95,396,123         2,732,882       2.86%
1982 1 9,353             93,530,000      95,337,432         1,807,432       1.90%
1983 2 19,155           95,775,000      96,321,310         546,310          0.57%
1984 1 9,752             97,520,000      99,438,708         1,918,708       1.93%
1985 2 20,207           101,035,000    101,660,287       625,287          0.62%
1986 1 10,138           101,380,000    103,045,170       1,665,170       1.62%
1987 2 21,238           106,190,000    106,996,270       806,270          0.75%
1988 2 21,718           108,590,000    109,708,280       1,118,280       1.02%
1989 2 22,379           111,895,000    112,136,673       241,673          0.22%
1990 2 22,694           113,470,000    113,717,138       247,138          0.22%
1991 2 22,759           113,795,000    114,730,123       935,123          0.82%
1992 2 22,609           113,045,000    113,604,503       559,503          0.49%
1993 2 22,730           113,650,000    114,601,819       951,819          0.83%
1994 2 22,965           114,825,000    115,943,131       1,118,131       0.96%
1995 2 23,469           117,345,000    118,218,327       873,327          0.74%
1996 2 23,878           119,390,000    120,351,208       961,208          0.80%
1997 2 24,172           120,860,000    122,421,991       1,561,991       1.28%
1998 5 62,318           124,636,000    124,770,662       134,662          0.11%
1999 5 63,435           126,870,000    127,075,145       205,145          0.16%
2000 5 64,677           129,354,000    129,373,500       19,500           0.02%
2001 5 64,910           129,820,000    130,255,237 435,237          0.33%
2002 5 64,858           129,716,000    130,076,443 360,443          0.28%


* SOIYR is defined as the Calendar Year of IRS Processing minus one.  Thus, the returns filed and sample in 1980,
  of which most are for Tax Year 1979, are found in the SOYR 1979 Individual Income Tax Return File.


All Records







 


Table 2


Unweighted Weighted SOI Complete SOI CR less SOI CR less Records Weighted
SOIYR * Count Total Report (CR) CWHS total CWHS total % Deleted


1979 27,162           90,539,909          92,694,302         2,154,393        2.32% 86           430,000         
1980 27,566           91,886,575          93,902,469         2,015,894        2.15% 118         590,000         
1981 27,720           92,399,908          95,396,123         2,996,215        3.14% 79           395,000         
1982 9,303             93,030,000          95,337,432         2,307,432        2.42% 50           250,000         
1983 19,078           95,390,000          96,321,310         931,310           0.97% 77           385,000         
1984 9,694             96,940,000          99,438,708         2,498,708        2.51% 58           580,000         
1985 20,118           100,590,000        101,660,287       1,070,287        1.05% 89           445,000         
1986 10,084           100,840,000        103,045,170       2,205,170        2.14% 54           540,000         
1987 21,119           105,595,000        106,996,270       1,401,270        1.31% 119         595,000         
1988 21,634           108,170,000        109,708,280       1,538,280        1.40% 84           420,000         
1989 22,314           111,570,000        112,136,673       566,673           0.51% 65           325,000         
1990 22,641           113,205,000        113,717,138       512,138           0.45% 53           265,000         
1991 22,688           113,440,000        114,730,123       1,290,123        1.12% 71           355,000         
1992 22,537           112,685,000        113,604,503       919,503           0.81% 72           360,000         
1993 22,658           113,290,000        114,601,819       1,311,819        1.14% 72           360,000         
1994 22,906           114,530,000        115,943,131       1,413,131        1.22% 59           295,000         
1995 23,411           117,055,000        118,218,327       1,163,327        0.98% 58           290,000         
1996 23,835           119,175,000        120,351,208       1,176,208        0.98% 43           215,000         
1997 24,146           120,730,000        122,421,991       1,691,991        1.38% 26           130,000         
1998 62,269           124,538,000        124,770,662       232,662           0.19% 49           98,000           
1999 63,389           126,778,000        127,075,145       297,145           0.23% 46           92,000           
2000 64,645           129,290,000        129,373,500       83,500             0.06% 32           64,000           
2001 64,879           129,758,000        130,255,237 497,237           0.38% 31           62,000           
2002 64,835           129,670,000        130,076,443 406,443           0.31% 23           46,000           


* SOIYR is defined as the Calendar Year of IRS Processing minus one.  Thus, the returns filed and sample in 1980,
  of which most are for Tax Year 1979, are found in the SOYR 1979 Individual Income Tax Return File.


All Records Less Deleted Records Deleted Records


Table 3
SOI CWHS - Unweighted Taxpayer Counts by Gender


All 
SOI Year Taxpayers Male Female Percent Male


1979 40,434    20,137    20,131      49.8%
1980 40,852    20,276    20,427      49.6%
1981 41,071    20,316    20,602      49.5%
1982 13,839    6,773      7,023        48.9%
1983 28,259    13,842    14,316      49.0%
1984 14,385    7,046      7,305        49.0%
1985 29,591    14,516    14,992      49.1%
1986 14,800    7,235      7,530        48.9%
1987 30,592    15,042    15,496      49.2%
1988 31,184    15,336    15,792      49.2%
1989 31,944    15,766    16,138      49.4%
1990 32,284    15,916    16,304      49.3%
1991 32,342    15,939    16,340      49.3%
1992 32,092    15,786    16,238      49.2%
1993 32,187    15,797    16,305      49.1%
1994 32,474    15,980    16,424      49.2%
1995 33,108    16,205    16,826      48.9%
1996 33,490    16,448    16,997      49.1%
1997 33,840    16,596    17,220      49.0%
1998 87,035    42,509    44,485      48.8%
1999 88,233    42,998    45,208      48.7%
2000 89,707    43,777    45,902      48.8%
2001 90,216    44,034    46,158      48.8%
2002 90,399    43,917    46,461      48.6%







 


 
 


Table 4
SOI CWHS -- Primary Taxpayer Unweighted Counts by Gender
SOI Year All Returns   Male Female Unclassified Percent Male


1979 27,162           19,899          7,097          166              73.3%
1980 27,566           20,058          7,359          149              72.8%
1981 27,720           20,080          7,487          153              72.4%
1982 9,303             6,686           2,574          43                71.9%
1983 19,078           13,660          5,317          101              71.6%
1984 9,694             6,957           2,703          34                71.8%
1985 20,118           14,331          5,704          83                71.2%
1986 10,084           7,149           2,900          35                70.9%
1987 21,119           14,852          6,213          54                70.3%
1988 21,634           15,154          6,424          56                70.0%
1989 22,314           15,567          6,707          40                69.8%
1990 22,641           15,700          6,877          64                69.3%
1991 22,688           15,723          6,902          63                69.3%
1992 22,537           15,561          6,908          68                69.0%
1993 22,658           15,541          7,032          85                68.6%
1994 22,906           15,722          7,114          70                68.6%
1995 23,411           15,898          7,436          77                67.9%
1996 23,835           16,145          7,645          45                67.7%
1997 24,146           16,298          7,824          24                67.5%
1998 62,269           41,719          20,509        41                67.0%
1999 63,389           42,190          21,172        27                66.6%
2000 64,645           42,900          21,717        28                66.4%
2001 64,879           43,076          21,779        24                66.4%
2002 64,835           42,860          21,954        21                66.1%


Table 5
SOI CWHS Joint Returns -- Unweighted Counts by Gender
SOI Year All Returns   Male Female Unclassified Percent Male


1979 13,272           13,034          188             50                98.2%
1980 13,286           13,068          170             48                98.4%
1981 13,351           13,115          190             46                98.2%
1982 4,536             4,449           77               10                98.1%
1983 9,181             8,999           156             26                98.0%
1984 4,691             4,602           82               7                  98.1%
1985 9,473             9,288           164             21                98.0%
1986 4,716             4,630           77               9                  98.2%
1987 9,473             9,283           177             13                98.0%
1988 9,550             9,368           173             9                  98.1%
1989 9,630             9,431           193             6                  97.9%
1990 9,643             9,427           202             14                97.8%
1991 9,654             9,438           204             12                97.8%
1992 9,555             9,330           211             14                97.6%
1993 9,529             9,273           235             21                97.3%
1994 9,568             9,310           248             10                97.3%
1995 9,697             9,390           290             17                96.8%
1996 9,655             9,352           295             8                  96.9%
1997 9,694             9,396           295             3                  96.9%
1998 24,766           23,976          783             7                  96.8%
1999 24,844           24,036          807             1                  96.7%
2000 25,062           24,185          875             2                  96.5%
2001 25,337           24,379          954             4                  96.2%
2002 25,564           24,507          1,054          3                  95.9%







 
                                                                 
1   Smith, Creston M., “The Social Security Administration’s Continuous Work History Sample,” Social Security 
Bulletin, Social Security Administration, Office of Research and Statistics, October 1989, Volume 52, Number 10. 
2   Sailer, Peter; Orcutt, Harriet; and Clark, Phil (1980),  “Coming Soon:  Taxpayer Data Classified by Occupation,” 
1980 Proceedings of the American Statistical Association, Government Statistics Section, 1981. 
3 The SOI year is one less than the calendar year or processing year.  For example, taxpayers generally filed their 
Tax Year 2003 returns during Calendar Year 2004. Thus, the returns filed in Calendar Year 2004 would be included 
in the 2003 SOI file.  Over 97 percent of the returns sampled for the 2003 SOI file will be for Tax Year 2003.    
4  It is possible that the source of many of these primary SSN duplicates is the SOI sampling process itself.  SOI 
samples tax returns on a weekly basis throughout a given processing year.  It does not receive later IRS corrections 
to those weekly sample extracts.  Thus, if in January, a taxpayer uses a specific primary SSN and, at a latter date,  
another taxpayer lists the same primary SSN, IRS will resolve this situation.  For example, if the second occurrence 
of the SSN was determined to be incorrect, the return would not be posted to the IRS master file and that return 
would never be subject to SOI sampling.  But if the first occurrence of the SSN was determined to be wrong, SOI 
would still have the tax return listing the first occurrence in its sample as well as the second tax return.   This would 
produce a duplicate use of a primary SSN in SOI files.   
5 IRS does not receive all of the death information contained on the NUMIDENT file.  The death information SSA 
obtains from approximately half the states, and for which SSA cannot independently verify the date of death, cannot 
be shared with IRS due to restrictions placed on that information by these states.   Fortunately, SSA is able to 
independently verify a significant number of the deaths in these states due to the administrative process of stopping 
Social Security Benefits payments for the deceased individuals.   At this time, SSA is not able to provide an estimate 
of the number of missing entries for date of death, but a reasonable guess would place it below 5 percent.      
6 For some data on CWHS panel attrition and ideas on how to use a panel of tax returns, see Sailer, Peter; Weber, 
Michael and Wong, William, “Attrition in a Panel of Individual Income Tax Returns, 1992-1997,” 2000 
Proceedings of the American Statistical Association, Government Statistics Section, 2001. 
7 Sailer, Peter; Weber, Michael and Yau, Ellen, “How Well Can IRS Count the Population,” 1993 Proceedings of 
the American Statistical Association, Government Statistics Section, 1994. 
“Sailer, Peter and Weber, Michael, “The IRS Population Count:  An Update,” 1998 Proceedings of the American 
Statistical Association, Government Statistics Section, 1999. 
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	The Nonprofit Sector


The nonprofit sector supports and advances a variety 
of religious, social, and economic endeavors.  Tax-ex-
empt nonprofit organizations dedicate billions of dollars 
annually to operating or supporting various initiatives in 
education, environmental protection and preservation, 
the arts and humanities, social welfare, health, and other 
critical areas.  Programs offered by the nonprofit sector 
may supplement those provided by government agencies 
or offered by the corporate sector.  Nonprofit organiza-
tions, which include hospitals, schools, churches, and 
other public charities as well as private foundations, 
receive an exemption from income taxes under Internal 
Revenue Code section 501(c)(3).  As of October 2005, 
there were 909,224 such organizations recorded as active 
by the Internal Revenue Service  (IRS).1


Nonprofit organizations that receive tax-exempt 
status are expected to use this status to assist in carry-
ing out their charitable activities, which in turn benefit 
individuals, households, and communities.  Each non-
profit organization is responsible for ensuring that its 
tax-exemption is not used to benefit individuals having 
personal or private interest in the organization, such as 
shareholders or organization founders or their families.  
Also, nonprofit organizations are limited in their ability 
to influence political campaigns and lobby.  Because 
private foundations are generally more narrowly con-
trolled and supported than public charities, they are 
required to meet stricter guidelines than other nonprofit 
organizations.  Nonoperating private foundations, which 
generally make grants to other charitable organizations, 
rather than operating charitable programs of their own, 
are required to pay out a minimum amount for charitable 
purposes, annually.  Additionally, all private foundations 
are required to pay an excise tax on any net income that 
they earn from investments.  All types of tax-exempt 
organizations, including nonprofit organizations, are 
subject to Federal taxation of income produced from 
activities that are unrelated to their charitable purposes.  
Nonprofit organizations are required to file annual 


information returns with the IRS and to make these 
documents widely available to the public.  They must 
also file a tax return for any year in which they receive 
“unrelated business” income or engage in activities that 
are prohibited under regulation.  Information obtained 
from these documents can provide valuable insight 
into the composition and financial activities of the 
nonprofit sector.


The Statistics of Income division (SOI) of the In-
ternal Revenue Service conducts a variety of ongoing 
research projects using data from information and tax 
returns filed by nonprofit organizations.  This paper will 
focus on the manner in which this research is being used 
in analyses that address three key issues in the nonprofit 
area:  the quality of reporting by tax-exempt organiza-
tions on their annual information and tax returns, the 
magnitude of compensation of executives and board 
members, and the extent to which tax-exempt organi-
zations are known to violate the rules that govern their 
permissible activities.


	Recent Growth in the Nonprofit Sector


The nonprofit sector is a substantial and growing 
portion of the overall economy.  The aggregate book 
value of assets, as reported by nonprofit organizations 
that filed IRS information returns for Tax Year 2002, was 
$2.1 trillion.  In real terms, this amount was 66 percent 
larger than the aggregate book value of assets held 
by nonprofit organizations for Tax Year 1993.2  These 
organizations earned 41 percent more in revenue for 
Tax Year 2002 than they had earned for Tax Year 1993.  
Nonprofit organizations directed much of the income 
from their considerable asset growth and other sources 
into additional expenditures to promote their charitable 
programs.  Total charitable expenditures reported by 
nonprofit organizations for Tax Year 2002 were 50 per-
cent larger than those reported for Tax Year 1993 and 
experienced a real annual rate of growth of nearly 5 
percent. 3  In contrast, the Gross Domestic Product grew 
at a real annual rate of 3 percent over the period.4
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In addition to experiencing significant growth in 
recent years, the nonprofit sector has also seen increased 
public interest in its financial dealings and charitable 
activities.  With the development of GuideStar and 
other Internet sites that provide easy access to nonprofit 
organizations' IRS returns, public scrutiny of nonprofit 
organizations has increased, and, in some instances, 
high-profile cases of potential abuse have been docu-
mented.  In response to these developments, various 
government officials and independent organizations have 
proposed a variety of additional legislative options aimed 
at curbing abuses of tax-exempt status.  


In evaluating proposed tax legislation and initiatives 
directed toward improving oversight, it is crucial that 
policymakers and researchers have access to high-qual-
ity statistics and microdata for nonprofit organizations.  
Such information can be useful in determining charac-
teristics of various types of nonprofit organizations, as 
well as in establishing standards for the administration 
of charitable programs.  In many cases, data collected 
from tax return records and disseminated by the IRS 
provide the most comprehensive information available 
on the financial composition and charitable activities of 
nonprofit organizations.  These data can reveal emerging 
trends and developments in the nonprofit sector and can 
be used to evaluate the effectiveness of tax regulation 
and IRS oversight.  Analyses conducted using such data 
provide a framework for the development of tax policy 
related to nonprofit organizations and assist practitioners 
and nonprofit staffs in the establishment of key self-gov-
ernance principles.  Data for nonprofit organizations can 
be obtained from a number of Web sites and independent 
organizations.  They are also available from IRS sources, 
such as the Statistics of Income division (SOI).  


	Overview of the Statistics of Income  
 Exempt Organization Program


SOI provides statistics and microdata derived from a 
number of administrative records filed with IRS.  Sample 
and population data from information and tax returns are 
transcribed and corrected using a variety of error resolu-
tion and data perfection procedures.  Since the 1970’s, 
data for organizations exempt under section 501(c)(3) 
have been included in the SOI program.  Currently, SOI 


collects information from Forms 990, 990-PF, 990T, and 
4720.  Forms 990 and 990-PF are used by tax-exempt 
organizations to report standard income statement and 
balance sheet items, as well as additional information on 
tax-exempt activities and charitable distributions, com-
pliance with the regulations that govern tax-exemption, 
involvement in various types of nonexempt activities, 
and certain information regarding employees.   


Tax-exempt organizations, other than private foun-
dations, file Form 990; private foundations file Form 
990-PF.  Form 990-T is filed by nonprofit and other types 
of tax-exempt organizations to report any unrelated busi-
ness income (UBI) and taxes.  Tax-exempt organizations 
use Form 4720 to calculate and pay taxes on prohibited 
activities, such as engaging in excessive lobbying, mak-
ing political expenditures, or providing private benefit 
to “disqualified persons,” which include organization 
founders, board members and executives, substantial 
contributors, and certain other individuals.  SOI produces 
a variety of statistical tables and articles annually for all 
of the exempt organization programs.  Also annually, 
microdata files that include all information collected 
for the Form 990 and Form 990-PF samples are made 
available for purchase.  (Microdata derived from Forms 
990-T and 4720 cannot be disclosed to the public.) 


SOI samples approximately 10 percent of all Forms 
990 and 990-PF, and about 20 percent of all Forms 990-T 
filed for a given tax year.5  The Form 990-T study incor-
porates a special Forms 990/990-T “integrated” sampling 
routine which ensures the inclusion of any Forms 990-T 
(with gross UBI of $1,000 or more, the filing threshold) 
filed by organizations whose Form 990 or Form 990-EZ 
information returns were selected for the separate sample 
of section 501(c)(3) charitable organizations.  For any 
designated tax year, tax-exempt organizations have 
various fiscal periods that collectively span 2 calendar 
years; to ensure complete coverage of a single tax year, 
SOI draws samples of Form 990-series returns over 
a 2-year timeframe.  For example, the Tax Year 2002 
studies include returns filed for Tax Year 2002 in Cal-
endar Years 2003 and 2004.  The SOI study of Forms 
4720 was recently added to the exempt organizations 
program and includes data collected for the population 
of Forms 4720 filed over a calendar year.  The SOI files 
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contain most financial items from each return, as well 
as a number of additional fields dedicated to codes or 
nonfinancial information.  The SOI staff enter data into 
an online system, which identifies taxpayer and other 
errors.  These are corrected during the data entry pro-
cess.  Often, supplemental information is included with 
tax returns on schedules and other attachments.  Where 
appropriate, information from these attachments is used 
to adjust data reported by the filer.  


The sample designs and data collection methods that 
are applied to the SOI files allow clear statistical patterns 
to emerge.  Consistency or variation in such patterns can 
provide insight into changes in reporting patterns, which 
may be attributable to tax law modifications or changes 
in the degree or quality of IRS oversight.  Additionally, 
the largest organizations that appear in each SOI file are 
sampled with certainty, which creates, in effect, a panel 
of large tax-exempt organizations.  The longitudinal 
nature of the SOI sample and population files can assist 
researchers in establishing typical statistical patterns 
for tax-exempt organizations and identifying cases that 
deviate from the expected norm.  Analyses derived from 
these data can provide insight into a variety of current 
issues in the nonprofit sector.


	Current Research Issues 


Reporting Quality


With the advent of electronic filing and imaging of 
IRS nonprofit-organization information returns and their 
widespread availability to the public, the quantity of 
data available for regulation and research has increased 
dramatically.  Technological improvements that make 
more data more accessible are certainly desirable, but 
ensuring that preparers fill out the forms completely 
and accurately is equally important.  Is “more” really 
better without quality reporting of return information?  
Ensuring reporting quality is a shared responsibility of 
both IRS and return preparers.  IRS needs to ensure that 
information and tax forms require essential information 
for effective regulation, oversight, and public transpar-
ency; and it needs to develop form instructions that are 
complete, explicit, and clear enough for preparers to 
follow.  Preparers need to be meticulous in providing 
complete responses to the requested information on the 


forms, especially itemized financial components.  Dur-
ing the past year, SOI has conducted special analyses, 
using data from its Forms 990 and 990-T statistical files, 
to assess the quality of information reported by return 
preparers.


Comparing and Reconciling Unrelated Business 
Income Data Reported on Forms 990 and 990‑T


An analysis of Tax Year 2002 data from 2,894 linked 
records in the Forms 990 and 990-T integrated sample 
of section 501(c)(3) public charities concludes that tax-
able unrelated business income (UBI) reported on Form 
990-T oftentimes cannot be reconciled with that reported 
on Form 990.6  Anecdotal information from reviewed 
cases indicates that the data entered on Form 990-T are 
much more accurate, perhaps because the purpose of  
Form 990-T is to calculate tax liability, which carries a 
greater potential for the assessment of monetary penal-
ties for misreporting than Form 990, whose purpose is 
to supply information only.  Applying Form 990 weights 
to the sample records produced an estimated population 
of 8,992 public charities that were required to file both a 
Form 990 and a Form 990-T.  The main sources of data 
for this analysis were Form 990, Part VII, Analysis of 
Income-Producing Activities, and Form 990-T, Part I, 
Unrelated Trade or Business Income. 


Form 990, Part VII, provides a three-tiered breakout 
of an organization’s total revenue (excluding any con-
tributions, gifts, and grants received from Government 
or public sources):  potentially taxable UBI reportable 
on Form 990-T, UBI excluded from taxation under the 
Internal Revenue Code, and mission-related (exempt 
function) income.  For each taxable UBI item entered, 
the filer is instructed to provide an associated business 
activity code from a list of North American Industrial 
Classification System (NAICS) codes.  Form 990-T, Part 
I, contains a statement of gross UBI, direct expenses, 
and net UBI.


As illustrated in Table 1, the Form 990 returns in 
the integrated sample were separated into three groups 
based on potentially taxable UBI reported in Part VII:  
those with positive total UBI (80 percent of all returns), 
those with zero UBI (13 percent of all returns), and those 
with negative total UBI (7 percent of all returns).  Within 
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these groups, Form 990 total UBI was matched against 
both total gross UBI and total net UBI reported in Part I 
of Form 990-T, and also against a computed amount of 
total “adjusted UBI.”  Adjusted UBI is derived from a 
combination of Form 990-T gross and net itemized UBI 
amounts, based on their correlation to the combination 
of gross and net UBI amounts required to be reported 
in Part VII, Form 990.  If organizations had reported 
income consistently on both forms, it was expected 
that the Form 990 total UBI amount would be the same 
as the Form 990-T adjusted UBI amount, a value that 
was no more than gross UBI and no less than net UBI, 
depending on what types of income were reported in 
each individual case. 


UBI reported on nearly 4 out of every 10 Forms 
990 could not be reconciled with UBI reported on Form 
990-T, meaning that total UBI on Form 990 did not 
match gross UBI, net UBI, or adjusted UBI on Form 
990-T (within a $100 tolerance).  The reasons for the 
inconsistency are twofold:  some filers reported a com-
bination of gross and net taxable income that differed 
from that specified in the Form 990 instructions; other 
filers did not report taxable UBI on Form 990 at all.  Of 
the 7,194 returns where the Form 990 UBI amount was 
positive, 34 percent could not be reconciled.  In some 
observed cases, the Form 990 amounts simply did not 


correspond to any Form 990-T amounts.  In many other 
cases, filers of Form 990 erroneously reported gross 
receipts from sales and services in Part VII, rather than 
gross profit from sales and services, which is the net of 
gross receipts minus cost of goods sold.  Gross profit, 
not gross receipts, should be included in total UBI on 
both Forms 990 and 990-T.


Twenty-eight percent of the 1,183 organizations 
that reported no taxable UBI amounts on Form 990 
filed Forms 990-T with net UBI that was negative.  The 
organization may have presumed that negative net UBI 
amounts need not be reported on Form 990.  These 
cases were not deemed irreconcilable for this analysis.  
However, 72 percent of the organizations reporting no 
taxable UBI on Form 990 filed Form 990-T with posi-
tive amounts of gross, net, and adjusted UBI.  There is 
no known reason for this, with the exception of some 
degree of nonreporting on Form 990.


About one-fifth of the 614 organizations reporting 
negative UBI on Form 990, Part VII, filed a Form 990-T 
with positive amounts of gross, net, and adjusted UBI.  
In some cases, negative amounts entered on Form 990, 
Part VII, for gain or loss from sales of investment assets 
were not reported on Form 990-T.  Generally, income 
from investments is not considered unrelated business 


Table 1. Reconciliation of Unrelated Business Income (UBI) Data From Form 990, Part VII, and 
Form 990-T, Part I, Tax Year 2002
[All figures are estimates based on samples. -- Money amounts are in thousands of dollars]


Percentage Form Form Form
Number of all Form 990 990-T 990-T 990-T


Item of returns returns UBI Gross Net Adjusted
UBI¹ UBI UBI²


(1) (2) (3) (4) (5) (6)


Matched returns, total....................................................... 8,992   100.0     3,807,095   4,089,889   3,343,626   3,771,948   


Number with Form 990 UBI greater than zero................. 7,194   80.0     3,869,524   3,574,474   3,009,050   3,411,944   
   Number with UBI that could not be reconciled³................. 2,447   27.2     1,870,317   1,521,271   1,253,569   1,433,963


Number with Form 990 UBI equal to zero........................ 1,183   13.2     --   270,348   225,634   236,913   
   Number with UBI that could not be reconciled³................. 853   9.5     --   251,173   229,754   234,908   


Number with Form 990 UBI less than zero...................... 614   6.8     (62,429)   245,067   108,942   123,091   
   Number with UBI that could not be reconciled³................. 124   1.4     (29,903)   181,211   131,100   132,128   


     ¹All returns in the Form 990-T sample had gross unrelated business income of $1,000 (the filing threshold) or more.
     ²Adjusted UBI is derived from a combination of Form 990-T gross and net itemized UBI amounts, based on their correlation to the combination of 
gross and net UBI amounts required to be reported on Form 990.
     ³The amount of total UBI reported on Form 990, Part VII, does not equal gross UBI, net UBI, or adjusted UBI (within $100 tolerance) reported on 
Form 990-T, Part I.
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income for public charities that file Forms 990 and 990-T.  
In other cases, negative entries on Form 990 could not be 
correlated with any amount reported on Form 990-T.


In 36 percent of the linked Forms 990 and 990-T 
cases, the primary unrelated business activity indicated 
on the organization’s Form 990-T did not match any 
activity code reported in Part VII of Form 990 for each 
itemized taxable UBI amount.  This, along with UBI 
reporting inconsistencies, seems indicative of prepar-
ers who fill out Form 990 and 990-T exclusive of any 
attempted reconciliation of reported information on the 
two forms.


Researchers, both in and outside of IRS, use Form 
990 to make assessments of nonprofits’ financial activi-
ties, operations, and programs.  Form 990, Part VII, for 
example, provides data that should be useful for gauging 
how much of an organization’s income is from taxable 
unrelated business activities and what types of activities 
are producing the income.  Currently, an IRS team is 
designing a revised Form 990 that will be geared toward 
obtaining data that will be useful for better regulation and 
oversight of nonprofit and other tax-exempt organiza-
tions.  Taxpayer education, comprehensive IRS form in-
structions, and complete and accurate reporting by return 
preparers are vital for making Form 990 a consistent and 
reliable tool for research and public accountability.


Form 990‑T Deductions Allocation Study


The deductions allocation study measures the extent 
to which high-income organizations (those with gross 
UBI of $500,000 or more) misreported specifically de-
fined, itemized deduction components as “Other deduc-
tions” on Tax Year 2002 Forms 990-T.  During the data 
entry process, SOI staff check the required Other deduc-
tions statement for inaccurately reported items and move 
(allocate) amounts, when appropriate, to one or more of 
the specifically defined deduction components, such as 
Salaries and wages.  The study examined the difference 
between deduction amounts as initially reported by filers 
and as corrected, through allocation, by SOI staff.7


During normal IRS processing of paper and e-file 
returns, data are captured as reported by the return filer.  
Misreported amounts are not allocated from residual 


“other” categories to the proper, specifically defined 
return line items.  Researchers and IRS staff that use 
Returns Transaction File (RTF) data for examination 
or administrative purposes may find this study useful 
for gauging the extent to which deductions data may be 
understated, and extrapolating its results to draw con-
clusions about the possible understatement of itemized 
income, deductions, assets, and liabilities reported on 
other types of IRS exempt-organization returns.


Of the 2,381 high-income returns filed, 20 percent 
required at least one allocation from Other deductions 
during SOI data entry.  Paid preparers completed 79 
percent of these 485 returns with taxpayer reporting 
errors.8  Sixty-eight percent of the returns that required 
SOI allocations of misreported amounts were filed by 
section 501(c)(3) nonprofit organizations; the remainder 
were filed by organizations exempt under other sections 
of the tax code.  Section 501(c)(6) business leagues, 
chambers of commerce, and real estate boards and sec-
tion 501(c)(7) social and recreational clubs accounted 
for 11 percent and 7 percent, respectively, of all returns 
that required allocations from Other deductions to spe-
cifically defined components.


After allocation, the increase in the total amount of 
each specifically defined deduction category reported by 
high-income filers ranged from 3 percent to 45 percent.  
Salaries and wages, the largest aggregate itemized de-
duction reported on Form 990-T, rose by only 3 percent; 
Contributions to deferred compensation plans rose by 14 
percent; and Repairs and maintenance rose by 45 percent.  
Allocations made to other types of itemized deductions 
resulted in increases ranging between 4 percent and 9 
percent.  It is worth noting that no allocations were made 
to Compensation of officers, directors, and trustees, 
Excess exempt expenses, or Excess readership costs.  
Form 990-T filers must provide detailed information on 
related schedules for these items and then enter schedule 
totals in the itemized deductions statement.  The schedule 
preparation requirement apparently deters preparers from 
including these items in Other deductions.


As shown in Table 2, the three deduction items 
with the largest aggregate dollar amount allocated from 
Other deductions were Salaries and wages ($32.0 mil-
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lion allocated), Repairs and maintenance ($21.7 million 
allocated), and Employee benefit programs ($7.8 million 
allocated).  Allocated amounts accounted for close to half 
of the SOI-edited amount of Salaries and wages, and 
three-quarters or more of the other two cited deduction 
items.  The largest average dollar amounts allocated 
from Other deductions were made to Salaries and wages 
($381,269), Repairs and maintenance ($92,593), Net 
depreciation ($92,503), and Employee benefit programs 
($69,921). 


The deduction items with the highest frequency 
of allocation of misreported taxpayer amounts were 
Repairs and maintenance (243 returns), Taxes and li-
censes (180 returns), Salaries and wages (93 returns), 
and Employee benefit programs (92 returns).  The top 
three primary unrelated business activities reported by 
organizations, based on self-reported NAICS codes and 
percentage of returns with allocations, were medical and 
diagnostic laboratories (14 percent), gambling indus-
tries (9 percent), and advertising and related services (6 
percent).  Overall, close to 10 percent of the reported 
Other deductions amount should have been included in 


the more specifically defined deduction items, and the 
percentage change in itemized deduction amounts, after 
SOI allocations, ranged from 12.5 (Salaries and wages) 
to 106.7 (Repairs and maintenance).


 The deductions allocation study makes it clear 
that Form 990-T preparers could do a much better job 
of accurately reporting all-inclusive amounts within 
the specifically defined deduction components listed 
on the form.  If IRS plans to use tax processing data 
to make intelligent decisions regarding regulation, 
compliance, or potential abuses of tax-exempt status, it 
is imperative that a high priority be placed on educat-
ing nonprofit organizations and their tax practitioners 
to report detailed items completely and accurately.  
Also, because organizations are not allowed to file 
supplementary electronic financial statements with 
e-filed returns (they must provide financial data in the 
IRS format), it is feared that if the data provided are 
incorrect or incomplete, there will be no additional 
information available with the e-filed returns, as there 
is with paper returns, that can be used to correct these 
reporting errors.


Table 2. Form 990-T Returns with Gross Unrelated Business Income of $500,000 or More and At 
Least One Allocation Made from Other Deductions, Tax Year 2002
[Money amounts are in thousands of dollars]


Percentage Percentage
Number of of all SOI Taxpayer of SOI edited


Deduction item returns returns¹ edited reported Allocated amount
with with amount amount amount allocated 


allocations allocations from Other
deductions


(1) (2) (3) (4) (5) (6)


Other deductions........................................................... 485      100.0      753,388    832,164    (78,776)    N/A²      


Compensation of officers, directors, and trustees......... --      --      --    --    --    --      
Salaries and wages....................................................... 93      19.2      68,069    36,043    32,027    47.1      
Repairs and maintenance............................................. 243      50.1      28,840    7,174    21,667    75.1      
Bad debts...................................................................... 32      6.6      1,618    10    1,608    99.4   
Interest.......................................................................... 39      8.0      2,094    4    2,090    99.8 
Taxes and licenses....................................................... 180      37.1      16,213    10,296    5,917    36.5  
Charitable contributions................................................ 22      4.5      1,524    37    1,487    97.6      
Net depreciation............................................................ 54      11.1      6,004    1,009    4,995    83.2  
Depletion....................................................................... --      --      --    --    --    --      
Contributions to deferred compensation plans............. 26      5.4      1,242    34    1,207    97.2      
Employee benefit programs......................................... 92      19.0      9,897    2,119    7,778    78.6      
Excess exempt expenses............................................. --      --      --    --    --    --      
Excess readership costs............................................... --      --      --    --    --    --      


1Detail does not add to 100 percent because some returns had allocations made to more than one deduction item.
2N/A - not applicable.  However, 9.5 percent of the total amount of aggregate Other deductions reported by taxpayers was allocated to one or more 


specifically defined deduction items.
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Form 990 Asset Allocation Study


An asset allocation study, similar to 990-T deductions 
allocation study but on a smaller scale, was conducted 
for public charities that filed Form 990.  The goal was to 
measure the degree to which assets were misreported by 
filers as “Other assets” on Form 990, rather than in the 
appropriate specifically-defined asset categories.  For this 
study, SOI data were compared to a file made available 
by GuideStar containing data transcribed from the same 
information returns.  The GuideStar data were chosen 
because, like the IRS Returns Transaction File, reporting 
errors were not resolved based on research on attached 
financial statements during the transcription process.  For 
this reason, the GuideStar data provided a useful record 
of what each filer reported on the form.


Over 6,600 Form 990 returns from Tax Year 2002, 
representing virtually all of the certainty strata of the SOI 
sample, were matched with the same filings from the 
GuideStar dataset.  Eleven returns, for which the balance 
sheet values in the SOI and GuideStar datasets differed 
by three orders of magnitude, were excluded from the 
analysis.9  Total assets for the SOI group amounted to 
$1.345 trillion versus $1.338 trillion for the GuideStar 
group, a difference of less than 1 percent.  When the 
totals for Other assets were compared, the GuideStar 
total was $34.5 billion (or 41 percent) more than SOI.  
Most of this difference can be attributed to financial items 
allocated out of Other assets during the course of SOI 
processing and, as such, is a measure of filer reporting er-
ror.  A look at the specific asset categories quickly shows 
where these “other” assets should have been reported.  
In the SOI dataset, Investments--other totaled $129.9 
billion versus $106.4 billion in the GuideStar dataset.  
This disparity of $23.0 billion represented two-thirds of 
the difference in Other assets between the two datasets.  
Only three other specific asset categories showed an ag-
gregate increase of more than 5 percent after SOI editing: 
Prepaid expenses and Land, buildings, and equipment, 
both 8 percent, and Cash, 7 percent.


When the universe of GuideStar-transcribed returns 
was compared to SOI’s weighted population estimates, 
similar results were seen.  The GuideStar sum of Total 


assets was $1.740 trillion, less than 1 percent larger 
than SOI’s weighted estimate, while the GuideStar sum 
of Other assets was $51.5 billion (or 50 percent) more.  
Again, Investments--other was the largest misreported 
category, with an SOI-estimated total that was $23.3 
billion larger than the GuideStar population total.


Researchers and analysts studying the endowments 
of public charities should be aware of the reporting ten-
dencies of these organizations.  To the extent possible, 
SOI tax examiners allocate assets, liabilities, and ex-
penses to the correct line items; however, not all sources 
of data have this value added.  Further, it is a concern 
that the growth of electronic filing will be accompanied 
by a reduction in the amount of usable supplemental 
data, reducing SOI’s ability to correct these types of 
reporting errors.


Compensation of Executives and Board 
Members


Nonprofit organizations, which include public chari-
ties and private foundations, are legally required to avoid 
providing “unreasonable compensation” to executives 
and board members.  Recently, Congress and various 
independent organizations have proposed legislation 
aimed to further define and limit permitted compensa-
tion amounts.  As compensation rates for executives and 
board members differ substantially among organizations 
of different types and sizes, analyses of compensation 
data can provide valuable insight into the development of 
equitable standards.  SOI collects a variety of data related 
to individual compensation amounts paid to executives 
and board members, which can assist researchers in 
analysis of such issues. 


All nonprofit organizations that file Form 990 or 
990-PF are required to provide individual-level compen-
sation data for all paid executives and board members.  
These amounts are reported in Part V of Form 990 and 
Part VIII of Form 990-PF for each board member or 
trustee, foundation manager or organization director, 
executive, or officer who was paid by the nonprofit 
organization during the tax year.  Nonprofit organiza-
tions report compensation paid to executives and board 
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members not only for their assistance in operating and 
administering charitable programs, but also for their 
work in fundraising, investment management, and other 
activities not directly related to their charitable purposes.  
Table 3 shows that, for Tax Year 2002, compensation, 
including benefits, deferred compensation, and allow-
ances, paid by public charities and private foundations 
to executives and board members totaled $15.0 billion.  
For both public charities and private foundations, the 
highest paid executives or board members received over 
$7 million.  Most nonprofit organizations did not report 
compensating executives or board members; less than 
half of public charities and less than one-quarter of pri-
vate foundations indicated that they had paid one or more 
executives or board members during the tax year.  


Among organizations that reported executive and 
board compensation, patterns of such compensation 
varied greatly for Tax Year 2002, depending on certain 
organizational characteristics, such as type and size.  For 
example, median compensation for individual executives 
and board members at public charities was $45,000, 
an amount much larger than the median compensation 
of $6,000 paid to individuals with similar positions at 
private foundations.  Likewise, organization size, as mea-
sured by total assets, significantly affected compensation 
practices.  For all nonprofit organizations, both median 
and mean executive and board compensation amounts 
increased measurably with organization size. Addition-
ally, large nonprofit organizations distributed a larger 
portion of their total executive and board compensation 
as employee benefits (13 percent) than medium and small 
organizations (8 percent and 4 percent, respectively).10


A different pattern emerges when the aggregate 
compensation of executives and board members paid 
by an organization is measured as a proportion of the 
organization’s total expenditures.   Although large 
nonprofit organizations clearly spend more in absolute 
amounts for compensation than smaller organizations, 
small nonprofit organizations direct a larger percentage 
of their overall expenditures toward executive and board 
compensation.  The median proportion of aggregate 
executive and board compensation to total expenses for 
small public charities was 8 percent for Tax Year 2002.  
For medium-sized public charities, the median was 
2 percent.  And for large public charities, the median 


proportion of aggregate compensation was less than 1 
percent.  Median proportions of aggregate compensation 
of executives and board members to total expenses also 
decreased with organization size for private foundations.  
The median proportion of aggregate executive and board 
compensation to total expenses was 12 percent for small 
private foundations, 3 percent for medium-sized private 
foundations, and less than 1 percent for large private 
foundations.  


In addition to individual executives and board 
members, many nonprofit organizations also report 
compensation of institutional trustees, such as 
banks. 11  While public charities paid less than one-half 
of 1 percent of executive and board compensation to 
institutional trustees, private foundations reported that 
16 percent of compensation was paid to these organiza-
tions.  Additionally, institutional trustees represented 
28 percent of all compensated individuals reported by 
private foundations.  For private foundations, the pro-
portion of compensation paid to institutional trustees to 
total expenses greatly exceeded that paid to individual 
executives and board members.  The median proportion 
of compensation paid to total expenses for institutional 
trustees was 15 percent.  In contrast, this proportion, 
when calculated for compensation paid to individual 
executives or board members by private foundations, 
was less than 2 percent.


	Preliminary Research on Taxation of EO 
 Prohibited Activities


Chapters 41 and 42 of the IRC outline a number 
of prohibited activities and their associated penalties.  
Tax-exempt organizations, certain individuals associated 
with those organizations, and certain nonexempt trusts 
that engage in such prohibited activities must pay excise 
taxes for the tax year in which the prohibited activity 
occurred.  Organizations or individuals liable for such 
excise taxes calculate their total amounts due using 
Form 4720, Return of Certain Excise Taxes on Charities 
and Other Persons Under Chapters 41 and 42 of the 
Internal Revenue Code.  Excise taxes may be assessed 
on a number of activities, such as failure by nonoperat-
ing private foundations to distribute minimum amounts 
toward grants, disbursement of excess amounts toward 
lobbying, participation in illegal political activities, and 
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Table 3. Nonprofit Organization Board and Executive Compensation, by Type of Organization and Size,¹ 
Tax Year 2002
[All figures are samples based on estimates]


Public charities


Type of organization and size
Number of 


compensated
individuals


Total    Median       Mean        Max     


(1) (2) (3) (4) (5)


All public charities
Total compensation and benefits....................................... 202,316      14,218,864,111      45,000      70,280      7,448,233
   Compensation..................................................................... 194,537      12,806,782,863      45,000      65,832      6,885,926      
   Employee plans.................................................................. 83,045      1,213,267,385      7,503      14,610      4,559,427      
   Expense accounts and other allowances............................ 25,042      201,114,311      3,000      8,031      743,349 


Small charities
Total compensation and benefits........................................... 108,035      3,723,646,342      28,146      34,467      333,604      
   Compensation..................................................................... 102,263      3,491,258,605      28,800      34,140      303,113      
   Employee plans.................................................................. 23,826      161,443,629      4,443      6,776      81,493      
   Expense accounts and other allowances............................ 11,351      70,944,108      1,445      6,250      51,600   


Medium charities
Total compensation and benefits........................................... 73,468      6,393,010,502      70,141      87,018      2,646,940      
   Compensation..................................................................... 71,954      5,811,838,637      66,453      80,771      2,646,940      
   Employee plans.................................................................. 42,521      511,513,724      7,276      12,030      634,936      
   Expense accounts and other allowances............................ 8,875      71,495,761      3,211      8,056      305,400   


Large charities
Total compensation and benefits........................................... 20,813      4,102,207,268      152,729      197,095      7,448,233      
   Compensation..................................................................... 20,320      3,503,685,622      137,249      172,422      6,885,926      
   Employee plans.................................................................. 16,698      540,310,032      18,338      32,357      4,559,427      
   Expense accounts and other allowances............................ 4,816      58,674,442      5,341      12,183      743,349  


Private foundations


All private foundations
Total compensation and benefits....................................... 29,921      743,675,862      6,000      24,855      7,182,301
   Compensation..................................................................... 29,086      684,732,874      6,000      23,542      7,182,301      
   Employee plans.................................................................. 2,566      51,084,960      11,000      19,909      1,450,943      
   Expense accounts and other allowances............................ 1,563      7,858,028      960      5,026      497,605      


Small foundations
Total compensation and benefits........................................... 11,767      76,585,846      2,644      6,509      79,102
   Compensation..................................................................... 11,340      74,440,810      2,684      6,564      63,360      
   Employee plans.................................................................. 388      1,984,176      147      5,108      15,742
   Expense accounts and other allowances............................ 550      160,860      99      292      960      


Medium foundations
Total compensation and benefits........................................... 14,411      336,743,345      10,000      23,367      1,472,583
   Compensation..................................................................... 14,100      320,619,761      10,022      22,739      974,978      
   Employee plans.................................................................. 1,003      12,420,032      6,315      12,377      627,370      
   Expense accounts and other allowances............................ 547      3,703,552      1,600      6,767      497,605      


Large foundations
Total compensation and benefits........................................... 3,743      330,346,671      29,829      88,257      7,182,301
   Compensation..................................................................... 3,646      289,672,303      30,000      79,449      7,182,301      
   Employee plans.................................................................. 1,174      36,680,752      20,140      31,244      1,450,943      
   Expense accounts and other allowances............................ 466      3,993,616      3,004      8,570      230,452      


¹ For the purpose of analysis, “small” charities hold less than $1 million in book value of total assets; “small" foundations hold less than $1 million in fair market value of 
total assets; “medium" charities hold from $1 million to less than $50 million in book value of total assets; “medium" foundations hold from $1 million to less than $50 million 
in fair market value of total assets; “large" charities hold $50 million or more in book value of total assets; and “large" foundations hold $50 million or more in fair market 
value of total assets.
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excess benefit transactions or self-dealing activities that 
benefit individuals associated with public charities or 
private foundations, respectively. 


SOI recently began collecting data from Forms 4720 
filed by organizations and individuals.  To date, data col-
lection for Calendar Years 2003 and 2004 has been com-
pleted.  Statistics derived from the population of Forms 
4720 received by IRS during those years include data 
from returns filed for various tax years.  For Calendar 
Year 2004, some 65 percent of the returns included in the 
population represented Tax Year 2003, and 27 percent 
represented Tax Year 2002.  The additional 8 percent of 
the Calendar Year 2004 population comprised returns 
filed for various earlier tax years.  While Form 4720 
may be filed by a variety of organizations, Form 990-PF 
filers accounted for more than 95 percent of the return 
population in each of Calendar Years 2003 and 2004.12   
For Calendar Years 2003 and 2004, approximately 2 
percent of all Form 990-PF filers filed Form 4720.


This paper marks the first publication of data col-
lected for the Form 4720 study.  Table 4 shows Calendar 
Year 2003 and 2004 data from Form 4720.  Clearly, the 
excise tax paid on undistributed income is the largest 
and most commonly reported excise tax.  This tax ap-
peared on 85 percent of returns filed and accounted for 
more than 70 percent of total taxes reported for both 
Calendar Years 2003 and 2004.  After taxes on undis-
tributed income, the most commonly reported taxes were 
on self-dealing and excess benefit transactions, which 
are generally prohibited transactions between nonprofit 
organizations and associated individuals.  Examples of 


excess benefit transactions include excess compensa-
tion to executives or board members and loans made to 
officers, directors, and trustees.  Taxes on self-dealing 
and excess benefit transactions appeared on 9 percent of 
returns included in the Calendar Year 2003 study and 10 
percent of returns included in the Calendar Year 2004 
study.  These taxes represented 15 percent of total tax 
reported for Calendar Year 2003 and 9 percent of total 
tax reported for Calendar Year 2004.


Data collected from Form 4720 provide additional 
insight into the types of prohibited activities that occur 
most commonly and the degree to which such violations 
occur.  However, statistics derived from this informa-
tion may be limited by both the reliability of nonprofit 
organizations in reporting prohibited activities and the 
effectiveness of IRS audit procedures and oversight.  
For example, a steady annual increase in the percent-
age of organizations using Form 4720 each year could 
indicate improved reporting compliance among nonprofit 
organizations, or increased involvement in prohibited 
activities.  Nevertheless, the statistics may prove help-
ful in measuring the effectiveness of this oversight.   In 
the future, data from Form 4720 may help determine 
the impact and effectiveness of any changes made or 
additions to the regulations that govern the activities of 
nonprofit organizations.   


	Summary


The information obtained from SOI statistics, mi-
crodata, and research projects can be used in analyses 
that illuminate a variety of issues faced by legislators, 


Table 4. Excise Taxes Reported by Charities, Private Foundations, and Certain Trusts on Form 4720, Calendar Years
2003 and 2004


Internal Revenue Item
Code Section Number Amount Number Amount


Section 4942 Tax on Undistributed Income (Schedule B)................................................... 1,551  3,539,633  1,482  5,594,073  
Sections 4941 & 4958 Taxes on Self-Dealing and Excess Benefit Transactions (Schedule A)......... 170  730,233  170  659,721  
Section 4945 Tax on Taxable Expenditures (Schedule E).................................................. 53  277,420  54  1,036,999
Section 4911 Tax on Excess Lobbying Expenditures (Schedule G).................................... 27  75,255  31  136,033  
Sections 4943, 4944, 4912, 4955 Additional Excise Taxes¹............................................................................... 26  191,318  23  276,670  


    Total²........................................................................................................ 1,817  4,813,859  1,743  7,703,496  


² Detail adds to more than total because some organizations reported more than one type of activity subject to excise taxes.


Calendar Year 2003 Calendar Year 2004


¹ Includes reported taxes on Excess Business Holdings, Invesments that Jeopardize Charitable Purposes, Disqualifying Lobbying Expenditures, Political Expenditures, and 
Personal Benefit Contracts.
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the IRS, and nonprofit practitioners; this paper has 
highlighted three examples.  Several research projects, 
including an analysis of information derived from the 
Forms 990/990-T integrated sample and the Forms 990 
and 990-T allocation studies, have identified apparent 
problems with the quality of reporting by tax-exempt 
organizations.  SOI microdata and statistics can be an 
important asset in research involving information where 
proper line item allocations are imperative, such as bal-
ance sheet or income statement information.  Data for 
individual compensation amounts paid to executives and 
board members can be employed in a variety of analyses 
and can provide a glimpse into the compensation habits 
of nonprofit organizations.  The recent introduction of the 
Form 4720 study provides a new opportunity for research 
into the degree to which nonprofit organizations deviate 
from their tax-exempt purposes.  Clearly, SOI data can 
be valuable to researchers and analysts in determining 
an overall picture of the nonprofit sector, identifying 
potential problems in tax reporting and compliance, 
and establishing benchmarks for the administration and 
operation of nonprofit organizations.  Such analyses may 
provide the framework for future oversight procedures, 
tax legislation, and self-governance guidelines.  


	Endnotes


1  This amount was obtained from the Internal 
Revenue Service Exempt Organizations Business 
Master File and includes nonprofit organizations 
not required to file annual returns with the IRS.


2  Data indicated as constant dollars were adjusted 
based on the 2000 chain-type price index for Gross 
Domestic Product as reported by the U.S. Depart-
ment of Commerce, Bureau of Economic Analysis.  
Tax Year 2002 is used as the base year for these 
adjustments.


3  For purposes of analysis, “charitable expenditures” 
is defined as the sum of program service expenses 
from Form 990 and disbursements for charitable 
purposes from Form 990-PF.  


4 Growth rates were derived from the exponential 
formula for growth, y=b*mx.


5  For detailed information on Statistics of Income 
sampling methodology for producing population 
estimates, see the general appendix, located near 
the back of the Summer 2005 issue of the SOI Bul‑
letin, particularly the Sample Criteria and Selection 
of Returns section and the Method of Estimation 
section.  The SOI Bulletin is available from the 
Tax Stats section of the IRS Web site, www.irs.
gov/taxstats.


6  A business activity is considered unrelated if it does 
not contribute importantly (other than the produc-
tion of funds) to accomplishing an organization’s 
charitable, educational, or other purpose that is 
the basis for the organization’s tax exemption.  
Whether an activity contributes importantly de-
pends in each case on the facts involved.  See IRS 
Publication 598, Tax on Unrelated Business Income 
of Exempt Organizations, for additional informa-
tion on unrelated business income and tax.


7  Data collected for the Deductions Allocation 
Study were controlled to provide statistics solely 
on amounts of itemized deductions allocated from 
Other deductions.  Any SOI adjustments made for 
reasons other than allocating, such as correcting 
math errors, are included in both the SOI adjusted 
amounts and the taxpayer-reported amounts. 


8  The actual number of Tax Year 2002 large-income 
Forms 990-T with allocations was 492.  Seven 
returns could not be located for the study, and data 
on taxpayer entries of itemized deductions were not 
available from any other source.  


9 Each year, several Form 990 filers report their bal-
ance sheet items in thousands of dollars with a note 
on the return with that information.  During IRS 
Returns Transaction File processing and GuideStar 
transcription, this note is often missed.  SOI process-
ing includes steps to ensure that these returns are 
transcribed correctly.  Consequently, for a certain 
number of returns each year, SOI balance sheet fig-
ures are one thousand times larger than on both the 
GuideStar file and the Returns Transaction File.
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10  For purposes of analysis, “small” public charities 
hold less than $1 million in book value of total 
assets; “small” private foundations hold less than 
$1 million in fair market value of total assets; 
“medium” public charities hold from $1 million to 
less than $50 million in book value of total assets; 
“medium” private foundations hold from $1 million 
to less than $50 million in fair value of total assets; 
“large” public charities hold $50 million or more 
in book value of total assets; and “large” private 
foundations hold $50 million or more in fair market 
value of total assets.  Of the returns filed by public 
charities for Tax Year 2002, some 68 percent were 
filed by small public charities, 30 percent were filed 
by medium public charities, and 2 percent were 
filed by large public charities.  Small, medium, and 


large private foundations represented 70 percent, 
29 percent, and 1 percent of returns filed by private 
foundations for Tax Year 2002, respectively.  


11  For additional information on institutional trust-
ees, see Boris, Elizabeth A.; Renz, Loren; and 
Hager,  Mark A (2005), Foundation Expenses and 
Compensation:  Interim Report, 2005, The Urban 
Institute, The Foundation Center, and Philanthropic 
Research, Inc.


12  Organizations identified as “Form 990-PF filers” 
may be private foundations or section 4947(a)(1) 
charitable trusts that are treated as private founda-
tions for tax purposes.  Generally, private founda-
tions represent more than 90 percent of all Form 
990-PF filers.
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Developing Adoptable Disclosure Protection Techniques:  
Lessons Learned From a U.S. Experience


Nicholas H. Greenia, Internal Revenue Service*


T he development of new disclosure protection 
techniques is useful only insofar as those tech-
niques are adopted by statistical agencies.  For 


technical experts in disclosure limitation to be success-
ful, they are likely to need to interact with the appropri-
ate statistical offices.  This paper discusses just such a 
successful interaction in the United States. 


Since 2001, interagency efforts have been under way 
on a synthetic data approach to produce a public-use file 
(PUF), which would combine selected statistical and 
administrative data from three U.S. agencies: the Census 
Bureau’s Survey of Income and Program Participation 
(SIPP), retirement and disability benefits data from the 
Social Security Administration (SSA), and limited earn-
ings data from tax records filed with the Internal Revenue 
Service (IRS).  Based on progress so far, the outlook 
for this work is promising.  The confidentiality and re-
search benefits of this approach, if successful, could be 
substantial, but details of that technical discussion are 
left for other papers.  


It is important to note, however, that technological 
advances in disclosure protection are necessary, but not 
sufficient, conditions for the adoption of new techniques. 
This paper focuses primarily on describing the evolution 
of the legal, institutional, and bureaucratic environment 
that was the critical precursor of the interagency effort.  
Out of the story come lessons that may help other na-
tional statistical offices cope with similar challenges. 


This story is largely a confluence of separate but 
related events: 


• The development of an institutional interagen-
cy trust, after a serious test of the fundamental 
relationship; 


• The recognition by the Census Bureau of the 
deteriorating tradeoff between data quality and 
data protection in the release of previous SIPP 
public-use files, which was influential in decid-


ing to pursue the synthetic data PUF approach; 
and 


• The development of a new program (Longi-
tudinal Employer-Household Dynamics) that 
brought in the technical know-how that permit-
ted the integration of statistical and adminis-
trative data within the new program, and the 
creation of the aforementioned SIPP/SSA/IRS 
PUF. 


This paper focuses primarily on the first of these, but 
also notes the relevance of the other events.


 Background


Statistical agencies have become increasingly aware 
that two relatively new challenges may seriously af-
fect their ability to release data into the public domain, 
whether in tabular or public-use file format.  Increasing 
capabilities of computing power and advances in math-
ematical/statistical techniques have led to the increase 
in technical reidentification capacity. This challenge is 
matched by a practical increase in this capacity due to 
the proliferation of datasets in the public and private/
commercial domain.  In spite of these challenges, the 
need for publicly collected confidential data to inform 
decisions in both government and the private sector is 
not expected to abate.  


The U.S. tax administration agency, the Internal 
Revenue Service (IRS), faces additional challenges in 
its role as an important administrative data provider for 
the Federal statistical system.  Tax data have always 
been particularly susceptible to reidentification, both 
because of their relatively widespread distribution in 
public form and because of their sensitive content.  In 
addition, because publicly and privately available data-
sets are often directly based on entities also in the tax 
system, there is more potential to match to tax data and 
reidentify taxpayers.  Moreover, IRS views the protection 
of taxpayer confidentiality as an essential component of 
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successful voluntary tax compliance, upon which the 
tax system relies.  Because of the several U.S. statistical 
agencies authorized to receive confidential tax data, IRS 
must not only preserve tax data confidentiality within 
its own administrative system, but also oversee the 
safeguarding of tax data in the systems of the recipient 
statistical agencies.   In a related vein, IRS must ensure 
that the numerous products produced by each statisti-
cal agency cannot be statistically “cross-matched” and 
thereby enable complementary disclosure of identifiable 
information.  


Because of these additional challenges, IRS must 
insist that its safeguarding standards be met by a recipient 
statistical agency, regardless of the agency’s standards 
for data it collects directly.  This requirement of compli-
ance with administrative data provider standards also 
influenced the authorization process for statistical use 
of tax data by Census, as will be shown later, but this 
requirement may differ for other countries. For example, 
the United Kingdom’s Office of National Statistics 
stipulates that “the same confidentiality standards will 
apply to data derived from administrative sources as 
apply to those collected…for statistical purposes”[1].  
Nevertheless, the unmistakable conclusion is that it is 
becoming increasingly difficult to release even aggregate 
tabular data into the public domain, and public-use files 
(often of most use to researchers without access to the 
original source data) pose special challenges that are 
exacerbated over time in the public domain.  Although 
closer coordination of all releases is advisable, new 
methods of confidentiality protection may afford the 
most hope for data users, data providers, and ,ultimately, 
the respondents themselves.


While issues surrounding the disclosure of con-
fidential data are common to all Federal statistical 
agencies, IRS also has its own idiosyncratic issues [2].  
Confidential tax data, also known as Federal Tax Infor-
mation (FTI), have several uses, including specifically 
authorized statistical purposes.  The homogeneous treat-
ment of FTI results from restrictions in the tax statute, 
the Internal Revenue Code (IRC), which do not allow 
IRS to distinguish among FTI data elements--even as to 
age.  That is, there is no statute of limitations as there 
is for confidential microdata at statistical agencies such 


as the U.S. Census Bureau.  In addition, the tax statute 
does not distinguish among different types of data or 
taxpayers, so that the Social Security Number of John 
Q. Citizen in Anywhere, USA, would receive the same 
protection as that of Bill Gates which, in turn, would be 
protected as much as all the financial information on any 
business tax return which Microsoft Corporation might 
file.  Accordingly, all FTI--whether entity or tax module 
information--must be treated and protected in perpetu-
ity as equally sensitive and confidential [3].  This task 
of protecting confidentiality, given the ever-increasing 
amount of data for which IRS becomes responsible over 
time, is expensive and technically challenging. 


The tax law’s anonymity standard is indiscriminate 
and absolute in requiring that all tax data, whether 
business or individual, be released in anonymous form.  
The anonymity requirement for data publicly released 
by IRS also applies to statistical agencies authorized to 
receive FTI.  However, although the general standard 
applies, the actual disclosure protection methodology is 
not specified.  The requirement is simply that whatever 
methodology is used be either identical to that employed 
by IRS or else an equivalent approved by IRS.  


The practical question confronting any methodology 
attempting to meet the absolute anonymity standard is:  
From what sort of intrusion must the data be protected?  
Must it be absolutely impossible to reidentify a taxpayer 
using any means available, or is there some less rigid 
methodological standard?  Traditionally, the answer 
has been that tax data must be protected from potential 
intruders who, using “reasonable means,” might attempt 
to make such a reidentification.  Reasonable means in-
clude the use of reasonably available computer technol-
ogy, mathematical/statistical techniques, and a working 
knowledge of the subject matter to which the data apply.  
The reasonable means standard is a good effort to keep 
the entire system from shutting down and being replaced 
by a policy of no data release at all--probably the only 
way to guarantee no reidentification.  The problem, as 
can probably be imagined in 2004, is that the concept of 
reasonable means is a technology-relative concept and 
may be a moving target too elusive to be relevant for the 
absolute standard of anonymity.  As a result, in a time of 
increasingly tight budgets, protecting the confidentiality 
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of tax data is becoming a task virtually impossible to 
execute successfully. 


 Developing Interagency Trust


A Breakdown in the Relationship


In 1999, IRS began its mandated triennial safeguards 
review of a principal U.S. statistical agency, the Census 
Bureau.   Although the U.S. statistical system is more 
decentralized than that of many European Union coun-
tries, Census receives the preponderance of confidential 
tax data for statistical purposes as a result of the statutory 
authorization conferred by section 6103(j)(1)(A) of Title 
26 of the United States Code (USC).  The implementing 
Income Tax Regulations specify both the actual items 
authorized for access and their access purpose or Title 
13, Chapter 5, USC.


The mandated IRS safeguards review of Census 
(and other recipient agencies of confidential tax data) is 
a result of the same section, 6103, which authorizes such 
access in the first place.   As a result of the 1999 IRS 
safeguards review, deficiencies in the oversight process 
were uncovered by IRS, some of which reflected poorly 
on both Census and IRS.  For example, Census used tax 
data for some projects which had not received explicit 
IRS approvals, but IRS had made explicitly clear neither 
the need for such approvals nor the process for effecting 
them in a coordinated fashion.  


As it became clear that neither Census nor IRS could 
resolve the resulting crisis, intervention at high levels 
of government became necessary.  Eventually, the U.S. 
Office of Management and Budget (OMB), which has 
broad oversight responsibilities for Federal statistical 
agencies, helped broker an understanding between the 
two agencies based upon three essential points:


(1)  Census must comply with IRS safeguard stan-
dards in order to protect the confidentiality of tax 
data, 


(2)  informed decisions by policymakers inside and 
outside government require the best possible data 
available, and 


(3)  tax data are so important to these information de-
cision systems that their exclusion is not a viable 
option.  


Thus, the conclusion of this process was that IRS, 
as an administrative data provider, and Census, as an 
administrative data user, would have to find a way to 
make their relationship work in order to satisfy the 
several stakeholders involved; that is, an interagency 
“trainwreck” or shutdown was viewed as unacceptable 
and would not be tolerated.


As a result, IRS and Census recognized that the in-
creasingly murky and implicit boundaries within which 
their relationship had been struggling were inadequate 
as guidance.  Further, a relationship was needed which 
would not only work but which would better accom-
modate the increasingly complex needs of the many 
end users.  Essentially, the relationship needed to be 
not only re-evaluated but also recalibrated, especially 
to accommodate a new form of confidential data access 
created by Census for outside researchers meeting new 
Census study needs: the Research Data Center (RDC) 
consortium operated by its Center for Economic Studies.  
Like statistical agencies in other countries, Census had 
realized the need to explore other venues for purposes of 
improving its statistical knowledge base and data quality, 
but only as a result of the IRS safeguards review did this 
realization include the need to integrate its RDC’s into 
the overall process encompassing its other longstanding 
functions [4].


To meet especially the need for new statistical 
research uses of FTI, a clear and detailed understand-
ing that met the mandates of both agencies needed to 
be documented.  Accordingly, an IRS-Census policy 
agreement, Criteria for the Review and Approval of 
Census Projects that Use Federal Tax Information, 
better known as the Criteria Agreement, was mutually 
devised and eventually signed into effect by both agen-
cies in September 2000.  At the core of this agreement, 
available at www.ces.census.gov, was the understanding 
that any data use or access had to be authorized by an 
explicit approval process involving both the data pro-
vider, IRS, and the data user, Census, and that, especially 
for outside researcher access, the predominant purpose 



http://www.ces.census.gov/
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of such access had to be the benefit of Census under 
its own statutory mandate, namely, Title 13, Chapter 5, 
United States Code.  


In effect, the Criteria Agreement established and 
refined not only the protocols, but most importantly, 
the authorization to fully legitimize Census use of con-
fidential tax data.  It was implicit in this agreement that 
exclusively statistical use was a necessary but insuffi-
cient condition for authorized access.  Instead, an explicit 
approval by the data provider and user was required 
which attested to the access authorization under the 
statutes of both IRS and Census, the IRS implementing 
regulations, and the Census-IRS Criteria Agreement’s 
specific requirements in order to satisfy the record for 
a particular programmatic use.  This point is worth em-
phasizing, as it was not enough that  data provider and 
user agreed to the general imprimatur provided by the 
statutory and regulatory bases for proposed access by 
the user.  Because the Census-RDC model was seen as 
at the vanguard, if not the frontier, of data access, it was 
especially important that the record explicitly demon-
strate the data provider was convinced  of the proposed 
statistical use’s justification. This type of specific dual 
approval is also necessary for another unique data ac-
cess model with similar high visibility disclosure risk, 
namely, the public-use file.


Implicit to this interagency relationship is the notion 
that the record of all actions taken must be able to dem-
onstrate not only authorized intent but credibility--for 
some pending audience of critics.  This inevitable, criti-
cal eye is known as third party scrutiny, and it is neither 
hypothetical nor irrelevant, instead consisting of both 
explicit and implicit oversight bodies such as the U.S. 
Congress’s Government Accountability Office, the U.S. 
Treasury Inspector General’s Office, privacy advocates, 
the media, and ultimately, the respondents themselves.   
In preparing for third party scrutiny, the record under-
lying data access should credibly demonstrate that the 
process has anticipated as many factual questions as pos-
sible and that it has also considered perceptions as well.  
Thus, the process needs to demonstrate consistently that 
it operates within not only the letter of the agreement 
but also its intent--so that accountability, authorization 
of the access granted, and purpose are never in doubt.  


To address both outside perceptions and the reality 
of third party scrutiny, Census and IRS agreed on the 
importance of exceeding the literal requirement of the 
agreement whenever possible.  For this reason, both 
agencies agreed that it would be a rare occasion demand-
ing minimum adherence to predominant purpose as an 
acceptable criterion; that is, only over 50 percent of the 
access purpose.  Consequently, approval on the margin 
would not be the rule, but the exception.


Perceptions, in conjunction with concerns about 
third party scrutiny, played a large role in this need 
for dual explicit authorization by data provider and 
user, especially for outside researchers engaged by a 
national statistical agency such as Census.  Again, it 
was vital that access to the provider’s administrative 
data not be construed as a type of unauthorized usage 
disassociated from or only loosely associated with the 
statistical user’s mandate and mission, especially when 
the resulting analytical data had the potential for affect-
ing groups of respondents.  Without explicit evidence, 
that is, the mutual approvals of both the administrative 
data provider and the statistical user signifying that the 
specific use was authorized, third party scrutiny might 
raise troubling questions as to the type of confidentiality 
protection assured by the administrative data provider, 
which assumes virtually all risk with its respondent 
population.  This issue goes to the heart of accountability 
in data stewardship.


One reason for the IRS-Census impasse in 2000 is 
that there is a fundamental and inexorable tension due 
to the conflicting nature of their respective mandates.   
Census is mandated to use administrative data to the 
maximum extent possible in order to reduce respondent 
burden and processing costs.  IRS is mandated to provide 
confidential tax information only to the minimum extent 
necessary.  This inherent tension imposes a sort of de 
facto equilibrium in the intersection of the agencies’ 
confidentiality cultures, and only the strongest part of 
each culture is allowed relevance.  It is thereby critical 
to protecting confidentiality, including perceptions of 
abuse, as both data provider and user must bargain hard 
for an acceptable access transaction that satisfies their 
respective mandates.  Critical to such success is a set of 
clearly defined terms and processes, and the documen-
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tation of subsequent actions following such a process.  
Equally critical is the devotion of sufficient resources to 
ensure the needed safeguards.  Because resources are fi-
nite, so must be the amount of access whose safeguarding 
can be demonstrably credible.  Without resource com-
mitment to verifiable standards of protection, the clear 
implication is that access can approach infinite levels, 
suggesting both an inability and a lack of commitment 
to safeguard the data effectively. 


Rebuilding the Relationship:  
Implementation of the Criteria Agreement


It was clear at the inception of the Criteria Agree-
ment that the many new proposals of RDC outside 
researchers would be tied to the Census Bureau’s future 
viability, especially its ability to keep up with the new 
statistical needs of decisionmakers.  That is, the RDC 
project proposals were seen as critical to maintaining 
the statistical heartbeat at Census.


In fact, most of the FTI access proposals came from 
Census RDC’s, and, initially, Census and IRS reviewed 
these proposals concurrently.  This arrangement was 
soon abandoned for primarily one reason.  Although it 
was inefficient for IRS, the administrative data provider, 
to spend time reviewing proposals ultimately rejected 
by Census,  it was critical that the fundamental criterion 
of all tax data access, that is, a proposal’s predominant 
purpose of benefiting Census under Title 13, Chapter 5, 
be demonstrated in proposals that Census, as data user, 
first approved.  That is, the Census review process was 
supposed to consider not only scientific merit but also 
Title 13, Chapter 5, predominant purpose, while IRS 
review considered only the latter.  Once it became clear 
that Census needed to take responsibility for both aspects 
of review (although IRS, as data provider, maintained 
ultimate control as data owner), the human review capi-
tal, especially regarding requirements for tax data access, 
could be transferred upstream from IRS to Census, and 
then from Census to the researcher community.  Thus, 
the confidentiality culture needed by the data provider to 
assuage its third party scrutiny concerns was necessarily 
integrated into the data user’s confidentiality culture as 
well as that of its researcher community.  In turn, this 
culture colonized prospective researchers.  


Outside researchers realized they had two critical 
interests in helping such a system succeed.  First, the 
perpetuation of the Census-IRS arrangement allowed 
the researcher community access to FTI for authorized 
purposes, which required undertaking only proposals 
within scope.  Second, by learning the needed culture, 
researchers could help increase the probability of their 
own proposals being approved, and even increase 
the number of proposals which might be possible, by 
theoretically and ceteris paribus, shortening the review 
process itself.  


However, to counter the potential for insincere or 
even fraudulent researcher behavior, IRS, as admin-
istrative data provider, and Census, as data user, also 
conveyed three fundamental understandings to the re-
searcher community.  First, cheating on proposal purpose 
would inevitably be self-defeating, as it would destroy 
the process.  Thus, implicit, if not explicit, peer-policing 
among the researcher community was essential to the 
process succeeding, and was  encouraged by both Census 
and IRS.  In fact, both agencies took pains conveying 
directly to the researcher community that, while it might 
be possible to deceive both agencies’ reviews, it would 
be at a cost fatal to the process.  Second, a post-project 
certification process would be necessary not only to 
satisfy the potential dangers of third party scrutiny by 
completing the authorization process, but also to help 
increase the knowledge capital of the proposal process 
itself.  Third, the entire process was dynamic and was 
likely to be re-evaluated whenever necessary, to ensure 
that practice kept up with the multiple needs of decision-
makers, which included not only adequate data but also 
confidentiality concerns and related perceptions. 


The notion of “Census benefit” may require some 
amplification, as it might differ from the statistical ben-
efit required by other countries.  For example, in the 
U.K.’s ten principles of protocol, access to confidential 
data is granted only “where it will [emphasis added] 
result in a significant statistical benefit” [5].  This type of 
arrangement appears to require certainty of tangible suc-
cess, but it may also include a type of benefit implicitly 
recognized by the flexibility in the IRS-Census arrange-
ment.  That is, to reassure researchers that a fall from the 
“high wire” of Title 13, Chapter 5, predominant purpose 
attempted by ambitious projects would not necessarily 
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be “fatal,” IRS and Census agreed that a safety net of 
sorts would exist for all projects, especially those that 
failed to meet the criteria in their proposals but made a 
demonstrably good faith effort to do so.  However, the 
good faith effort of failure needed to be documented, as 
did that of success, so that the future proposal process 
could use these outcomes as a learning device for both 
reviewers and prospective researchers. 


 Recognition of the Deteriorating   
 Tradeoff


In the late 1990’s, Census became concerned about 
potential confidentiality problems in a previously re-
leased SIPP public-use file.  These had been detected 
through analytical techniques used by a professional 
intruder whom Census had engaged contractually for 
just such a purpose.  At the January 2002 conference, 
in which the book, Confidentiality Disclosure, and Data 
Access Theory and Practical Applications for Statistical 
Agencies was showcased and released by Census, Swee-
ney (2001) presented some of her methods and how they 
might be used to reidentify survey respondents.  Part of 
this methodology relied upon the possibility that vari-
ables in the public-use file might also be individually iden-
tifiable in other publicly available datasets [6].  In some 
respects at least, this event served as a type of catalyst 
for not only the current synthetic data approach for the 
SIPP/SSA/IRS public-use file, but also for re-examining 
disclosure risk in the Federal statistical community.


Although the success of the new Census-IRS re-
lationship was largely predicated on a more collegial 
attitude, it was clear at the outset that this could not be 
a coequal partnership, as confidential data flowed only 
from the administrative data provider, IRS, to the data 
user, Census, and not vice versa.  However, benefits 
did accrue.  Partly as a result of the Sweeney (2001) 
work, IRS’s own Statistics of Income Division decided 
to subject its public-use file, the tax model file based 
upon a sample of individual tax return filings, to such 
an examination and contracted with Sweeney’s labora-
tory at Carnegie Mellon University for a professional 
intruder assessment of its confidentiality protections.  
In addition, because IRS approval of the synthetic data 
SIPP/SSA/IRS public-use file would be required (just as 


the Census RDC proposals required specific approvals) 
before its public release, IRS was also brought in by 
Census early in the process as a collaborator, not just a 
reviewer.  If the synthetic data approach is successful at 
Census, it will help increase the utility to researchers of 
nonconfidential tax data at the same time it reduces the 
need for access to confidential tax data, possibly even at 
Census RDC’s where the beta testing will occur.  Such a 
win-win outcome would benefit not only the confiden-
tiality protection of administrative tax data but also the 
utility of researcher analysis for decisionmakers in both 
government and the private sector.


 The Creation of a New Program


In late 2000, as both agencies began to resolve 
their differences with work on the Criteria Agreement, 
another Census-IRS crisis was brewing.  Namely, a Cen-
sus request to amend the Income Tax Regulations had 
been submitted in order to enhance Census estimates of 
poverty and income for the SIPP program.  The detailed 
earnings items sought were also deemed critical for an 
emerging Census flagship program, the Longitudinal 
Employer-Household Dynamics study, which sought, 
among other goals, to track more closely employment 
flows in the U.S. economy.  Both requests initially 
encountered opposition, but the justification for each 
emphasized the minimal need for FTI in these mandated 
uses.  Eventually, the regulations were approved in Feb-
ruary  2001, and immediately  after work began on the 
SIPP/SSA/IRS PUF.  It is ironic, but not coincidental, 
that the regulations were approved so soon after the Cri-
teria Agreement’s implementation in September 2000.  
That is, the process, which had prepared both agencies 
for the Criteria Agreement, also galvanized them for 
purposes of these new proposed uses of FTI by making 
them focus on the criteria within the agreement as well 
as the protocols and process which would govern such 
access.  It is also not a coincidence that one of the goals 
set forth in the Census justifications for the IRS regula-
tions amendment was the production of a SIPP public-
use file, which was to include associated administrative 
data from SSA and IRS.  The utility of this product 
was clearly seen as not only a predominant Title 13, 
Chapter 5, benefit for Census, but also a confidentiality 
boon for administrative tax data in general.  However, 
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without the items requested for regulation amendment, 
both SIPP and the potential robustness of the proposed 
LEHD program would have been seriously weakened.  
In fact, had the regulations items not been approved, it 
is likely that the LEHD program as it is known today 
would not exist.  Had the Criteria Agreement, and even 
its early implementation not been developed as the SIPP 
and LEHD requests were prepared and later considered, 
it is possible, if not probable, that neither would have 
been approved. 


 Lessons and Recommendations


One consequence of the modern Census-IRS rela-
tionship is that the Criteria Agreement process undergone 
to protect confidentiality also laid the groundwork for 
further legitimate access meeting these requirements, 
for example, the SIPP/SSA/IRS public-use file and the 
LEHD program described above.  


Another lesson is that the record can probably be 
satisfied for posterity’s perceptions of the past by en-
suring that clear and sufficient documentation exists to 
explain those past intentions and actions.  


The final lesson learned is that agencies must look 
outside themselves for the talents and skill sets needed 
to help them protect confidentiality and meet the needs 
for which confidential data are collected in the first 
place.  In a time of dwindling budgets and competing 
priorities, such considerations are no longer options--
they are imperatives.  


In sum, one of the most important services that gov-
ernment agencies can perform is communicating to deci-
sionmakers the need to learn the above lessons.  If avenues 
are closed to such pursuits in the future, decisionmakers 
need to understand not only that their decisions will be 
based upon inadequate information--including its qual-
ity--but also that the imprimatur for intruding on the 
privacy of respondents-citizens will not exist.  That is, 
the mandate for data collection will cease, but so will the 
ability of decisionmakers to lead and govern.


 Footnotes


*  The author presented this paper in June 2004 at the 
Conference on Privacy in Statistical Databases, in Bar-
celona, Spain.


[1] P. 6, Working Paper No. 11, Contexts for the Devel-
opment of a Data Access and Confidentiality Proto-
col for UK National Statistics, Joint ECE/Eurostat 
Work Session on Statistical Data Confidentiality, 
Luxembourg, 7-9 April 2003.


[2]  Confidential data are any identifiable data whose 
public release is unauthorized.  The removal of 
identifier information, such as name, address, and 
identification numbers, is a necessary but insuf-
ficient condition to render such data anonymous 
or unidentifiable.


[3]  An abbreviated course in IRS master files might 
summarize data maintained on these systems 
(whether individual or business master file) as 
being one of two types: entity information or tax 
module information.  Entity information refers to 
information used to identify and locate a taxpayer 
such as Taxpayer Identification Number (Social 
Security Number--SSN, Employer Identification 
Number--EIN), Name, Address, and perhaps In-
dustry Classification Code (NAICS or SIC-based) 
for a business.  Everything else is tax module 
information.


[4]  For example, see Working Paper No. 10, Research 
Data Centres of Official Statistics, Joint ECE/Euro-
stat Work Session on Statistical Data Confidential-
ity, Luxembourg, 7-9 April 2003.


[5]  P. 7, Working Paper No. 11, Contexts for the Devel-
opment of a Data Access and Confidentiality Proto-
col for UK National Statistics, Joint ECE/Eurostat 
Work Session on Statistical Data Confidentiality, 
Luxembourg, 7-9 April 2003.


[6]  Latanya Sweeney (2001),  “Information Explo-
sion,” in Confidentiality, Disclosure, and Data 
Access Theory and Practical Applications for 
Statistical Agencies, North Holland.
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Geographic Variation in Schedule H Filing Rates:  Why 
Should Location Influence the Decision To Report 


"Nanny" Taxes?
Kim M. Bloomquist, Internal Revenue Service, and Zhiyong An, Department of Economics, 


University of California, Berkeley Institute


T he Schedule H is the Internal Revenue Service 
(IRS) form used to report Social Security and 
Medicare taxes on wages of $1,400 or more paid 


to household employees. The IRS defines a household 
employee as someone whose work details are controlled 
by the employer. A Schedule H is not required to be 
filed when household work is performed by an agency 
employee or by a self-employed individual. In the for-
mer case, the agency is responsible for work-related 
details such as who does the work and how it is done. 
Similarly, a self-employed individual is someone who 
controls his or her work schedule, provides their own 
tools or equipment, and offers services to the general 
public.


The Schedule H has been referred to as the “nanny 
tax” form since the early 1990s when several of Presi-
dent Clinton’s political appointees were discovered to 
have either hired undocumented workers or failed to 
pay Schedule H employment taxes on former house-
keepers. More recently, President George W. Bush’s 
initial Cabinet head selections for the departments of 
Homeland Security and Labor were scuttled, in part, 
for “nanny tax” violations.


These high-profile cases reinforce the commonly-
held belief that people perceive little risk in not paying 
household employment taxes (barring the possibility 
of being asked to serve as a Cabinet secretary). This 


perception is supported by industry experts with first-
hand knowledge of compensation practices in this area. 
Pat Cascio, Board President of the International Nanny 
Association, recently stated, “A high percentage of nan-
nies are not paid legally. Some people don’t want the 
extra work or hassle of dealing with taxes. They’d rather 
pay their nannies out-of-pocket.”1 If such attitudes are 
common among people who can afford to hire full-time 
nannies, it is probably true also for many middle and 
upper-middle income families who would like to hire 
someone to provide part-time care for an elderly parent 
or younger children.


The Wall Street Journal recently pointed to the large 
drop in the number of Schedule H filings (Figure 1) as 
an indicator of a growing evasion problem.2 While this 
is one possibility, there are other possible explanations 
for this phenomenon. For example, a decline in Schedule 
H filings would result if more work in the household 
sector is being done either by the self-employed or 
employees of service firms. As noted above, this could 
relieve the householder of the legal requirement for 
filing a Schedule H. However, data from the Bureau of 
Labor Statistics show that between 1999 and 2004 the 
number of child care workers (i.e., individuals who are 
not self-employed) grew from 377,110 to 513,110 and 
the number of personal and home care aides rose from 
300,500 to 532,490.3 These figures likely include at least 
some workers who are non-agency employees and sug-


Figure 1.--Number of Schedule H Filings:  TY 1996-2003
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gest that employment growth in these occupations has 
been strong even as Schedule H filings have declined.


A second possible explanation for the decline in 
Schedule H filings not related to evasion could be a fall 
in demand for the kinds of services offered by household 
workers. But, the recent strong employment growth 
for child-care and home health-care aides runs counter 
to this view. Also, as we shall see in the next section, 
Schedule H filing is strongly correlated with high-income 
households. Between TY 1996 and 2003, the number 
of taxpayers reporting adjusted gross income (AGI) of 
$500,000 or more grew from 333,896 to 559,068, an 
increase of 67 percent. In addition to the jump in number 
of high-income earners, the Census Bureau reports that 
the number of family households grew from 69.3 mil-
lion in 1995 to 75.6 million in 2003. Presumably, at least 
some of these new families would increase the demand 
for nannies and other household services.


A third possible explanation for the decline in Sched-
ule H filings is the “outsourcing” of jobs to non-U.S. citi-
zens. One example of this is the growing popularity of au 
pairs as an alternative to nannies for in-home child care. 
Au pairs are foreign citizens between 18 and 26 years 
old and must live with their host U.S. family for a period 
of not more than two years. The U.S. State Department, 
which issues J-1 visas to au pairs, reports the number 
of such visas increased from 11,171 in 2003 to 15,297 
in 2004.4 However, even if the entire increase in au pair 
visas displaced an equivalent number of nannies, this 
could only account for one-third of the drop in Schedule 
H filings between these two years (see Figure 1).


The use of undocumented workers represents 
another avenue to outsource jobs in the household sec-
tor. When an undocumented worker is hired both the 
employer and employee have an incentive not to report 
employment taxes. By evading taxes, employers can 
pay higher cash wages and workers can stay “invisible” 
to both tax and immigration authorities. Reports of the 
growing numbers of undocumented household employ-
ees recently prompted even the Wall Street Journal to 
declare, “Nannies are among the most exploited workers 
in the country.”5 As evidence of the growing practice of 
hiring undocumented workers we need look no further 
than the aforementioned high profile political appointee 


cases, all of whom paid undocumented aliens to work 
in their homes.


However, it is unclear if the mere presence of a large 
supply of willing undocumented workers is contributing 
to the falling trend of Schedule H filing. For example, if 
the cost of hiring a citizen or documented non-citizen to 
perform household tasks is prohibitive, households may 
forgo hiring domestic help altogether and do the work 
themselves or with other family members. By lower-
ing the cost of labor, a large undocumented workforce 
may induce demand for household help that wouldn’t 
otherwise exist. In other words, if all undocumented 
household workers were somehow removed from the 
workforce, this would not necessarily produce an in-
crease in Schedule H filing.


The purpose of this paper is to identify factors 
associated with Schedule H filing and to determine if 
these factors can account for the recent decline in filing 
activity. In the next section we examine tax return and 
other data to identify socioeconomic characteristics of 
Schedule H filers. The third section presents our analysis 
of the data using a probit specification of Schedule H 
filing rates for TY 2003 by 3-digit zip codes and an OLS 
model of the change in state filing rates between TY 1996 
and 2003. The fourth section discusses the implications 
of our empirical findings and offers several hypotheses 
to account for the geographic variation in filing behavior 
that does not appear to be explained by other factors. 
Finally, we summarize our main findings and briefly 
outline our plans for future research on this topic.


	Schedule H Filer Characteristics


We obtained data for this study from individual tax 
returns filed between 1997 and 2004 (corresponding 
to TYs 1996 to 2003). Table 1 displays selected char-
acteristics of TY 2003 taxpayers by Schedule H filing 
status. The characteristics were chosen based on a priori 
judgment regarding the types of taxpayers who employ 
household labor and the kinds of services provided.


Table 1 shows a majority (54 percent) of Schedule H 
filers reported AGI of $150,000 or more in TY 2003. Per-
haps because married taxpayers also tend to have higher 
incomes we see that Schedule H filers are more likely 
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Table 1.--Selected Taxpayer Characteristics:  TY 2003


Taxpayers


Married
Filing Joint 


Filing
Status


Children Living 
at Home 


Exemptions
Count Percent Percent Percent Average


No 131,792,518   3.47% 41.46% 12.50% 0.612               
Yes 234,465          54.18% 68.06% 38.77% 0.914               
Total 132,026,983   3.56% 41.51% 12.54% 0.613               


Source:  Individual Return Transaction File


Reported AGI 
Over $150,000


Taxpayer
Age 65+Filed


Schedule H?


to file jointly than non-Schedule H filers. Persons 65 or 
more years old accounted for 38.8 percent of all Schedule 
H filings even though this age group represented only 
12.5 percent of all taxpayers. Finally, Schedule H filers 
also claim more exemptions for children living at home 
than other filers (an average of 0.914 exemptions versus 
0.612 exemptions for non-Schedule H filers).


Figure 2 displays TY 2003 Schedule H filing rates by 
state. The filing rate (per 100,000 taxpayers) is defined 
as the number of Schedule H filings divided by the total 
number of individual income tax filers (including Forms 


1040, 1040A, and 1040EZ). From Figure 2, we see that 
the District of Columbia, Maryland, and Virginia have 
the nation’s highest filing rates. The three-state combined 
average of 508 Schedule H filings per 100,000 returns 
is 3.1 times the national average of 161 filings.6 The 
filing rate for the District of Columbia (1,021 filings 
per 100,000 returns) is more than six times the national 
average.


A second feature of Figure 2 appears to show that 
taxpayers in Southern states are more likely to file a 
Schedule H than taxpayers in Midwestern and Northern 


Figure 2.--Schedule H Filing Rates by State:  TY 2003
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Region State Zip Codes
Filing Rate


(per 100,000)


Percent of 
National Average 


Filing Rate


Per Capita 
Income
(1999)


Bethesda/Silverspring MD 208-209 1,993 1238% $35,538
DC DC 200&202-205 1,841 1144% $28,569
New York NY 100-102 1,265 786% $43,077
Greenwich/Norwalk CT 068-069 822 510% $45,815
Alexandria/Fairfax VA 201&220-223 778 483% $34,499
Charleottesville VA 229 728 452% $22,547
Scarsdale/White Plains NY 105-108 708 440% $36,194
Dallas TX 752-753 694 431% $23,489
Morristown NJ 079 649 403% $48,839
Great Neck NY 110 602 374% $35,869
Beverly Hills/Culver City/Torrance CA 902-905 552 343% $24,897
Pasadena CA 910-912 530 329% $27,069
San Francisco/Palo Alto CA 940-941&943-944 517 321% $36,949
Houston TX 770&772 497 309% $20,830
Los Angeles CA 900-901 472 293% $18,041
Mill Valley CA 949 451 280% $38,630
Selma AL 367 443 275% $13,347
Greenville MS 387 409 254% $12,370
Shreveport LA 710-711 402 250% $16,965
Farmville VA 239 385 239% $15,384
Source:  Individual Return Transaction File; U.S. Census Bureau (per capita income)


states. A difference of means test for Schedule H filing 
rates finds that the average filing rate of 226 filings per 
100,000 taxpayers in 11 southern states7 is statistically 
distinct (p< 0.001) from the national average. Finally, 
higher filing rates also occur in the northeastern states 
of Connecticut and New York and in California.


Spatial Variation in Filing Rates


To examine the spatial variation of Schedule H filing 
in greater detail, we disaggregated the data by 3-digit 
zip code. For example, in California the zip codes with 
the highest filing rates are clustered near Los Ange-
les and San Francisco. Other major urban areas with 
high filing rates include New York City, Chicago, and 
Houston. From the analysis of tax return data we were 
not surprised to find Schedule H filers concentrated in 
high-income urban centers. However, we were surprised 
to find elevated Schedule H filing rates in a number of 


small southern cities such as Farmville, VA, Selma, AL, 
Greenville, MS, and Shreveport, LA. Table 2 lists the 20 
zip code areas with the highest filing rates.


The unusually high Schedule H filing rates in and 
near the nation’s capital and, to a lesser extent, in the 
southern states appear puzzling given relative levels of 
per capita income (Table 2). In the case of Washington, 
D.C., we hypothesized that the high Schedule H filing 
rates could be related to the region’s role as the seat of 
Federal authority and the large population of Federal 
civilian and military personnel living in the area. There 
are several reasons why this might be the case. First, due 
to their choice of career, Federal government workers 
might identify more with the government obligation to 
report and pay taxes than non-Federal taxpayers (Ak-
erlof and Kranton, 2000, 2002 and 2005). According to 
Akerlof and Kranton, the concept of identity implies 
that if an individual’s actual behavior deviates from the 


Table 2.--Twenty Zip Code Areas with the Highest Schedule H Filing Rates:  TY 2003 
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ideal behavior associated with the individual’s identifi-
cation, then the individual experiences a loss of utility. 
If we apply the concept of identity in the context of tax 
compliance, the intuition is clear: 1) People are identi-
fied with the tax system; 2) The ideal behavior (norms) 
associated with this identification is that people think 
they should comply with the tax system and pay the ap-
propriate amount of tax; and 3) If people evade tax and 
thus their actual behavior departs from the ideal behavior, 
they will lose utility. Under this interpretation, people 
would differ by whether they are identified with the tax 
system or not and to what extent.


A second reason why Federal employees might be 
motivated to comply is a belief that they would face harsh 
penalties for modest infractions of the law. For example, 
Section 1203b of the Revenue Reform Act (RRA) of 
1998 requires termination of employment for any IRS 
employee who fails to timely file a tax return; even if a 
refund is owed. In addition to potentially career-ending 
penalties, Federal employees might believe they are sub-
ject to a higher level of tax scrutiny than members of the 
general public – a belief that is not entirely unfounded. 
In order to allocate its staff to those cases it deems the 
highest priority, the IRS classifies each new collection 
case. In recent years, the top three priority categories 
– in decreasing order of importance – have been: (1) 
open criminal investigations, (2) IRS employees, and 
(3) Federal employees and retirees. Other things being 
equal, collection cases assigned a higher priority are 
more likely to be worked. Therefore, Federal employees 
and retirees who fall behind in their tax obligations stand 
a greater chance of being contacted by the IRS than most 
other taxpayers.


This explanation is consistent with the standard 
model on tax compliance (Allingham and Sandmo, 
1972).  The standard tax compliance model is based 
on traditional expected utility theory. In this model, a 
rational individual takes his income ( )W  that is un-
known to the tax authorities, the tax rate( )t , the audit 
probability ( )p , and the penalty rate ( )f  as given and 
chooses his declared income( )X . After the individual 
declares his income, and if his declared income is less 
than his true income, he faces two possibilities: 1) With 
probability ( )p−1 , he will not be audited by the tax 


authorities so that he gains by ( )XWt − ; and 2) With 
probability p , he will be audited and the tax authori-
ties will then know his true income. The consequence 
is that he will have to pay tax on the undeclared income 
( )XW −  at penalty rate ( )f  that is greater than tax rate
( )t . In other words, he will lose by  
The individual chooses his optimal declared income 
( )*X  by maximizing his expected utility function: 
        XWftXWputXWupUE  1 . The 


model implies that increasing audit probability ( )p  or 
penalty rate ( )f  can reduce tax evasion.


In order to test the hypothesis of higher filing compli-
ance by Federal employees, we compared Schedule H 
filing rates for IRS employees who reported more than 
$150,000 AGI in TY 2003 to non-IRS employee filers 
in the same income category. [We wanted to use data on 
all Federal employees but were unable to obtain payroll 
data from the Office of Personnel Management in time 
for this study.] Table 3 displays the frequency counts 
of Schedule H filers by IRS employment status. A Chi-
Square value of 16.298 indicates that IRS employees 
with reported AGI over $150,000 are more likely to 
file a Schedule H than non-IRS employees8 in the same 
income group. However, the motive for this behavior 
(whether identification with government as in Akerlof 
and Kranton (2000, 2002 and 2005) or fear of detection 
as in the traditional evasion literature) remains an open 
question.


Besides Federal employees, other D.C. area resi-
dents whose careers are tied directly or indirectly (e.g., 
lobbyists) to the Federal sector also might be motivated 
to comply with tax laws covering household employees. 
Barbara Kline, owner of a nanny placement service in 
the Washington, D.C. area, observed the following about 
the Bernard Kerik situation, “Maybe his illegal nanny 
didn’t seem like a problem in New York, but any pro-
fessionally ambitious Washington parent knows enough 
by now to play strictly by the rules. They make sure to 
hire either domestic or documented foreign help, and 
pay their social security, disability, and unemployment 
‘nanny’ taxes” (Kline, 2005). Another factor enhancing 
awareness of this issue in the Washington, D.C. area is 
the prominent press coverage in the Washington Post and 
other media outlets. Therefore, we believe that the high 
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Schedule H filing rates in Washington, D.C. and in the 
bordering states of Maryland and Virginia, could reflect, 
in part, a stronger imperative in the minds of taxpayers 
living in and near the nation’s capital of the obligation to 
report and pay Federal household employment taxes.


Finally, from Table 2 we note that communities such 
as Greenville, MS and Selma, AL neither have large 
high-income sub-populations or a significant Federal 
presence which might account for the higher observed 
Schedule H filing rates. Therefore, our tentative working 
hypothesis is that the higher filing rates in the southern 
states is a relic of historical and cultural factors that 
have traditionally viewed the hiring of household help 
as more socially acceptable than in other parts of the 
nation.9 In support of this view, we point out that the 
combined Schedule H filing rate for high income tax-
payers (i.e., with reported AGI of $150,000 or more) in 
Puerto Rico and the Virgin Islands is nearly 100 times 
the U.S. average. Although both Puerto Rico and the 
Virgin Islands are not included in this study due to their 
unique taxpayer populations, such large differences in 
Schedule H filing activity suggest that cultural factors 
could also be responsible for the higher filing rates in 
the South.   


Temporal Change in Filing Rates


Figure 3 and Table 4 show the change in Schedule H 
filing rates by state from TY 1996 to 2003. The national 
trend of declining filing activity is reflected in every 
state without exception. The states with the largest rate 
declines are located in the South and in the Washington, 
D.C. area. However, bear in mind states in these regions 


had higher initial levels of filing meaning that a change 
with the same relative impact on all states would result 
in disproportionate absolute rate changes in states in the 
South and in the D.C. area.


This relationship is seen more clearly in Table 4. For 
example, both Michigan and Alabama experienced a 43.7 
percent decline in Schedule H filing rates between 1996 
and 2003. However, the filing rate for Alabama fell by 
194 Schedule H filings per 100,000 returns whereas for 
Michigan the equivalent relative change resulted in a 
decline of only 52 filings per 100,000 tax returns.


However, these regional differences do not explain 
why Schedule H filing rates fell in all states during this 
period. To shed some light on this issue we turn to Table 5 
which shows the change in Schedule H filing by reported 
AGI in TY 1996 and 2003. The number of Schedule H 
filings has declined in all AGI categories except for those 
households that reported AGI of $500,000 or more. In 
TY 1996, households reporting less than $100,000 AGI 
accounted for 43 percent of all Schedule H filings, but 
by 2003 this group’s share had fallen to 33 percent of 
a smaller total. Taxpayers with reported AGI less than 
$100,000 accounted for over 70 percent of the total de-
cline of 85,912 Schedule H filings between TY 1996 and 
2003. Although the number of Schedule H filings grew 
among taxpayers with more than $500,000 in reported 
AGI, the overall filing rate fell because the number of 
filers in this income group grew faster than the number 
of new Schedule H filers.


Although taxpayers with AGI less than $100,000 
account for most of the decline in number of Schedule 


IRS Employee No Yes Total
No 4,744,126 126,850 4,870,976


97.4% 2.6% 100.0%
Yes 5,246 189 5,435


96.5% 3.5% 100.0%
Total 4,749,372 127,039 4,876,411


97.4% 2.6% 100.0%
Source:  Individual Return Transaction File


Schedule H Filer
TY 2003 Filers with AGI > $150K


Table 3.--Schedule H Filing by IRS Employees and Others with Reported AGI of $150,000 or More: TY 2003 







- 63 -


geograPhic variation in scheDuLe h fiLing rates


-200
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-194
AL
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-168
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-164
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-157
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-138
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-133
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-131
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-117
WV


-116
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-116
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-112
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-110
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-107
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-101
MO


-97
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-95
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-94
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-86
ND


-84
IA-79


NE


-76
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-71
CT


-69
AZ


-65
CO


-63
NH


-60
IN


-58
WY


-58
OR


-57
OH


-55
MN


-54
WI


-52
MI


-50
SD


-49
IL


-49
NJ


-47
ID


-47
WA


-46
NY


-45
PA


-40
MA


-40
MT


-36
RI


-35
AK


-31
UT


-27
NV


-22
HI


Change*100000
-300 to -200,  1  1.0%
-200 to -150,  5  5.0%
-150 to -100,  13  12.9%
-100 to -50,  18  17.8%
-50 to 0,  14  13.9%
No data


State Number Percent State Number Percent
North Dakota -85.7 -55.3% Delaware -94.3 -39.1%
Iowa -83.8 -47.4% New Mexico -96.5 -38.5%
West Virginia -117.4 -46.9% South Dakota -49.5 -38.3%
Oklahoma -111.7 -46.0% Ohio -57.2 -38.1%
Kansas -110.4 -45.9% Utah -31.2 -36.0%
Arkansas -107.2 -45.8% Pennsylvania -44.7 -35.3%
Wisconsin -53.7 -45.1% New Hampshire -63.1 -35.2%
South Carolina -168.3 -45.0% Colorado -65.1 -34.6%
Georgia -156.7 -44.4% Nevada -26.7 -33.5%
Kentucky -115.9 -44.3% Rhode Island -35.8 -33.4%
Missouri -101.0 -44.3% Minnesota -54.8 -33.3%
Michigan -52.2 -43.7% Texas -128.9 -33.0%
Alabama -193.6 -43.7% Montana -39.9 -32.9%
Indiana -60.4 -43.3% Wyoming -57.8 -31.4%
Florida -119.3 -43.1% Virginia -182.7 -29.9%
Nebraska -78.8 -42.1% Oregon -57.7 -29.3%
Idaho -47.5 -42.1% Illinois -49.2 -27.0%
Arizona -68.8 -42.0% New Jersey -48.9 -27.0%
Alaska -34.7 -42.0% California -75.7 -26.5%
North Carolina -131.1 -41.9% Connecticut -71.3 -23.0%
Tennessee -138.1 -41.8% Washington -46.8 -22.3%
Maine -95.2 -40.2% Maryland -133.5 -21.6%
Louisiana -164.0 -40.1% Massachusettes -40.5 -20.6%
Mississippi -144.2 -39.4% New York -46.1 -16.6%
Vermont -116.4 -39.4% District of Columbia -200.4 -16.4%
Hawaii -22.2 -39.4%
Source:  Individual Return Transaction File


Filing Rate Change Filing Rate Change


Figure 3.--Change in Schedule H Filing Rates:  TY1996-2003 


Table 4.--Change in Schedule H Filing Rates per 100,000 Taxpayers:  TY 1996-2003 
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H filings, Table 5 also shows that filing rates are lower 
among all income groups. This could indicate that house-
holds are either: (1) no longer reporting to the IRS wages 
paid to legal or illegal workers, or (2) are changing their 
lifestyles to reduce their dependence on paid household 
help, or (3) a combination of the above. As an example 
of a lifestyle change, the  Wall Street Journal recently 
reported that many parents are working flex-time sched-
ules in order to reduce the number of hours needed for a 
baby-sitter or nanny.10 In other cases, parents have tried 
sharing a full-time nanny among several families or 
enrolling their children in pre-school at an earlier age. 
Child-care providers involved in such sharing arrange-
ments may be considered self-employed under IRS rules 
if they control their work conditions (i.e., where and how 
the work is performed). However, no comprehensive data 
are available to measure how widespread such practices 
have become or whether this development alone could 
account for the large observed drop in Schedule H filings. 
We suspect that even with these arrangements it is likely 
that hiring legal domestic help is becoming increasingly 
a luxury good that is out of reach of most middle and 
high-middle income households and that the appeal of 
evasion is growing for many who cannot find legal sub-
stitutes among the self-employed or agency employees. 
As an indicator, the same Wall Street Journal article cites 
hourly rates for part-time nannies from $13 to $25, plus 
benefits such as paid vacations.


 Model Estimation


In this section, we estimate two empirical models 
of Schedule H filing activity. First, we estimate a pro-


bit model of TY 2003 Schedule H filing rates for 576 
3-digit zip code areas. Model specification A includes 
the four indicators of Schedule H filing propensity 
identified from tax return data (see Table 1). These are: 
percentage of taxpayers that report more than $150,000 
AGI (PctHiInc), percentage of taxpayers whose filing 
status is married filing joint (PctMFJ), percentage of 
taxpayers age 65 years or older (PctAge65+), and aver-
age number of exemptions for children living at home 
(AveChHomeEx). A priori, we expect positive signs on 
all four variables.


Model specification B adds the percentage of the 
resident population who are non-citizens (PctNonCiti‑
zen) and Federal employment as a percentage of total 
employment (PctFedEmp). We include PctNonCitizen 
to account for the possible influence of undocumented 
workers on the decision to file a Schedule H. Since it is 
unclear based on the earlier discussion (on page 3) if the 
mere presence of undocumented workers alone would 
influence taxpayers’ willingness to file a Schedule H, we 
are uncertain about the sign on PctNonCitizen.


We include PctFedEmp to represent the hypoth-
esized link (whether due to identification or a heightened 
sensitivity to the consequences of IRS enforcement 
actions) between Federal employees and the obligation 
to pay Federal taxes. Based on the earlier discussion 
we anticipate a positive sign on this coefficient. We use 
Census 2000 data as the source for both PctFedEmp and 
PctNonCitizen. For this study, we assumed there was no 
difference within observations on these two variables 
between 2000 and 2003.


Reported AGI 
Category TY 1996 TY 2003 Number Percentage TY 1996 TY 2003 Number Percentage TY 1996 TY 2003 Number Percentage


Under $100K 115,180,718  120,163,036  4,982,318 4.3% 137,097    76,395      -60,702 -44.3% 119           64             -55 -46.6%
$100-$200K 4,659,894      9,152,043      4,492,149 96.4% 77,692      52,840      -24,852 -32.0% 1,667        577           -1,090 -65.4%
$200-$500K 1,221,645      2,152,836      931,191 76.2% 66,507      60,355      -6,152 -9.3% 5,444        2,804        -2,641 -48.5%
$500K or More 333,896         559,068         225,172 67.4% 39,081      44,875      5,794 14.8% 11,705      8,027        -3,678 -31.4%
Total 121,396,153  132,026,983  10,630,830 8.8% 320,377    234,465    -85,912 -26.8% 264           178           -86 -32.7%


Source:  Individual Return Transaction File


Change


Schedule H Filing Rate (per 100,000 filers)


Change


All Filers


Change


Schedule H Filers


Table 5.--Change in Schedule H Filing by Reported AGI Category:  TY 1996 and 2003 
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Finally, we also include two regional dummy vari-
ables. South takes on a value of 1 for 3-digit zip codes 
located in any of the 11 southern states, 0 otherwise. 
Again, this variable takes into account any unique cul-
tural or historical factors we believe could be respon-
sible for the higher filing rates in these states. Similarly, 
DCRegion equals 1 for all 3-digit zip codes in D.C., 
Maryland, and Virgina, else 0. This variable is used to 
pick up any difference in compliance behavior on the 
part of non-Federal employee taxpayers living in and 
near Washington, D.C. We expect positive signs for both 
South and DCRegion. 


The estimated coefficients for the three models 
along with the Chi-Squared values are shown in Table 
6. The parameter labeled _C_ in Table 6 is the “natural 
response” rate which we assumed was equal to 0.0001 
in both specifications. In specification A, three of the 
four tax return variables are statistically significant. 
The negative sign on PctMFJ could indicate, as we 
mentioned above, that high-income households also tend 
to be married households and that when these charac-
teristics are entered as independent effects, their influ-
ence on Schedule H filing propensity changes. Perhaps 
among low and middle-income married households, the 
presence of a second adult in the home means routine 
domestic chores can be performed largely within the 
family and not require outside paid assistance.


In specification B, PctAge65+ is not significant 
but both regional dummies (South and DCRegion) are 
significant and with the predicted sign. PctFedEmp and 
PctNonCitizen also are significant. The latter finding 
could indicate that areas with large non-citizen popula-
tions also contain a documented labor force available 
for employment in the household sector. However, this 
is only speculation on our part as we have not examined 
this issue in any detail.


A test for normality of the regression residuals finds 
that spatial autocorrelation is present and, therefore, it 
is likely the model has not adequately accounted for 
all of the factors influencing filing behavior. There are 
pockets of positive spatial autocorrelation are in scattered 
locations throughout the South, in rural Virginia/West 
Virginia, and in Southern California. Also present are 
zones of high negative spatial autocorrelation in New 


Jersey, Long Island, southern Connecticut, Atlanta and 
Dallas. The Virginia suburbs of Washington, D.C. and 
coastal Virginia appear to have lower than expected fil-
ings while the Maryland suburbs of D.C. have higher 
than expected filings along with D.C. itself. The mixed 
findings for suburban Washington, D.C. might indicate 
that the residential location of high-income Federal 
employees, lobbyists, and officers of corporations with 
Federal government contracts is more important than 
the mere presence of Federal employee filers. Another 
factor possibly influencing Schedule H filing rates is the 
degree of economic inequality present in an area which 
could influence the demand and supply for household 
labor. However, we did not explore this hypothesis in 
this study.


Using the probit analysis results we estimated an 
OLS regression model of the percentage change in 
Schedule H filing rates for the 50 states plus the Dis-
trict of Columbia (right-most column of Table 4). The 
purpose of this model was to determine if any of the 


Parameter A B Final
Intercept -2.5159*** -2.8913*** -2.8457***


(697.62) (1541.81) (3312.02)
PctHiInc 5.7906*** 5.7937*** 5.9590***


(439.42) (519.86) (650.67)
PctMFJ -1.4887*** -1.3152*** -1.2999***


(91.8) (91.41) (151.52)
PctAge65+ -0.9272** .3944


(4.29) (1.74)
AveChHomeEx 0.0671 -0.0042


(0.43) (0.00)
PctNonCitizen 0.6411*** 0.5750***


(22.04) (25.24)
PctFedEmp 1.7650*** 1.6835***


(28.44) (26.35)
DCRegion 0.1389*** 0.1409***


(15.37) (15.95)
South 0.2246*** 0.2201***


(218.69) (216.53)
_C_ 0.0001 0.0001 0.0001


N 576 574 574
DF 571 565 567


-Log Likelihood 1,641,266.45  1,624,315.65  1,624,428.68
Chi-Square values in parentheses. *, **, *** denote significance at the
10%, 5%, and 1% levels respectively. The dependent variable in each
 regression is the fraction of taxpayers who file a Schedule H.


Model Specification


Table 6.--Probit Estimation Results: TY 2003 
Schedule H Filing Rates
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factors we identified as contributing to the propensity 
to file a Schedule H could help explain the change in 
state-level Schedule H filing rates between TY 1996 and 
2003. We used state data because we did not have zip 
code data for non-Census years. For the OLS model, 
both South and DCRegion are 0/1 dummy variables for 
the 11 southern states and the three states (DC, MD, and 
VA) in the national capital region, respectively. Instead 
of Census 2000 data for PctFedEmp, we use annual 
Bureau of Economic Analysis (BEA) estimates for state 
Federal employment to compute the change in percent-
age of Federal employment (dPctFedEmp). Instead of 
PctMFJ (the percentage of married filing joint filers), 
we calculate the change in percentage of MFJ taxpay-
ers (dPctMFJ) from tax return data. Because we did not 
have non-civilian population data for the beginning and 
ending years, we used Census Bureau annual estimates 
to compute the change in percentage of state population 
from international migration (dIntMigPctPop). Finally, 
we substituted for PctHiInc (the percentage of Schedule 
H files with reported AGI over $150,000) two variables: 
(1) pct96H_AGI150 – the percentage of Schedule H fil-
ers with reported income less than $150,000 in TY 1996 
and (2) dPct_AGI500 – the change in percentage of filers 
with more than $500,000 in reported AGI. The variable 
pct96H_AGI150 captures the evident change in filing 
behavior by taxpayers with less than $150,000 in AGI 
since TY 1996. The variable dPctAGI500 is included to 
account for the ameliorating effects on Schedule H filing 
associated with growth in the number of taxpayers in the 
category with highest AGI (see Table 5). We predict all 
variables will have the same signs as determined from 
the probit analysis and dPctAGI500 will have a positive 
sign. We predict pct96H_AGI150 will have a negative 
sign; that is, a larger concentration of TY 1996 Schedule 
H filers with AGI under $150,000 will lead to a smaller 
filing rate in TY 2003. The OLS regression results are 
shown in Table 7.


 Discussion


The results from the OLS regression model in Table 
7 show that the two income-based variables are highly 
significant predictors of the change in Schedule H filing 
behavior and account for most of the adjusted R Square 


value of 0.68. This is a clear indication that the recent 
decline in Schedule H filing is linked to a shift away from 
the employment of household workers by middle and 
upper-middle income taxpayers. However, because the 
data also show filing rates have decreased for all income 
groups, we can not rule out the possibility that evasion 
is increasing, possibly in relation to the steady influx of 
undocumented workers entering the U.S.


The significance (at the 5% level) of the change in 
Federal employment on Schedule H filing behavior is 
interesting and warrants further analysis. Whether this 
result is due to Federal employees’ identification with 
the tax system or heightened sensitivity to the conse-
quences of enforcement is unclear. We presented evi-
dence (in Table 3) that high-income IRS employees file 
the Schedule H more frequently than similarly situated 
non-IRS employee taxpayers. We will continue efforts 
to develop a profile of Schedule H filing for all Federal 
employees. We anticipate this will be accomplished in 
the near future.


Future research will examine in greater depth the 
hypothesized relationship between the propensity to 
file a Schedule H and strength of identification with the 


Parameter Coefficient
Intercept -0.0377


(-0.7491)
p96H_AGI150 -0.5350***


(-6.7639)
dPctMFJ 0.7330


(1.1878)
dPctFedEmp 8.2030**


(2.0932)
dPct_AGI500 0.0845***


(4.1800)
south -0.0145


(-0.7894)
dcregion 0.0180


(0.4766)
dIntMigPctPop -0.0723


(-0.8405)


Adj. R-Square 0.6800
t-values in parentheses. *, **, *** denote significance at the 10%, 5%,
and 1% levels respectively. The dependent variable is the percentage
change in Schedule H filing rate from TY 1996-2003.


Table 7.--OLS Estimation Results 
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tax system. Our probit model results indicate this could 
be a factor in the decision to file a Schedule H for both 
Federal employees and others living in the national 
capital region. However, our current research did not yet 
separate the influence of identification from heightened 
enforcement environment on Federal employees and 
retirees and others with ties to the Federal government. 
One possible approach to tackle this problem might be 
to combine our data on Schedule H filing with survey 
data from which we might be able to construct a proxy 
for taxpayers’ identification with tax systems.


In this research, we define the filing rate of Sched-
ule H as the ratio of the number of filers who filed a 
Schedule H with their tax return over the number of 
tax filers who filed an individual income tax return. We 
fully recognize that this definition is less than ideal. One 
alternative would be to define the filing rate as the ratio 
of the number of filers who filed a Schedule H divided 
by the expected number of Schedule H filers. Deriving 
an estimate of the expected number of Schedule H fil-
ers is on our research agenda. Large-scale surveys like 
the Census, the Current Population Survey (CPS), and 
the Survey of Income and Program Participation (SIPP) 
might be useful for this purpose. We think that construct-
ing a new measure of Schedule H filing compliance 
would make an interesting and significant contribution 
in the area of tax compliance research.


Finally, we will investigate further the role of his-
torical and/or cultural factors in the decision to file the 
Schedule H. Consultation with industry experts may 
help in this regard.


 Summary


Our analysis of tax return, Census, and other data 
has determined the following about Schedule H filers 
and the recent decline in filing activity:


1) Schedule H filers are concentrated among house-
holds with more than $150,000 AGI, who select 
the married filing joint filing status, whose primary 
taxpayer is age 65 or older, and who claim more 
exemptions for children living at home than the 
average taxpayer.


2) The states with the highest Schedule H filing rates 
are the District of Columbia, Maryland, and Vir-
ginia. Taken together, filing rates in the three-state 
region bordering Washington, D.C. are 3.1 times 
higher than the rest of the nation. The Schedule H 
filing rate for the District of Columbia is more than 
six times the national average of 161 filings per 
100,000 tax returns. Schedule H filing also occurs 
with greater frequency among taxpayers living in 
the 11 southern states.


3) A probit model of Schedule H filing rates by 3-
digit zip code finds the percentage of high-income 
households, percentage of married filing joint 
returns, percentage of Federal employment, per-
centage of the population who are non-citizens, 
and location in the 11 southern states or the three-
state national capital region (DC, MD, and VA) are 
statistically significant predictors of Schedule H 
filing. However, the regression residuals indicate 
some remaining spatial autocorrelation. Areas of 
positive spatial correlation occur in the South, in 
non-urban zip codes of Virginia and West Virginia, 
and in Southern California. Areas of possible 
negative spatial correlation occur in Northern New 
Jersey, Long Island, Connecticut, Florida, and the 
Virginia suburbs of Washington, D.C.


4) Using state data, an OLS regression of the percent-
age change in Schedule H filing rates between TY 
1996 and 2003 finds positive correlations for the 
percentage change in high-income (> $500,000 
AGI) filers and percentage change in Federal em-
ployment. A negative correlation was found for per-
centage of TY 1996 Schedule H filers with reported 
AGI less than $150,000. Analysis of tax return 
data finds that over 70 percent of the 85,912 drop 
in Schedule H filings between TY 1996 and 2003 
occurred among taxpayers with less than $100,000 
in reported AGI, confirming that Schedule H fil-
ing has become increasingly concentrated among 
the very wealthy. However, the data also show 
that Schedule H filing rates declined substantially 
among all income groups during this same period 
underscoring the existence of a broad-based change 
in taxpayer behavior.
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5) The observed geographic variation in Schedule 
H filing rates--higher in the South and the Wash-
ington, D.C. area--int at the possible influence of 
cultural or behavioral factors on taxpayer filing 
decisions. In particular, the extreme high filing 
rates in the national capital region could indicate 
the influence of identity or heightened sensitivity 
to enforcement consequences not present in the 
general population. Further research will examine 
these issues in greater detail.


 Endnotes


1 See The Beaumont Enterprise News, “The Nanny 
411,” January 30, 2005.


2 See The Wall Street Journal, “The Case for Paying 
the Nanny Tax: Despite Risks, Families Skirt the 
Law,” March 17, 2005.


3 See BLS’ Occupational and Employment Statis-
tics website at http://www.bls.gov/oes/home.htm.


4 See The Wall Street Journal, “Number of Au Pairs 
Increases Sharply,” March 1, 2005.


5 Cited in Kline (2005).


6 This difference is statistically significant at the 
0.001 level using a t-test with unequal variance.


7 The 11 southern states are: Alabama, Arkansas, 
Florida, Georgia, Louisiana, Mississippi, North 
Carolina, South Carolina, Tennessee, Texas, and 
Virginia.


8 The category “Non-IRS employees” includes all 
non-IRS Federal civilian and military employees. 
Thus, if identification with government is a factor 
responsible for different filing rates, we may be 
underestimating the difference between IRS and 
non-Federal employees.


9 Although we only show state-level filing rates for 
TY 2003, the 11 southern states as a group exhibit 
higher filing rates for every year for which we 
have data.


10 See The Wall Street Journal, “Adventures in 
Babysitting: How to Hire Part-Time Child Care in 
a Hot Market,” September 22, 2005.
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Prelude to Schedule M-3:  Schedule 
M-1 Corporate Book-Tax Difference Data, 1990-2003*


by Charles Boynton and Portia DeFilippes, Office of Tax Analysis, U.S. Treasury 
Department, and Ellen Legel, Internal Revenue Service


For most large corporations, the new Schedule M-
3 book-tax reconciliation replaces the 4-decade 
old Schedule M-1, effective December 2004. The 


goal of this paper is: (1) to present Schedule M-1 data 
and other selected tax return data for the immediately 
preceding 14-year period, 1990-2003; and (2) to ad-
dress tax policy data interpretation issues related to U.S. 
intercompany dividends (ICD) improperly included on 
corporate tax returns by some large taxpayers.1  First, 
we review events leading to the replacement of Schedule 
M-1 with Schedule M-3. We then present Schedule M-1 
data and other selected tax data for 1990-2003 for two 
populations: (1) all corporations normally subject to the 
U.S. Federal corporate income tax; and (2) the subset 
that would have filed Schedule M-3 if the 2004-2006 
requirements had been effective for the earlier years.2 
Most corporations with total assets of $10 million or 
more are subject to Schedule M-3 starting in December 
2004, and others entities (corporations and partnerships) 
will be subject starting in December 2006; we focus our 
Schedule M-1 discussion on the 1990-2003 data for 
such corporations. We conclude by discussing certain 
tax policy issues in interpreting Schedule M-1 data for 
1990-2003 relating to U.S. intercompany dividends 
(ICD) improperly included on corporate tax returns by 
some large taxpayers. These issues will likely remain 
unresolved until Schedule M-3 data replace Schedule 
M-1 data. 


	Dissatisfaction With Schedule M-1


A Treasury report in 1999 and Treasury testimony 
in 2000 by Assistant Secretary (Tax Policy) Jonathan 
Talisman noted the growing book-tax gap from 1991 to 
1997 between pretax book income on Schedule M-1 and 
tax net income on page 1 of Form 1120. Both the report 
and the testimony viewed the 1990s book-tax gap as a 
possible indicator of corporate tax shelter activity, but 
also noted the difficulty in interpreting Schedule M-1 
book-tax difference data.3  Mills-Plesko (2003) proposed 


a redesign of Schedule M-1 to increase the transparency 
of the corporate tax return book-tax reconciliation and to 
improve data interpretability.4  The Mills-Plesko (2003) 
Schedule M-1 recommendations are largely reflected in 
Schedule M-3, particularly in Part I.5 


	Schedule M-1 Versus Schedule M-3


Exhibit I presents a partial detail of Form 1120, 
page 1 and Schedule M-1. Schedule M-1 is intended to 
reconcile book income on Schedule M-1, line 1, with 
tax net income on Form 1120, page 1, line 28. 


Exhibit II presents a partial detail of Schedule M-3 
Part I and Part II. Part I reconciles worldwide consolidat-
ed financial statement income with income per income 
statement of includible corporations (members of the tax 
return consolidation group listed on Form 851). Parts II 
and III reconcile income per income statement of includ-
ible corporations (“book”) with tax net income on Form 
1120, page 1, line 28. Differences between book and tax 
are characterized as temporary or permanent. 


Part I of Schedule M-3 is important. It defines the 
starting point for the book-tax reconciliation for the first 
time in corporate tax history. On Schedule M-1, we know 
where the reconciliation ends (tax net income) but not 
where it begins (book). Taxpayers choose Schedule M-1 
line 1 book income to suit them. Schedule M-3, Part I, 
line 11 is what Schedule M-1, line 1 should have been 
all along. Schedule M-3 uses many of the Schedule M-1 
revisions proposed by Mills-Plesko (2003), in particular, 
Schedule M-3, Part I.


The goal of Schedule M-3 is greater transparency 
and uniform organization in book-tax data at the time of 
return filing so that the data may be used to determine 
what returns will and will not be audited and to determine 
what issues will and will not be examined on the returns 
selected for audit.
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	Schedule M-3 Effective 2004


Effective for all tax years ending on or after Decem-
ber 31, 2004, U.S. corporations with end-of-year total 
assets of $10 million or more filing Form 1120, U.S. 
Corporation Income Tax Return, must complete Sched-
ule M-3, Net Income (Loss) Reconciliation for Corpora‑
tions With Total Assets of $10 Million or More, in place 
of Schedule M-1, Reconciliation of Income (Loss) per 
Books With Income per Return.  Effective tentatively for 
all tax years ending on or after December 31, 2006, the 
requirement to complete Schedule M-3 will be extended 
to U.S. insurance companies (life insurance companies 
filing Form 1120-L and property and casualty insurance 
companies filing Form 1120-PC), to S corporations filing 
Form 1120-S, and to partnerships filing Form 1065, all 
with total assets of $10 million or more.6 The January 
28, 2004, joint Treasury-IRS announcement of Sched-
ule M-3 indicated that Schedule M-3 would become an 
important IRS audit selection tool both for the selection 
of corporate returns for audit and the identification of 
issues on a return for audit.7


	Source of 1990-2003 Data8


A statistical sample of tax return data is electroni-
cally encoded annually by the Statistics of Income Divi-
sion (SOI), Internal Revenue Service, for the use of the 
Office of Tax Analysis (OTA), U.S. Department of the 
Treasury, and the Joint Committee on Taxation (JCT), 
U.S. Congress.  These data include Schedule M-1 data. 
Selected tax return data for all corporations normally 
subject to the U.S. Federal corporate income tax are sum-
marized annually by SOI in Table 12 of Publication 16, 
Statistics of Income, Corporation Income Tax Returns.  
SOI Publication 16 tables do not present Schedule M-1 
data. To date, only Plesko (2002) (for 1996-1998) and 
Plesko-Shumofsky (2005) (for 1995-2001) have pre-
sented Schedule M-1 data for the SOI Publication 16 
Table 12 population. 


	Discussion of Tables 1-4


Tables 1 through 4 all have the same standardized 
format for presenting Schedule M-1 data and selected 
tax return data for 1990-2003.9  The title of the table 
indicates the population or population split for which the 


table aggregates data. For example, Table 1 presents data 
for all corporations excluding those that file specialized 
Forms 1120 as S corporations, as regulated investment 
companies (RIC’s), or as real estate investment trusts 
(REIT’s).  Table 2 restricts the Table 1 population to 
domestic corporations with total assets at end of year 
of $10 million or more as reported on Form 1120, 
Schedule L.10 


Each table has three panels. The first row of each 
panel indicates the weighted number of returns for the 
year for the panel tabulated (N1, N2, and N3 for the 
first, second and third panels).  Returns are weighted 
because a statistical sample of firms is used to repre-
sent the population.  Generally, firms larger than $10 
million in total assets have a weight of 1, that is, they 
represent only themselves in the sample. Smaller firms 
generally have weights of greater than 1 (for example, 
5), that is, the selected firm represents several similar 
firms (for example, 5 firms).  In preparing the tables, 
we had a “suppression” program check to see if any 
year (column) of data for any table panel was based 
on fewer than 10 weighted returns or fewer than three 
original records (“unweighted” returns).  SOI does not 
allow reporting of data based on such low counts both 
for statistical reasons (not less than 10 weighted returns) 
and to preserve taxpayer confidentiality (not less than 
three original records, that is, unweighted returns).  If our 
suppression program detects a low count for any “data 
cell”, we must suppress not only that data cell but also an 
adjacent data cell so that the data cannot be recreated by 
subtraction using any other totals presented or available 
elsewhere.  In Tables 3 and 4, we have suppressed all 
data in the second and third panels as an overly cautious 
and simplified response to the restrictions on low counts 
for any “data cell.”


The first panel of each table is divided into two 
sections, “Summary” and “Schedule M-1 Detail.”  In 
the summary section, we present the weighted number 
of returns on which our data are based and selected 
aggregate data from Schedule M-1 or elsewhere in the 
return. For example, tax net income is from Form 1120, 
page 1, line 28. In some cases, the data are calculated. 
For example, pretax book income is the result of add-
ing the amounts for Schedule M-1 line 1 and line 2. 
Book-tax difference is pretax book income minus tax 
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PreLuDe to scheDuLe m-3:  scheDuLe m-1 corPorate Book-tax Difference Data, 1990-2003*


net income. We present both the SOI tabulated amount 
for the U.S. intercompany dividend (ICD) adjustment 
(available from SOI for 1999 on) and our estimate of 
that adjustment for all years 1990-2003 (more about this 
later).  We calculate an amount we term “M-1 Explains” 
which is the net amount of book-tax difference reported 
by the taxpayer on Schedule M-1.11  We also calculate a 
net error amount indicating the amount of the book-tax 
difference not included in either M-1 Explains or our 
estimate of the ICD adjustment.


In the second section of the first panel of each table 
(“Schedule M-1 Detail”), we present the aggregate 
amounts from the Schedule M-1 line items and certain 
calculated amounts. The sign is shown consistently in 
terms of the effect on a positive book-tax difference. 
A positive amount increases the book-tax difference; 
a negative amount decreases the book-tax difference. 
Consistent with the literature since Talisman (2000), 
we treat pretax book greater than tax net income as a 
positive book-tax difference. 


The second panel on each table (unless suppressed) 
presents aggregate data for those corporations in the first 
panel that, for some reason, reported only pretax book 
income, that is, no other data appeared in the body of 
Schedule M-1. 12


The third panel on each table (unless suppressed) 
presents aggregate data for those corporations in the first 
panel that, for some reason, do not even report amounts 
for Schedule M-1 line 1 and line 2.13


Schedule M-1 data for 1990 are not as complete as 
for other years. SOI only tabulated: line 1, net income 
(loss) per books; line 2, Federal income tax per books; 
line 6, total of lines 1 through 5; line 9, total of lines 7 and 
8; and line 10, the reconciliation amount corresponding 
to unedited tax net income (tax net income before the 
U.S. intercompany dividend (ICD) adjustment). 14


	Book-Tax Difference Data 1990-200315


For comparison with Table 12 in Publication 16, 
Statistics of Income, Corporation Income Tax Returns, 
and with Plesko (2002) and Plesko-Shumofsky (2005), 


we first present, in this section of the paper, aggregate 
net data for all corporations normally subject to the 
U.S. Federal corporate income tax.  We then present, 
in the next section of the paper, the aggregate net data 
for domestic corporations with assets of $10 million or 
more, the corporations that would have been subject to 
Schedule M-3 if the 2004-2006 requirements had been 
effective for the earlier years.


Figure 1 based on Table 1 presents aggregate net 
pretax book income and aggregate tax net income for 
all corporations for 1990-2003. It also presents the 
calculated book-tax differences and an amount we term 
M-1 Explains. Finally, it presents an amount we term 
“estimated intercompany dividend (ICD) adjustment.”


•	 Pretax book income is the sum of Schedule M-1, 
line 1, Net income (loss) per books, and Schedule 
M-1, line 2, Federal income tax per books. 


•	 Tax net income is Form 1120 line 28 taxable 
income before net operating loss deduction (line 
29a) and special deductions (dividends received 
deductions) (line 29b).


•	 Book tax difference is pretax book income minus 
tax net income. This definition has been in general 
use since the Talisman (2000) Senate testimony on 
tax shelters and the possible effect of tax shelters 
on the corporate tax base.


•	 M-1 Explains is our term for the book-tax differ-
ence actually reported by the taxpayer on Sched-
ule M-1 as originally filed.16  M-1 Explains and 
book-tax difference calculated using the Talisman 
(2000) approach differ by the amount of the U.S. 
intercompany dividend (ICD) adjustment to tax 
net income.17 


Some taxpayers improperly include U.S. intercom-
pany dividends (ICD) in tax net income on Form 1120, 
page 1, line 28, the reconciliation target for Schedule 
M-1.18 The taxpayer then removes the same amount as 
a 100-percent dividends-received deduction on line 29b 
so that it does not increase final income subject to tax 
on line 30.
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ICD should be eliminated in determining tax net 
income. SOI removes all ICD amounts that it identifies 
in tax net income. Taxpayers who include ICD in tax 
net income must also include it somewhere in Schedule 
M-1.  SOI does not know where in Schedule M-1 the 
ICD is in general, and, therefore, SOI does not remove 
ICD from the body of Schedule M-1 but rather, start-
ing in 1999, from Schedule M-1, line 10.19 The result is 
that M-1 Explains and book-tax difference as defined 
by Talisman (2000) differ by the amount of the ICD 
adjustment to tax net income.


SOI began tabulating the ICD adjustment in 1999, 
although it made the adjustment without tabulation as a 
separate file variable starting in 1990. We estimate the 
ICD adjustment for all years studied: 1990-2003. We 
estimate the ICD adjustment as unedited Schedule M-1, 
line 10 minus edited Form 1120, page 1, line 28 (if it is 
a positive difference) for corporations filing a consoli-
dated return.20  For 1999-2003, we present our estimate 
and the tabulated ICD. For consistency across years, 


our discussion uses our estimate of the ICD adjustment 
unless otherwise stated.


	Assets of $10 Million or More 21


In this and later sections of the paper, we present 
the data for domestic corporations with assets of $10 
million or more, the corporations that would have been 
subject to Schedule M-3 if the 2004-2006 requirements 
had been effective for the earlier years.


Figure 1 is for all corporations (excluding S, RIC, 
and REIT). Figure 2  based on Table 2  is for domestic 
corporations with total assets of $10 million or more 
(excluding S, RIC, REIT, and F) and presents a picture 
of aggregate net pretax book income, tax net income, 
book-tax difference, M-1 Explains, and ICD adjustment 
similar to that in Figure 1. This is because most of the 
aggregate net Schedule M-1 line item amounts (including 
most of the aggregate net pretax book income, which is 
the sum of Schedule M-1, line 1 plus line 2), aggregate 
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Figure 1. Pretax Book Income, Tax Net Income, Book-Tax Difference, M-1 Explains, 
and Estimated Intercompany Dividend (ICD) Adjustment For All Corporations 
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net tax net income, and aggregate ICD adjustment of 
all corporations are in fact reported by those domestic 
corporations with $10 million or more in assets.


	What Drives Schedule M-1 Swings?22


Schedule M-1 offers detail breakout for depreciation, 
tax-exempt interest, stock options (starting 2002), travel 
and entertainment limitations, and capital loss limitation. 
“M-1 Detail Explains” is our term for the net effect of 
these items on M-1 Explains.  “M-1 Other Explains” is 
our term for the balance of M-1 Explains not included 
in M-1 Detail Explains.


Figure 3 presents M-1 Explains, M-1 Detail Ex-
plains, M-1 Other Explains, and depreciation explains 
for corporations with total assets of $10 million or more. 
M-1 Detail Explains is essentially depreciation. The 
other detail items tend to net out. The swings in M-1 


Explains are driven by the swings in M-1 Other Ex-
plains, that is, by the amounts without detail breakouts. 
We will not know what is behind M-1 Other Explains 
until we have the standardized transparent structure of 
Schedule M-3.23 


	Issues in Interpreting Schedule M-1  
 Data 


Figure 4 based on Tables 3 and 4 shows that, for 
1993-2000, among corporations with total assets of $10 
million or more, those requiring the U.S. intercompany 
dividend (ICD) adjustment (to be discussed in Figure 5 
under two alternative assumptions labeled Case 1 and 
Case 2) reported lower net aggregate M-1 Explains than 
those that did not require the ICD adjustment (to be dis-
cussed in Figure 5 as reference Case 3).  In particular, 
the corporations requiring the ICD adjustment appeared 
to have an aggregate net M-1 Explains of approximately 
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Figure 2. Pretax Book Income, Tax Net Income, Book-Tax Difference, M-1 Explains, 
and Estimated Intercompany Dividend (ICD) Adjustment For U.S. Corporations 


With Assets>=$10 Million (Excluding S, RIC, REIT, F)
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Figure 4. M-1 Explains For Corporations Requiring The Intercompany Dividend 
(ICD) Adjustment (Cases 1&2)  Versus M-1 Explains For Corporations Not 


Requiring The ICD Adjustment (Case 3) For U.S. Corporations With Assets >=$10 
Million


-200,000


-150,000


-100,000


-50,000


0


50,000


100,000


150,000


200,000


250,000


1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003


Year


$ 
M


ill
io


n


Case 1&2: M-1 Explains -- ICD Adj. Required Case 3: M-1 Explains -- ICD Adj. Not Required


Page 1Schedule M-1 1990-2003 Data Table (01.13.06)Figures-SOI-Preprint Legel.xls


Figure 3. Schedule M-1 Explains, Schedule M-1 Detail Explains, Schedule M-1 
Other Explains, and Depreciation Explains For U.S. Corporations With 


Asset >=$10 Million
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zero during the boom years of 1994-1998. Corporations 
not requiring the ICD adjustment had a large aggregate 
net positive M-1 Explains those years.


	We Develop “What If” Cases:


	Case 1:  ICD adjustment present, and we back it 
out of Schedule M-1, line 1.


	Case 2:  ICD adjustment present, and we back it 
out of Schedule M-1, line 4.  Here, line 4 is sim-
ply a surrogate for any line in the body of Sched-
ule M-1.


	Case 3:  ICD adjustment not present. Case 3 is 
our reference for analysis for Case 1, M-1, line 
1 versus Case 2, M-1, line 4. Case 3 controls for 
changes in the economy across years.


Effect of Case 1:  If the ICD adjustment should be 
removed from Schedule M-1, line 1, pretax book income 
and book-tax difference will be reduced, and book-tax 
difference will equal M-1 Explains as observed. 


Effect of Case 2:  If the ICD adjustment should be 
removed from the body of Schedule M-1, say, Schedule 
M-1, line 4, income for tax not for book, M-1 Explains 
will be increased, and M-1 Explains will equal book-tax 
difference as calculated using the Talisman (2000) ap-
proach that we and others generally follow.


Effect of firm size on our analysis:  The approxi-
mately 1,100 corporations in 2002 with total assets of 
$10 million or more requiring the ICD adjustment are 
about 25 times larger in mean assets than the approxi-
mately 42,000 corporations that year with total assets of 
$10 million or more not requiring the ICD adjustment 
(Cases 1 and 2, $13.8 billion; Case 3, $561 million).  In 
the following analysis, we control for the possible ef-
fects of size differences by calculating aggregate M-1 
Explains as a percentage of aggregate total receipts for 
the group requiring the ICD adjustment (Cases 1 and 
2) and for the group not requiring the ICD adjustment 
(Case 3).


In Figure 5 based on Tables 3 and 4, the top two lines 
lie along each other and represent our Case 1 and Case 


2 calculated book-tax difference as a percent of total 
receipts for corporations requiring the ICD adjustment 
and Case 2 restated M-1 Explains as a percentage of 
total receipts after the ICD adjustment is removed from 
Schedule M-3, line 4.  In essence, we move Case 2 M-1 
Explains up to equal book-tax difference.


In Figure 5, the bottom two lines lie along each 
other and represent our Case 1 and Case 2 observed M-1 
Explains as a percent of total receipts for those requiring 
the ICD adjustment and the Case 1 recalculated book-
tax difference after the ICD adjustment is removed from 
Schedule M-1, line 1. In essence, we move Case 1 book-
tax difference down to equal M-1 Explains.


In Figure 5, the middle two lines lie along each other 
and represent our Case 3 calculated book-tax difference 
and our Case 3 observed M-1 Explains, each as a per-
centage of total receipts, for corporations not requiring 
the ICD adjustment. 


In Figure 5, the middle two lines are our reference. 
If the lower two lines are plausible for corporations 
requiring the ICD adjustment, then we remove the ICD 
adjustment from Schedule M-1, line 1, and book-tax 
difference, effectively recalculating book-tax difference 
to agree with what taxpayers declared in M-1 Explains. 
We question whether large corporations would have 
essential no book-tax difference during the boom years 
of the 1990’s at a time when corporations not requiring 
the ICD adjustment had a large aggregate net positive 
book-tax difference and M-1 Explains.24


If the lower two lines are not plausible, or if the 
upper two lines are more plausible, then we remove the 
ICD adjustment from Schedule M-1, line 4, accept book-
tax difference as calculated under the Talisman (2000) 
approach, and restate M-1 Explains to agree with our 
calculated book-tax difference.


The question about where we should remove the 
ICD adjustment in Schedule M‑1 is important. If the 
ICD adjustment should be removed from Schedule M-
1, line 1, book-tax difference as generally calculated 
involves an overstatement. The worry has been that the 
ICD adjustment often seemed to be about half of the 
book-tax gap for the boom years of the 1990’s.  But we 







- 82 -


Boynton, DefiLiPPes, anD LegeL


show it is often essentially a question of the existence 
of any book-tax gap for corporations requiring the ICD 
adjustment.


Figure 6 based on Tables 3 and 4 indicated that the 
corporations requiring the ICD adjustment generally 
have more aggregate net positive M-1 Detail Explains 
(essentially depreciation) as a percentage of total receipts 
than corporations not requiring the adjustment. We sug-
gest it is not plausible that these corporations would have 
no other net aggregate book-tax difference.  


	Evidence From Large Corporations


We also supplemented our analytical research on 
the ICD adjustment discussed in the prior section with 
a limited search of large corporation tax returns by SOI. 
We wished to determine if there was tax return evidence 
indicating whether Schedule M-1, line 1 or line 4, was 


generally used by large corporate taxpayers as the line for 
inclusion of the matching entry within Schedule M-1 for 
U.S. intercompany dividends (ICD) improperly included 
on Form 1120, page 1, line 28 (tax net income), and 
line 29b (dividends received deduction).  In particular, 
we wished to determine if the relative size of the ICD 
adjustment compared to the total amount on Schedule 
M-1, line 4, might function as a flag as to the location 
of the ICD item within Schedule M-1.25 


We first identified all returns for 2003 that involved 
an ICD adjustment of at least $1 billion. We then selected 
for examination five of the returns with an ICD adjust-
ment greater than the total amount on Schedule M-1, 
line 4, and five of the returns with an ICD adjustment 
less than the total amount on line 4. One coauthor then 
searched the supporting detail for these 10 returns for 
Form 1120, Schedule C (Dividends and Special Deduc-
tion) and Schedule M-1, line 4, to identify a caption indi-
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Figure 5. Book-Tax Difference and M-1 Explains To Total Receipts for U.S. 
Corporations With Assets>=$10 Million Requiring ICD Adjustment (Case 1 
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cating U.S. dividends included on Form 1120, Schedule 
C, and, therefore, on Form 1120, page 1, line 28, but not 
included in book income and an amount similar to the 
amount of the ICD adjustment. 


Note that these returns are each thousands of pages. 
Searching for a caption and amount in the supporting 
detail is time-consuming and averaged an hour each even 
though the coauthor doing the search is very familiar 
with working with the supporting detail for Form 1120, 
Schedule C, and Schedule M-1. In the case of all five 
returns with an ICD adjustment less than the total amount 
on Schedule M-1, line 4, it was possible to identify an 
appropriate caption and approximate amount in the sup-
porting detail for line 4. In the case of the five returns 
with an ICD adjustment greater than the total amount 
on Schedule M-1, line 4, the pattern was less clear with 
some support found for the ICD amount being included 


on Schedule M-1, line 1, some for line 4, and some 
totally unclear.


We realize a search on 10 returns out of a much larger 
number does not prove that the pattern of captions and 
amounts we found would be found on the returns that 
were not searched.  Further, our search does not prove 
what would be found if the IRS were to undertake a larger 
audit of large corporation Schedule M-1 detail. An IRS 
audit is unlikely because the better-structured Schedule 
M-3 is replacing the poorer-structured Schedule M-1 for 
larger corporate taxpayers. We do believe that our search 
on the 10 returns searched indicates that line 4 of Sched-
ule M-1 is at least a likely location for the matching entry 
within Schedule M-1 for U.S. intercompany dividends 
(ICD) improperly included on Form 1120, page 1, line 
28 (tax net income), and line 29b (dividends received 
deduction).  We also know from our search that some 
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Figure 6. M-1 Detail Explains To Total Receipts For Case 1 And Case 2 (ICD 
Adjustment Required) With Case 3 (No ICD Adjustment) As Reference For U.S. 
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corporations do include the ICD amount on Schedule 
M-1, line 1. If a taxpayer includes the matching ICD 
amount on line 4 of Schedule M-1, the taxpayer will, 
either intentionally or innocently, minimize the total 
book-tax difference reported on Schedule M-1.  If the 
taxpayer includes the matching ICD amount on Schedule 
M-1, line 1, use of the Talisman (2000) approach will 
inflate the measure of the taxpayer’s book-tax difference 
by the amount of the ICD adjustment. 


We believe that, on balance and given the uncertain-
ties associated with Schedule M-1 data, the Talisman 
(2000) approach for calculating book-tax differences is 
the appropriate approach when the goal is the assessment 
of aggregate compliance risk in the population. 


	Summary and Conclusion


For most large corporations, the new Schedule M-3 
book-tax reconciliation replaces the 4-decade-old Sched-
ule M-1, effective December 2004. The goal of this paper 
has been: (1) to present Schedule M-1 data and other 
selected tax return data for the immediately preceding 
14-year period, 1990-2003; and (2) to discuss tax policy 
data interpretation issues related to U.S. intercompany 
dividends (ICD) improperly included on corporate tax 
returns by some large taxpayers. 


•	 The method of calculating book-tax differences 
in general use since Talisman (2000) inflates the 
reported book-tax gap for the 1990’s for those 
corporations requiring the ICD adjustment that 
included the matching ICD amount in Schedule 
M-1, line 1. 


•	 On the other hand, corporations that included the 
matching ICD amount within the body of Sched-
ule M-1, say on line 4, minimized the total book-
tax difference reported on Schedule M-1. 


•	 The authors are aware that some large taxpayers 
in fact used Schedule M-1, line 1, and some used 
line 4 for the matching amount to balance the ICD 
amount improperly included on Form 1120, page 1.  


•	 In light of the ICD interpretation uncertainties, the 
authors recommend the Talisman (2000) approach 


to measuring the book-tax gap of the 1990’s for 
purposes of assessing compliance risk.


•	 Those issues will likely remain unresolved until 
Schedule M-3 data replace Schedule M-1 data.
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	Endnotes 


* Published on December 19, 2005, in Tax Notes, 
pages 1579-1599.  Reprinted with permission of 
Tax Analysts.


1  Our table values may not add and may differ from 
official Publication 16 Statistics of Income (SOI), 
Corporation Income Tax Returns.  values due to 
rounding.   The SOI corporate data file for year 
t includes all tax years ending between July of 
Calendar Year and June of Calendar Year t+1.


2  Corporations normally subject to the U.S. Fed-
eral income tax include U.S. corporations filing 
Form 1120 (no asset limitation) or Form 1120-A 
(assets of $500,000 or less), U.S. insurance com-
panies filing Form 1120-L or Form 1120-PC, and 
foreign corporations with effectively connected 
U.S. income filing Form 1120-F. Corporations 
not normally subject to the U.S. Federal income 
tax include corporations filing Form 1120-S (Sub-
chapter S corporations), Form 1120-REIT (Real 
Estate Investment Trusts), and Form 1120-RIC 
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(Regulated Investment Companies) that normally 
report their incomes proportionately to their own-
ers for taxation imposed on the owners rather than 
the corporation. 


3  See U.S. Department of the Treasury (1999) and 
Talisman (2000). See also Mills (1998) cited by 
Treasury (1999, page 32, note 118): “Mills finds 
evidence that the IRS is more likely to assert de-
ficiencies on firms with large book-tax disparities, 
indicating that such disparities are correlated with 
aggressive tax planning.”


4  See Mills and Plesko (2003) for the proposed 
redesign of Schedule M-1. For discussions of 
problems in interpreting Schedule M-1 book-tax 
reconciliation data and problems with the related 
Schedule L book balance sheet data, see Boynton, 
Dobbins, DeFilippes, and Cooper (2002), Mills, 
Newberry, and Trautman (2002), and Boynton, 
DeFilippes, Lisowsky, and Mills (2005). For dis-
cussions of the problems in reconciling financial 
accounting income and tax income, see McGill 
and Outslay (2002), Hanlon (2003), McGill and 
Outslay (2004), Plesko (2004), and Hanlon and 
Shevlin (2005).


5  For a discussion of the development of Schedule 
M-3, see Boynton and Mills (2004).


6  Schedule M-1 will continue to apply to domestic 
corporations with assets of $250 thousand to $10 
million of total assets or of less than $250 thousand 
in total assets but total receipts of $250 thousand 
or more. Schedule M-1 will also continue to apply 
to foreign corporations filing Form 1120-F.


7  U.S. Department of the Treasury, press release dat-
ed January 28, 2004, “Treasury and IRS Propose 
New Tax Form for Corporate Tax Returns.” 


 “The new Schedule M-3 would expand the cur-
rent Schedule M-1, which has not been updated 
in several decades.


 “The proposed Schedule M-3 will make differ-
ences between financial accounting net income 


and taxable income more transparent.  This will 
help agents determine from the return whether the 
return should be audited and identify the differ-
ences that matter most in the audit of the return. 
We see benefits to taxpayers and the IRS from the 
new Sschedule: a reduction in unnecessary audits 
and a swifter focus on those differences that are 
more likely to arise when taxpayers take aggressive 
positions or engage in aggressive transactions.  In 
addition, the increased transparency will have a de-
terrent effect,” stated Treasury Assistant Secretary 
for Tax Policy Pam Olson. 


 “The new Schedule will let the IRS sharpen and 
improve monitoring of corporate compliance,” 
said IRS Commissioner Mark W. Everson. “Our 
objective is to identify and resolve potential 
audit issues promptly. This information will 
help us do so.”


 “These changes will enable us to focus our com-
pliance resources on returns and issues that need 
to be examined and avoid those that do not,” 
said Deborah M. Nolan, IRS Large and Mid-Size 
Business Division Commissioner. “Increasing the 
transparency of corporate tax returns is critical to 
our objectives to provide certainty to taxpayers 
sooner and to improve overall compliance.”   


  8 Our table values may not add and may differ from 
official SOI Publication 16 values due to rounding.


  9  Our table values may not add and may differ from 
official SOI Publication 16 values due to rounding. 


10  Our Table 1 and SOI Publication 16 Table 12 
include data from foreign corporations with ef-
fectively connected U.S. income required to file 
Form 1120-F. Our Tables 2-4 include only domes-
tic corporations with $10 million or more in assets 
and exclude data from foreign corporations filing 
Form 1120-F.  Corporations filing Form 1120-F 
are not subject to Schedule M-3 and will continue 
to complete Schedule M-1. 


11   We calculate “M-1 Explains,” the net book-tax 
difference reported on Schedule M-1, as (line 7 
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plus line 8 minus the sum of lines 3, 4, and 5). 
This is the amount that must be subtracted from 
pretax book income, the sum of lines 1 and 2, to 
obtain line 10, the reconciliation amount corre-
sponding to unedited tax net income, that is, tax 
net income before any U.S. intercompany dividend 
adjustment.  See below for a discussion of the ICD 
adjustment.


12  This is the normal result for one group of corpo-
rations, namely, life insurance companies. Form 
1120-L does not have a Schedule M-1. Rather 
the companies attach a financial statement (An-
nual Statement) prepared according to statutory 
accounting principles prescribed by the National 
Association of Insurance Commissioners. The 
companies also attach a reconciliation of taxable 
income with the income in the Annual Statement. 
There is not a fixed form for the reconciliation. 
SOI creates a dummy Schedule M-1 for life 
insurance companies with only line 1 and line 2 
amounts derived from the Annual Statement.


13  Corporations with total assets of less than $250 
thousand and total receipts of less than $250 thou-
sand are no longer required to complete Schedule 
M-1 starting with 2002. 


14  We infer the 1990 amount of  M-1 Explains,--the 
net book-tax difference reported by the taxpayer 
on Schedule M-1,  as {M-1 line 9 minus line 6 plus 
line 1 plus line 2} which equals {[line 7 + line 8] 
–[line 1 + line 2 + line 3 + line 4 +line 5] + [line 
1 + line 2]} which equals {[line 7 + line 8] – [line 
3 + line 4 + line 5]} which is our defined  M-1 
Explains as stated in footnote 11.  See below for 
a discussion of the ICD adjustment.


15  Our table values may not add and may differ from 
official SOI Publication 16 values due to rounding.


16   We calculate M-1 Explains, the net book-tax dif-
ference reported on Schedule M-1, as [line 7 plus 
line 8 minus the sum of lines 3, 4, and 5]. This is 
the amount that must be subtracted from pretax 
book income, the sum of lines 1 and 2, to obtain 
line 10, the reconciliation amount corresponding 


to unedited tax net income, that is, tax net income 
before any U.S. intercompany dividend adjustment.


17  In addition to the ICD adjustment, the difference 
between M-1 Explains and book-tax difference 
includes other taxpayer errors, but the amount 
of other errors is small compared to the ICD 
adjustment.


18  Tax net income on Form 1120, page 1, line 28 is 
also the reconciliation target for Schedule M-3. 
See above.


19  As discussed later, even an extensive search of 
Schedule M-1 documentation for evidence of the 
location of the matching ICD amount may prove 
inconclusive.


20  Starting in 1999, we calculate unedited Schedule 
M-1 line 10 as edited line 10 plus the ICD 
adjustment for all corporations with an ICD 
adjustment.


21 Our table values may not add and may differ 
from official SOI Publication 16 values due to 
rounding.


22  Our table values may not add and may differ 
from official SOI Publication 16 values due to 
rounding. 


23  We note that IRS examiners have always been able 
to investigate the supporting documentation for the 
line item amounts on Schedule M-1 not on detail 
breakout lines on a single-firm basis. However, 
such Schedule M-1 amounts are not useful in re-
turn classification and issue identification because 
supporting details are not standardized and not 
available in machine-readable form. See below 
for a discussion of the difficulties of searching the 
supporting documentation for Schedule M-1.


24  There is a  plausible explanation for a large multi-
national taxpayer having a modest, zero,  or even 
negative book-tax difference reported on Schedule 
M-1 (modest, zero, or negative M-1 Explains 
in our terminology). If the taxpayer began the 
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Schedule M-1 with its U.S. domestic income from 
its financial statements prepared in accordance 
with Generally Accepted Accounting Principles 
(GAAP), then its taxable income would be higher 
due to foreign dividends and other payments from 
affiliates included in its tax net income, and these 
amounts would need to be reflected in Schedule 
M-1, presumably on line 4. If such a taxpayer also 
improperly included U.S. intercompany dividends 
(ICD) on Form 1120, page 1, and on Schedule 
M-1, line 4, any modest, zero, or slightly negative 
balance for M-1 Explains would probably become 
very negative. We would expect such a taxpayer to 
be consistent and to include the U.S. ICD on line 
4 if that is where it included the foreign subsidiary 
dividends and other income. In that case, backing 
out the ICD from line 4 would only restore M-1 
Explains to a modest, zero, or slightly negative 
balance. It would not cause the restated balance 
to exceed our Case 3 reference. If the taxpayer 
included on Schedule M-1, line 1, the sum of its 
GAAP domestic income and its foreign subsidiary 
dividends and other income and any improperly 
included ICD, the foreign subsidiary dividends 
and income would have no effect on either M-1 
Explains or book-tax difference under the Talis-
man (2000) approach, but the improperly included 
ICD would inflate the book-tax difference under 
the Talisman (2000) approach.


25  Negative amount representing accrual reversals 
may be among the items included on Schedule 
M-1, line 4, or for that matter, on lines 5, 7, or 8, 
making simple tests of Schedule M-1 line amounts 
difficult.


	References


Boynton, Charles; Dobbins, Paul; DeFilippes, Portia; 
and Cooper, Michael, Consolidation Issues in 
SOI 1997 Form 1120 Book Data Compared to 
Matched COMPUSTAT Data, unpublished work-
ing paper, Office of Tax Analysis, U.S. Depart-
ment of the Treasury, Washington, DC, May 2002.


Boynton, Charles; DeFilippes, Portia; Lisowsky, Pet-
ro; and Mills, Lillian, Consolidation Anomalies in 


Form 1120 Corporate Tax Return Data, Tax Notes, 
Volume 104, Number 4, 2005, pp. 405-417.


Boynton, Charles and Mills, Lillian, The Evolving 
Schedule M-3:  A New Era of Corporate Show 
and Tell?, National Tax Journal, Volume 57, 
Number 3, 2004, pp. 757-772.


Hanlon, Michelle, What Can We Infer About a Firm’s 
Taxable Income from Its Financial Statements?, 
National Tax Journal, Volume 56, Number 4, 
2003, pp. 831-863.


Hanlon, Michelle and Shevlin, Terry (2005), Book-
Tax Conformity for Corporate Income:  An 
Introduction to the Issues, Tax Policy and the 
Economy, Number 19, edited by James M. Po-
terba, National Bureau of Economic Research, 
Cambridge, MA, 2005. 


McGill, Gary and Outslay, Edmund, Did Enron Pay 
Taxes?:  Using Accounting Information To Deci-
pher Tax Status, Tax Notes, Volume 96, Number 8, 
2002, pp. 1125-1136.


McGill, Gary and Outslay, Edmund, Lost in Transla-
tion:  Detecting Tax Shelter Activity in Financial 
Statements, National Tax Journal, Volume 57, 
Number 3, 2004, pp. 739-756.


Mills, Lillian, Book-Tax Differences and Internal 
Revenue Service Adjustments, Journal of Ac‑
counting Research, Volume 36, Number 2, 1998, 
pp. 343-356.


Mills, Lillian; Newberry, Kaye; and Trautman, Wil-
liam P., Trends in Book-Tax Income and Balance 
Sheet Differences, Tax Notes, Volume 96, Number 
8 (August 19, 2002), pages 1109-1124.   


Mills, Lillian and George Plesko, Bridging the Gap:  
A Proposal for More Informative Reconciling 
of Book and Tax Income, National Tax Journal, 
Volume 56, Number 4, 2003, pp. 865-93.


Plesko, George A., Reconciling Corporate Book and 
Tax Net Income, Tax Years 1996-1998, Statistics 







- 88 -


Boynton, DefiLiPPes, anD LegeL


of Income Bulletin, Volume 21, Number 4, 2002, 
pp. 1-16.


Plesko, George A., Corporate Tax Avoidance and the 
Properties of Corporate Earnings, National Tax 
Journal, Volume 57, Number 3, 2004, pp. 729-37.


Plesko, George A. and Shumofsky, Nina, Reconciling 
Corporate Book and Tax Net Income, Tax Years 
1995-2001, data release, Statistics of Income Bul‑
letin, Volume 24, Number 4, 2005, pp. 103-108.


Talisman, Jonathan, Corporate Tax Shelters and the 
Corporate Tax Base, Penalty and Interest Provi‑
sions, Corporate Tax Shelters, testimony of Jona-


than Talisman, Assistant Secretary (Tax Policy), 
U.S. Department of the Treasury, before the U.S. 
Senate, Committee on Finance, Washington, DC, 
March 8, 2000, pp. 4-6


U.S. Department of the Treasury, Evidence of Growth 
in Corporate Tax Shelters, The Problem of Corpo‑
rate Tax Shelters:  Discussion, Analysis, and Leg‑
islative Proposals, Government Printing Office, 
Washington, DC, July 1999, pp. 31-33. 


U.S. Department of the Treasury, Treasury and IRS Pro‑
pose New Tax Form for Corporate Tax Returns, press 
release dated January 28, 2004, Washington, DC.







- 89 -


PreLuDe to scheDuLe m-3:  scheDuLe m-1 corPorate Book-tax Difference Data, 1990-2003*


Exhibit I 
Partial Detail of 2004 Form 1120 Page 1 and Schedule M-1 
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Exhibit II 
Partial detail of 2004 Schedule M-3 
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 Appendix


There are 34 tables which accompany this article. 
They may be found on the IRS Web site at http://www.irs.
gov/taxstats/productsandpubs/article/0,,id=141315,00.
html.  Select the report for “2005.”  The tables may 
also be found at http:// www.irs.gov/taxstats/ product-
sandpubs/article/0,,id=135621.html.  Select the NTA 
Conference for “2005.”  The first four tables appeared 
with the paper presented at the National Tax Associa-
tion November 17, 2005, and in the article published in 
Tax Notes December 19, 2005. The remaining 30 tables 
were developed by the authors as part of the study and 
are presented here for other researchers.


The authors of this paper request that the following 
citation be used if data from the 34 Appendix tables are 
used by other researchers:


“Data are from the aggregate tables of SOI 
corporate file data prepared for the studies 
summarized in Boynton, DeFilippes, and Legel 
(2005, 2006) and are used with the permission 
of SOI, of the authors, and of Tax Analysts, 
publisher of Tax Notes. Table values may differ 
from official SOI Publication 16 values due to 
rounding.” 


Table 7 (Identified as Public), Table 9 (Book-Tax 
Difference of $10 Million or More Within 1995-1997), 
Table 13 (Manufacturing), Table 14 (Finance/Real-
Estate/Holding-Companies), Table 15 (Transportation/
Utilities/Information), and Table 28 (Assets of $2.5 Mil-
lion or More) are discussed in Boynton, DeFilippes, and 
Legel (2006), “Distribution of Schedule M-1 Corporate 
Book-Tax Difference Data 1990-2003 for Three Large-
Size and Three Large-Industry Subpopulations.”


See Boynton, DeFilippes, and Legel (2005) for a 
discussion of Tables 1-4. Table 1 presents selected tax 
return and Schedule M-1 data for the population of all 
corporations (excluding S, RIC, and REIT). The popula-
tion for Table 1 is the same as for SOI Publication 16, 
Table 12. Table 2 presents data for U.S. corporations 
(excluding F, S, RIC, and REIT) with assets of $10 mil-
lion or more. Table 3 presents data for U.S. corporations 
(excluding F, S, RIC, and REIT) with assets of $10 mil-


lion or more requiring an adjustment for intercompany 
dividends (ICD). Table 4 presents data for U.S. corpora-
tions (excluding F, S, RIC, and REIT) with assets of $10 
million or more not requiring an ICD adjustment.


Tables 5 and 6 divide the population of all corpora-
tions (excluding S, RIC, and REIT) by the sign of Tax 
Net Income. The population for Table 5 is the same as 
for SOI Publication 16 Table 13.


Tables 7 and 8 for each year divide the population 
of all corporations (excluding S, RIC, and REIT) by 
“Identified as Public” or “Not Identified as Public.” A 
corporation is “Identified as Public” if we identify the 
corporation as public for any year within the period 
1982-2005.  Our method classifies a firm as “Identified 
as Public” for every SOI year in which it is present re-
gardless of whether it was in fact public that year. The 
COMPUSTAT database prepared by Standards and Poor 
(S&P) reports Employer Identification Numbers (EIN) 
reported by firms on their most recent SEC Form 10-K. 
The COMPUSTAT record covers financial statements 
for public firms for the most recent 20 years as of the 
monthly release of a COMPUSTAT database. Data in-
cluding the most recently reported EIN is reported for 
a firm by COMPUSTAT in each database release to the 
extent that the firm had any publicly available financial 
statements during the 20-year period then ending.  We 
pool the COMPUSTAT EIN data from one database 
release selected from each of five release years, 2001 
through 2005. The first year of a 20-year record for the 
2001 release is 1982. The last year for the 2005 release 
is 2005. If we were able to identify the EIN for a cor-
poration on a SOI annual corporate file as belonging 
to our pool of COMPUSTAT EIN data, we classify the 
corporation “Identified as Public.” COMPUSTAT has 
two files of companies, “active” and “research.” Active 
companies are currently filing public financial statements 
(SEC Form 10-K). Research companies are not currently 
filing public financial statements but have done so in one 
or more prior years. The research companies may have 
either ceased to exist through bankruptcy, dissolution, or 
merger, or have gone private. Early years on the 20-year 
COMPUSTAT record may be missing for both active and 
research companies. We use both the active and research 
files in order to be as inclusive as possible.  EIN data on 
COMPUSTAT may include errors. We cannot ascertain 
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if the EIN errors are made by the corporation on the SEC 
Form 10-K or by COMPUSTAT in reporting the data. 
The following is the breakout of our EIN data for 2003 
reflected in Table 7. The number of weighted returns we 
report in Table 7 for 2003 is 7,702 and corresponds to 
(3) below in the first column.


COMPUSTAT EIN Counts: 


Tables 9 and 10 divide the population of all corpora-
tions (excluding S, RIC, and REIT) by “Book-Tax Dif-
ference of $10 Million or More Within 1995-1999” or 
“No Book-Tax Difference of $10 Million or More Within 
1995-1999.” If we were able to identify a book-tax dif-
ference of $10 million or more within 1995-1999 for the 
corporation, we labeled the corporation  “Book-Tax Dif-
ference of $10 Million or More Within 1995-1999.”


Tables 11 and 12 divide the population of all corpo-
rations (excluding S, RIC, and REIT) by “Stock Option 
Expense on Schedule M-1 Within 2002-2003” or “No 
Stock Option Expense on Schedule M-1 Within 2002-
2003.” Stock option expense is tabulated on Schedule 
M-1 only for 2002 and 2003.  If we were able to identify 
stock option expense on Schedule M-1 within 2002-2003 
for the corporation, we labeled the corporation “Stock 
Option Expense on Schedule M-1 Within 2002-2003.”


Tables 13 through 20 divide the population of all 
corporations (excluding S, RIC, and REIT) by SOI 


major industry code. For 1990-1997, the population for 
each of Tables 13-20 is the same as for one of the major 
industry total columns in SOI Publication 16, Table 12. 
For 1998-2003 we have combined the revised industry 
codes to approximate the 1990-1997 divisions. For 
1998-2003, the population for each of Tables 13-20 is 
the same as for one of the major industry total columns 
in SOI Publication 16, Table 12, or is the sum of two or 
more columns. We indicate the SOI major industry codes 
involved for each period in the table heading.


Tables 21 through 28 divide the population of all 
corporations (excluding S, RIC, and REIT) by reported 
asset size for the given year. 


Tables 29 and 30 divide the population of Table 28, 
U.S. corporations (excluding F, S, RIC, and REIT) with 
assets of $2.5 billion or more by whether the corpora-
tion required an ICD adjustment for the given year. This 
division is similar to the ICD division of Table 2, U.S. 
corporations (excluding F, S, RIC, and REIT) with assets 
of $10 million or more by ICD in Tables 3 and 4.


Table 31 is the sum of Tables 26 through 28.


Tables 32 through 34 are the component SOI major 
industries for 1998-2003 that comprise Table 15. 
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Five-Year 2005  Not 2005


Pool Release Release 


17,331  10,624  6,707  (1) Unique EIN count [unweighted count] 


6,691  6,165  526  


7,702  7,004  698  


5,550  5,550  0  


(4) Unique EIN count matched to 2003 SOI 
corporate file and with a 2003 COMPUSTAT non-
missing, non-zero financial statement [unweighted 
count] (excluding S, RIC, and REIT) 


 All unique 


EIN count 


(2) Unique EIN count matched to 2003 SOI 
corporate file [unweighted count] (excluding S, RIC, 
and REIT) 


(3) Unique EIN count matched to 2003 SOI 
corporate file [weighted count] (excluding S, RIC, 
and REIT) 
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O ne implication of the decentralized nature of 
the statistical system in the United States of 
America, composed of over 70 Federal Gov-


ernment organizations, is that the data used by lawmak-
ers and researchers to develop and evaluate Government 
policies come from a variety of sources.  Survey and 
administrative data sources are frequently blended to 
create information systems capable of supporting a 
variety of research purposes.  Because these two types 
of data are primarily designed for different purposes, 
one inherently created for research and the other for 
administration of Government programs, blending them 
generally poses serious challenges.  This paper examines 
the comparability of administrative and survey data, 
focusing specifically on data from Federal income and 
estate tax returns collected by the Statistics of Income 
(SOI) Division of the U.S. Internal Revenue Service 
(IRS), and the Survey of Consumer Finances (SCF) 
sponsored by the Board of Governors of the Federal 
Reserve System.   Through the use of two case studies, 
we detail key similarities and differences between these 
two data sources and demonstrate methods for reconcil-
ing estimates produced from them.


We then briefly discuss the Statistics of Income 
program and the Survey of Consumer Finances.  We also 
discuss in detail differences between administrative and 
survey data, using administrative data from tax returns 
and SCF data to illustrate key points.  We then present 
detailed comparisons of wealth estimates derived from 
U.S. estate tax returns and from the SCF, followed by 
a section comparing estimates from U.S. income tax 
returns and the SCF.  The final section summarizes key 
points.


 The Statistics of Income Program


The Statistics of Income Division of the Internal 
Revenue Service was established almost immediately 
after the adoption of a Federal income tax in 1916 and 
was charged with the annual preparation of statistics 
with respect to the operation of the tax law.  The first 


SOI report, based on income tax returns filed by indi-
viduals and corporations for Calendar Year 1916, was 
released in 1918.  From the very beginning, SOI reports 
were almost entirely used for tax research and for esti-
mating revenue, especially by officials in the Office of 
Tax Analysis of the Department of the Treasury and in 
the Congressional Joint Committee on Taxation.  In the 
1930’s, a third major user of SOI data was added, the 
Bureau of Economic Analysis in the Department of Com-
merce, which uses SOI data extensively in constructing 
the National Income and Product Accounts.  As the SOI 
program and products have expanded, users in other 
Government agencies, such as the Census Bureau, as 
well as many private and academic researchers, have 
come to rely on tax data produced by SOI for evaluating 
tax policy initiatives (see Wilson, 1988 for a complete 
history of the SOI program). 


In order to fulfill its charge, SOI created a structured 
mechanism for transforming administrative data into 
statistical files, using its own data collection systems, 
completely autonomous of main IRS tax return process-
ing.  SOI currently conducts approximately 110 differ-
ent projects involving data collection from returns and 
information documents; this paper will highlight two of 
these projects, the individual income tax file (ITF) and 
the estate tax data file (ETD).   Data content is developed 
working closely with data users so as to ensure both 
continuity and usefulness.  For most studies, data are 
extracted from stratified random samples of returns as 
they are filed to ensure timeliness.  Specially trained em-
ployees located in IRS submissions processing centers 
collect the data under the supervision of subject matter 
experts from SOI headquarters.  These specialists supply 
data editing instructions, conduct training classes, and 
review difficult cases.  Data are entered into computer 
databases and checked using embedded tests that verify 
coded values and key mathematical relationships.  In 
addition, subsamples of edited returns are subjected to 
field-by-field quality review.  Finally, subject matter 
experts carefully review all files for accuracy before 
they releasing them to customers.
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 Survey of Consumer Finances


The SCF is a survey of household balance sheets 
conducted by the Federal Reserve Board in coopera-
tion with the SOI division of the IRS.  Beginning with 
1983, the survey has been conducted triennially, with 
data collected by the Survey Research Center at the 
University of Michigan in 1983, 1986, and 1989, and 
by NORC, a national organization for social science and 
survey research at the University of Chicago, from 1992 
forward.  Besides collecting information on assets and 
liabilities, the SCF collects information on household 
demographics, income, relationships with financial in-
stitutions, attitudes toward risk and credit, current and 
past employment, and pensions (for more details on the 
SCF, see Aizcorbe, Kennickell, and Moore, 2003).


The SCF uses a dual frame sample design to provide 
adequate representation of the financial behavior of all 
households in the United States.  One part of the sample 
is a standard multistage national area probability sample 
(Tourangeau et al., 1993), while the list sample uses the 
IRS-SOI Individual Taxpayer File (ITF) to oversample 
wealthy households (Kennickell, 2001).  This dual frame 
design provides the SCF with efficient representation of 
both assets widely held in the population, such as cars 
or houses, and assets more narrowly held by wealthy 
families, such as private businesses and bonds.  Wealth 
data from the SCF are widely regarded as the most com-
prehensive data available for the United States.  


 Sample weights constructed for the SCF al-
low aggregation of estimates to the U.S. household 
population level in a given survey year (Kennickell and 
Woodburn, 1999; Kennickell, 1999).  Missing values 
in the 1983 and 1986 SCF were imputed using a single 
imputation technique, while missing values in the sub-
sequent 1989-2001 SCF were imputed using a multiple 
imputation technique (Kennickell, 1991, 1998b).  


 Administrative Records and Survey  
 Data


The American Statistical Association (1977) defines 
an administrative record as “[data] collected and main-
tained for the purpose of taking action on or controlling 
actions of an individual person or other entity.”  In the 


U.S. Government, administrative records have a long 
history of use in the production of Government statistics.  
In recent years, technological advances have made it 
easier for statistical agencies to process large datasets, 
encouraging even greater use of administrative records 
for research purposes.  As a research tool, administra-
tive records have many potential uses, including direct 
tabulation and indirect estimation of models or other 
statistics, as well as construction of survey frames and 
evaluation of survey results (Brackstone, 1987).  In 
the best situations, administrative data may have sev-
eral advantages over traditional survey data, including 
more complete coverage of a population (sufficient for 
regional statistics), low data collection costs, reduced re-
spondent burdens, and better data quality.  The potential 
problems with using administrative data for statistical 
purposes include the stability of a program over time, 
privacy concerns about nonadministrative use of data, 
conceptual issues relative to the population and items 
collected, and costs of transforming the data into a form 
useful for research purposes.  


Surveys differ from administrative data in terms of 
their purposes, and such differences often have impli-
cations for their statistical structure, conceptual frame-
work, and content.  Almost all surveys are conducted 
to answer specific classes of research or public policy 
questions versus fulfilling an administrative function.  
This difference in purpose is reflected in the population 
frame, the unit of observation, the sample size, and the 
scope of the data.  Some advantages of survey data over 
administrative data include the targeting of a specific 
population and variables of interest, the interaction with 
the respondent, and the ability to pledge that the data will 
be used solely for statistical (that is nonadministrative) 
purposes.  Potential problems with survey data include 
difficulties in constructing a suitable frame, lack of 
legally mandated participation, high costs of increasing 
sample size, unit and item nonresponse, and measure-
ment error.  The following sections will examine all these 
issues in more detail.


Frame Issues 


The population covered by a system of administra-
tive records is defined through legislation, based on the 
scope of the program the records are intended to sup-
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port.  Often this population is truncated in some way, 
restricted based on specific demographic or economic 
characteristics.  In some cases, individuals may have to 
take some action to become part of the administrative 
system (e.g., filing a tax return); so, it is important to 
consider what incentive there is for individual units to 
be registered.  There may be perceived advantages for 
some individuals to evade registration, particularly if 
their circumstances place them at or near a threshold 
requiring mandatory participation.  The populations of 
both Federal income and estate tax filers, for example, 
include only those U.S. citizens and resident aliens 
whose gross incomes, or gross estates, concepts defined 
by statute, were above specified thresholds.  For each 
tax system, nonresident aliens are subject to different 
filing requirements, based on income earned or assets 
owned in the U.S.  Income tax filers represent roughly 
61 percent of the U.S. individual population, while estate 
tax filers have generally represented fewer than 5 percent 
of total annual U.S. deaths (see Sailer and Weber, 1999; 
Johnson and Mikow, 2002).  Recent income tax filing 
gap estimates for Tax Year 2000 suggest that as many as 
11 million taxpayers, or about 9 percent of the potential 
income tax filing population, either file returns late or 
not at all (see Brown and Mazur, 2003).  


The Federal Committee on Statistical Methodology’s 
(FCSM) Statistical Policy Working Paper 6--Report on 
Statistical Uses of Administrative Records points out 
that the unit of observation useful for statistical purposes 
often focuses on the attributes of groups of individual 
entities, while administrative records are often focused 
on identifying specific entities in order to take some 
sort of action based on their individual characteristics.  
Thus, the unit of observation available from adminis-
trative records may make certain research difficult or 
impossible.  Records may contain information about 
individuals rather than families or households, or may 
be a mix of both individuals and households.  In the 
case of Federal income taxes, married couples may file 
returns jointly, but they are also allowed to file separately 
in cases where marginal tax rates favor treating the two 
incomes separately.  Dependent children and others 
living in a home may also be required to file separate 
returns to report both earned and unearned income.  
Differences in the economic unit reported on income 
tax returns limit the data’s usefulness for some types of 


research.  Similarly, Federal estate tax returns represent 
only the decedent’s wealth, including one-half the value 
of all community property [1] and property held as joint 
tenants [2]; assets owned independently by a surviving 
spouse are not reported.  


The population targeted by a survey is determined by 
the purpose of the survey, the availability of a sampling 
frame, and the cost of the sample.  The sampling frame 
for most surveys is derived from existing sources, such 
as geographically based population data, address list-
ings, telephone directories, or administrative sources.  
Often, one of the most difficult issues with designing 
a survey is finding an appropriate frame (Lessler and 
Kalsbeek, 1992).  Selecting the wrong sampling frame 
may lead to issues of undercoverage and may bias any 
results obtained from the survey data.  A related problem 
arises if a survey targets a population that is difficult to 
locate or measure.  


Directly related to the availability of a sampling 
frame is the potential cost of obtaining the frame in-
formation and the cost of interviewing a sample of the 
desired size.  For target populations that are difficult 
to locate or appear infrequently in the frame, the cost 
of simply increasing the sample size to obtain better 
coverage can be prohibitive, although, sometimes, a 
frame contains information that may be used to target 
rare groups more efficiently.  For example, one of the 
main goals of the Survey of Consumer Finances (SCF) 
is to measure the wealth of U.S. households.  However, 
because wealth is highly concentrated in the popula-
tion, sufficient coverage would require a very large 
area-probability sample.  To this end, the SCF uses a 
dual-frame sample design in which an oversample of 
“wealthy” households is targeted using statistical records 
derived from tax returns provided by SOI [3].  Use of 
this sampling frame allows the SCF to collect data from 
wealthy households in a cost-effective and statistically 
efficient manner.


For survey data, the unit of observation is usually 
determined by the type of data required to answer certain 
research or policy questions.   However, the choice of 
the unit of observation is also influenced by the type 
of sampling frame available to survey designers.   In 
the SCF, the area-probability sample uses a sampling 







- 80 -


JOHNSON AND MOORE


frame in which the household is the unit of observation, 
but, for the list sample, the unit of observation is the 
tax-filing unit.  Often, the tax-filing unit is analogous 
to the household, but, for certain households, such as 
households where a married couple files separately and 
households with multiple subhouseholds located within 
a household, there are differences.  While there is the 
possibility of frame errors in the list sample, adjustments 
are made during the construction of the frame and during 
the sampling stage to limit the distortions (see Kennick-
ell and McManus, 1993; Frankel and Kennickell, 1995; 
Kennickell, 1998a; and Kennickell, 2001). 


Content Issues


The purpose for which administrative records were 
collected can have a profound effect on their usefulness 
for statistical purposes in terms of the amount of data 
available, data definitions, year-to-year consistency, 
and quality of the data.  Many times, the usefulness of 
administrative record systems is limited because only 
those variables needed to administer the program are 
collected.  These variables may be only a small fraction 
of the data reported on an administrative form.   


In addition, because program requirements are es-
tablished by legislation, data concepts and definitions 
used to meet program needs may not necessarily coin-
cide with those required for social or economic analysis 
(Brackstone, 1987).   For example, income for married 
couples is combined for joint filers of U.S. income tax 
returns; however, for some research purposes, it would 
be useful to know the amounts earned by each individual.   
When research and administrative needs differ, it can 
be very difficult to affect changes or improvements in 
content since statistical uses are often seen as second-
ary to an agency’s primary purpose (FCSM Working 
Paper 6).  This can pose serious limits on the overall 
usefulness of administrative data systems or require 
that the administrative agency undertake additional data 
collection and/or editing, incurring costs and delaying 
data availability.


Another consideration is that, while administrative 
records have much potential as a source of informa-
tion on small geographic areas, to be useful, a precise 
geographic location code is needed.  However, mailing 


addresses, frequently present on administrative records, 
may not always be the appropriate location, as when a 
post office box number is supplied rather than a street ad-
dress.  For Federal tax returns, addresses might be those 
of paid preparers rather than filers.  In some instances, a 
filer may even own several residences.  


An important aspect of data content is continuity 
over time, both in the items included and in the data defi-
nitions.  Coverage and content in administrative records 
systems can be subject to discontinuities resulting from 
changes to laws, regulations, administrative practices, 
or program scope (Brackstone, 1987).  For example, 
income tax law revisions in 1981, 1986, 1990, and 1993 
all made significant changes to both the components of 
income subject to taxation and the allowable deductions 
from income that had significant impact on the statistical 
uses of tax return data (see Petska and Strudler, 1999).  
More recent changes in tax law will incrementally 
increase the filing threshold for estate tax return filers, 
from $675,000 in 2001 to $4,000,000 by 2009, and then 
abolish the tax entirely in 2010.


Data quality may also be a concern in administrative 
records systems.  FCSM Working Paper 6 cautions that 
there can be considerable variation in quality across vari-
ables in an administrative records system.  Information 
that may be statistically important, but only marginally 
relevant to administrative purposes, is often imperfectly 
reported, checked, and processed.  Data items used pri-
marily as background information may be of particularly 
low quality or even incomplete.  This can also be the 
case for data collected specifically for statistical purposes 
using existing administrative channels.  These items may 
be of lower quality if their priority is not very high to the 
administering authority or to the subject supplying the 
information (Jensen, 1987).  Finally, data reliability may 
also be affected if the information respondents provide 
may be used to cause gains or losses to individuals or 
businesses.  Underreporting on tax returns, for example, 
may have resulted in underpayment of as much as $120 
billion in income taxes and $3.5 billion in estate taxes 
for Tax Year 1998 (Brown and Mazur, 2003). 


FCSM Working Paper 6 suggested that administra-
tive records sources are often a reliable source of timely 
data produced with predictable frequency.  However, 
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since data collected and processed for administrative 
purposes are generally given priority over those required 
for statistical purposes, the amount of postprocessing 
required to render administrative data suitable for statisti-
cal purposes may affect data timeliness.  In addition, the 
time and difficulty required to create desired statistics 
can vary considerably depending on a variety of factors. 
For example, for some research purposes, income data 
for households, rather than individuals, are required.  
To reconstruct households requires linking information 
documents with income tax returns filed by dependent 
filers and married couples who filed separately, using 
unique taxpayer identification numbers, all at the cost of 
significant resources (see Sailer and Weber, 1996).


Because surveys are freer than administrative sys-
tems to specify a conceptual framework, many issues 
related directly to the definition and scope of the data are 
less pressing.  However, content and valuation issues of 
a different sort are present in survey data.  One key issue 
is the voluntary nature of response to surveys versus the 
legally mandated participation in most administrative 
data programs.  In most surveys, interviewers (either in 
person or via telephone) attempt to convince respondents 
to voluntarily donate time and information when there 
may be no direct benefit or punishment if a respondent 
refuses.  Even if a respondent agrees to participate in the 
survey, it is still possible that the respondent will refuse 
to answer the questions truthfully and completely.  Unit 
and item nonresponse are two important sources of non-
sampling error in surveys; however, there are methods 
to help deal with both these issues, such as weighting 
and imputation.   


For respondents who agree to participate and answer 
all the survey questions, measurement error is still a 
concern in survey data.   Respondents may “guestimate” 
answers to questions; even if respondents’ guesses overall 
are unbiased, such approximation reduces the estimation 
efficiency of the data.  Respondents may also have dif-
ficulty recalling past events.  Other typical measurement 
errors include rounding of dollar amounts, misunder-
standing questions, and altering responses due to stigma 
or prestige attached to certain behaviors or a desire to 
protect privacy.  A large volume of research exists on 
measurement error and its effects on survey data (see 
Lessler and Kalsbeek, 1992 and the references within).  


While it is true that, for administrative data, unit 
and item nonresponse are usually not a problem on 
core items, it is not clear that administrative data are 
always more accurate than survey data.  An example is 
the income values reported on IRS tax forms versus the 
income values reported in survey data; some individu-
als may intentionally misreport values on tax returns to 
reduce their tax liabilities.  Those same individuals may 
report the true value in response to a survey question 
since there is no benefit to misreporting in the survey 
(via a lower tax liability). 


Another content issue for survey data is the time-
liness of the data.  While many simple surveys are 
administered quite frequently, such as monthly, most 
of the more complex surveys occur yearly or even less 
frequently.  Cost and other resource constraints are 
major factors in the timeliness of the survey data.  For 
example, due to the high cost, complexity, significant 
data processing, and high respondent burden, the SCF 
is conducted on a triennial basis.  


A final content issue for survey data is validation 
of the data.  While it is sometimes possible to conduct 
validation studies after a survey is complete, these stud-
ies add additional cost to the survey.  Validation of some 
items might require the cooperation of respondents, and 
requesting such cooperation may trigger suspicions in 
respondents that might lead to overall lower cooperation 
with a survey.  Sometimes, selected data items are vali-
dated against external data sources, such as the Census or 
administrative data, but, often, no source for validation 
exists.  This is in contrast to some administrative data, 
such as wages reported on tax forms, where amounts 
reported by filers are validated against amounts reported 
by their employers.


Privacy Issues


Any use of administrative records for research pur-
poses must take account of laws protecting data privacy.  
In the U.S., privacy protections are either spelled out 
explicitly in agency-specific confidentiality statutes and 
regulations, or derived from Governmentwide statutes, 
such as the Privacy Act of 1974 (5 U.S.C. § 552a), and 
more recently, the Confidential Information Protection 
and Statistical Efficiency Act of 2002 (44 U.S.C. § 
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3501) (CIPSEA).  In both instances, research uses of 
administrative data are often restricted to uses within the 
scope of an agency’s mission and must be conducted by 
persons working for the agency as employees, contrac-
tors, or under the Government’s Interagency Personnel 
Act (5 U.S.C. §§ 3371-3375) provisions that allow State 
government and nonprofit organization employees to 
work under the same provisions as employees as long as 
certain conditions are met.  Other researchers are usually 
limited to public-use data sets or data tabulations, for 
which great care is taken to minimize the possibility of 
reidentifying data related to specific individuals.  Public 
perceptions of privacy protection are vitally important 
to maintaining the goodwill required to sustain compli-
ance levels, especially for agencies, like the IRS, which 
rely heavily on voluntary compliance for the success of 
their programs.


Government survey data are also often protected 
by the various privacy and confidentiality laws that ap-
ply to administrative data.   The confidentiality of the 
respondent’s data is of paramount importance to the 
current and future success of any survey. If respondents 
do not believe their data are sufficiently protected, both 
response rates and the overall data quality in the survey 
will suffer.  Confidentiality and privacy laws provide 
important safeguards against potential abuse of respon-
dent data by survey sponsors.  In addition, surveys that 
produce publicly available data sets also must engage 
in a disclosure review to safeguard the identity of the 
respondents.  The data collected during the SCF are 
protected by the Privacy Act of 1974, CIPSEA, and the 
Internal Revenue Code through an agreement with SOI.  
Information on the SCF disclosure review process is 
detailed in Fries (2003).  


 Wealth Data


Both the SCF and Federal estate tax return data 
(ETD) provide important sources from which to study 
privately held wealth in the U.S.  Both data sources 
collect extensive information on real estate, financial 
assets, businesses, tangible assets, and debts.  The SCF 
also contains demographic information on household 
members, as well as extensive income and pension 
data.  Federal estate tax returns provide a more limited 
demographic profile of the decedent, information on the 


costs of administering the estate, and data on bequests to 
charities, the surviving spouse, and other living persons.  
Figure 1 provides a comparison of data available from 
both sources.


While there are many similarities between types of 
data available from the SCF and ETD, there are impor-
tant structural differences.  Some of the most significant 
include unit of observation, population coverage, and 
sample size. The SCF is a household survey which uses 
as its core unit of observation the “primary economic 
unit,” which can consist of a number of different social 
arrangements, most commonly married or partnered 
pairs of individuals, and single persons, including 
those who were widowed, separated, divorced, or never 
married at the time of the survey, and all others in the 
household who are considered interdependent with them.  
Individuals living in institutions, such as nursing homes, 
are excluded from the area probability portion of the 
sample but may be in the list sample.  All but the very 
wealthiest households, those with total assets of more 
than $600 million, are included in sample population [4].  
The unit of observation in ETD is always an individual, 
and the population is limited to individuals with gross 
estates above the filing threshold applicable on the date 
of death, $675,000 for 2001 decedents [5].


One of the strengths of ETD is the large sample size.   
For example, the 2001 estate tax decedent file includes 
17,376 records for individual decedents with total assets 
of at least $675,000.  Of these, 9,322 were married, while 
8,054 were widowed, single, divorced, or separated.  
The SCF includes 1,531 households with this level of 
wealth, only about 200 of which were either headed by 
widowed, single, divorced, or separated individuals.  
The large ETD sample size allows reasonably precise 
estimates for specific demographic groups, as well as 
geographic estimates by region or state.


While population estimates of wealth from both the 
SCF and ETD are based on weighted samples, there are 
significant differences in the method used to calculate the 
sample weights, which may have an impact on estimates 
derived from each source.  Sample weights for the SCF 
are calculated using information from the sample design 
and are constrained using known population totals.  Es-
timates of wealth from ETD rely on a multiplier which 
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Variable Estate Tax Data Survey of Consumer Finances 
Demographic data: Name, State of residence, year of birth, year 


of death, marital status, occupation, surviving 
spouse, (children, others if heirs) previously 
deceased spouse--year of death, name  


State, year of birth, age, marital status, years 
married, previous marriage information,  
educational attainment, occupation, household 
characteristics including age of spouse, number 
of children, other dependents, age of parents 


Real Estate: 
 Personal residence Single family, multiunit, ranch, mobile home; 


lot size; value (usually from real estate 
appraisal valued on date of death); mortgage 
amount  


Single family, multiunit, ranch, mobile home; 
length of time living there; number of acres, 
value; mortgage type, amount, payment 
information; rent received 


 Rental property Single family, multiunit, ranch, mobile home; 
lot size; value (usually from real estate 
appraisal valued on date of death); mortgage 
amount  


Single family, multiunit, ranch, mobile home; 
length of time owning; value; rent received 


 Farm property Value; acreage; mortgage amount Value; acreage; mortgage type, amount, 
payment information 


Financial Assets: 
 Closely held stock Name of corporation; number of shares; 


percentage ownership; market value; appraisal 
Actively managed:  number of businesses, for 3 
largest: year formed, type, cost, method of 
financing, value, income received.  For others: 
total value, cost, income.  Nonactively managed:  
value, cost, type, income received   


 Publicly traded stock Number of stocks, market value, name of 
corporation, brokerage account information 


Number of stocks, market value, gain or loss, 
location (in the U.S. or not) employer stock (yes 
or no), brokerage account information 


 U.S. Government bonds Market value  Face value, market value  
 Federal Savings bonds Market value Face value 
 Tax-exempt bonds Market value Face value, market value 
 Corporate bonds Market value Face value, market value 
 Mutual funds Type of fund (stock funds, tax-exempt bond 


funds, Government-backed bond funds, other 
bond funds, combination or mixed funds), 
value 


Type of fund (stock funds, tax-exempt bond 
funds, Government-backed bond funds, other 
bond funds, combination or mixed funds), type 
of institution, value, gain or loss since purchase  


 Noncorporate Businesses All businesses, active, nonactive.  Value at 
death, appraisals or balance sheets. 


Actively managed:  number of businesses, for 3 
largest: year formed, type, cost, method of 
financing, value, income received.  For others: 
total value, cost, income.  Nonactively managed:  
value, cost, type, income received   


 Trusts Revocable trusts, marital trusts:  detailed 
listing of assets, value.  Split Interest trusts:  
value, assets invested, charitable beneficiary.
Other income trusts may not be reported.  


Type (income only, equity), amount of annual 
income, value, indication of how assets are 
invested 


 Bank accounts Type of account (money market, traditional 
savings, certificate of deposit), current 
balance, ownership   


Type of institution, type of account (money 
market, traditional savings, certificate of 
deposit), current balance, ownership   


    Life insurance Face value, accrued interest, policy loan 
amount 


Term and whole life:  face value, cash value, 
policy loans (purpose and payment 
information), premiums  


Figure 1:  Comparison of SCF and ETD File Content 
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 Mortgages and notes Amount owed to decedent Amount owed to respondent 
Retirement assets: 
 Annuities Equity: value, detailed listing of assets.   


Income not usually reported unless there is a 
death benefit or lump sum value. 


Type (income only, equity), amount of annual 
income, value, indication of how assets are 
invested 


 401K, Keogh, etc. Number of accounts, value.  Detailed listings 
of investments are usually provided 


Type (education, Roth, Keogh, rollover), 
number of accounts, type of institution, value 


 Pensions Only pensions where surviving spouse is also 
a recipient so that a portion is included in the 
taxable estate 


Detailed information on pensions from multiple 
jobs for primary economic unit including type, 
contribution amount, benefit amount, timing of 
payments, death benefits, etc. 


 Social Security Payments Not reported Amount received, reason for payment 
Other:
 Art/antiques/collectibles; 
 Depletable/ intangible, 
 livestock, proceeds from 
 lawsuits, lottery 
 winnings, futures 


Type, amount Type, amount (up to three different categories) 


 Vehicles/boats/etc.  Type; value for all vehicles; model and year 
usually supplied for automobiles; loan amount 


Automobiles:  first 4--model, year, financing, 
value, purchased new or used, Others: financing, 
value.  Other vehicles: first 2--type, financing, 
value, purchased new or used, Others: financing, 
value. 


Debts:
 Consumer debt Amount owed Amount of original loan, type, payment 


information, balance owed, purpose, collateral, 
type of institution, payment history 


 Mortgages Amount owed Amount of original loan, type, payment 
information, balance owed, type of institution, 
payment history 


incorporates both the probability of being selected into 
the SOI sample of estate tax returns and the age and sex-
specific probability of being a decedent in a particular 
year (see Atkinson and Harrison, 1978, for a descrip-
tion of this methodology).  Mortality rates, by age and 
sex, are used to approximate the probability of being 
a decedent.  Because there is no way to control for the 
weighted population total, the selection of an appropriate 
mortality rate is important.  Research has shown that the 
wealthy live longer than the general population due to 
factors such as access to better health care, safer work 
environments, and better nutrition.  While estimates 
of patterns of wealth holding appear quite robust over 
a variety of reasonable alternate assumptions about 
the longevity of the very wealthy, overall aggregate 
estimates are relatively sensitive to the selection of the 
mortality rates.  Mortality rates calculated for holders 
of large dollar value annuity policies are used for these 
estimates.


Valuation Issues


There are significant differences in the determina-
tion of asset values in the ETD and SCF.  Estate tax 
returns are generally accompanied by a great deal of 
documentation to support reported valuations, including 
tax returns, brokerage account statements, appraisals, 
business accounting reports, and legal documents.   In 
contrast, only about 32 percent of SCF respondents use 
such documents when providing valuation data, although 
extremely wealthy survey respondents often refer to 
financial documents or seek assistance from their ac-
countants in order to provide accurate data.  


While the more systematic presence of valuation 
documentation may make ETD a potentially more ac-
curate source of wealth data than survey estimates, the 
administrative nature of ETD imposes important con-
siderations.  Unlike questions on the SCF that have been 
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carefully constructed to capture data needed for specific 
research purposes, data reported on estate tax returns are 
influenced by provisions in the tax law, estate planning 
mechanisms, and the point in the life cycle at which data 
are collected.  For example, the tax code allows certain ad-
justments in asset values, such as the special valuation of 
real estate used for farming or certain business purposes, 
and includes some items, particularly the face value of 
life insurance and trust property over which a person had 
a limited power of appointment, that might not ordinarily 
be considered part of lifetime wealth [6].  In addition, 
the tax code generally exempts from tax other wealth 
to which a person has an income interest, but not neces-
sarily actual title, such as defined-benefit pension plans, 
simple trusts, and Social Security benefits.


A number of other factors can contribute to differ-
ences in the values of assets captured in the ETD and 
those collected on the SCF.  While estate tax returns are 
generally prepared by professionals and are, therefore, 
likely to be more precise in detail than survey responses, 
the values are used to compute tax liability; so, there is a 
natural tendency for the values to be as conservative as 
legally permissible.  This is especially true for hard-to-
value assets, such as businesses and certain types of real 
estate.  It should also be noted that the ETD collected 
by SOI are pre-audit figures.  While we believe that the 
relatively high audit rate for estate-tax returns ensures 
that complete evasion is relatively rare, the values 
reported may be subject to underreported and missing 
values, the later due to informal transfers of small items 
such as jewelry [7].  In addition, it is common to claim 
substantial discounts when valuing ownership interests 
of less than 50 percent in small companies, partnerships, 
and other nonliquid assets.  The creation of family lim-


ited partnerships and other estate planning techniques 
can significantly reduce the asset values included in a 
decedent’s estate by taking advantage of these discounts 
[8].  Finally, the wealth of some estate tax decedents may 
differ significantly from that of the general population 
in the same age cohort, due to expenses related to final 
illnesses.  In addition, when death is anticipated, dece-
dents may have altered the composition of their assets 
in order to simplify their finances, to provide liquidity 
to pay for health-related expenses, and to ensure that 
family-owned business operations are not disrupted by 
their deaths.  


Direct Comparisons Between SCF and ETD 
Data


The study of wealth includes many goals, only one of 
which is the determination of point estimates for various 
populations and subpopulations.  The previous section 
pointed out important structural differences between 
the SCF and ETD.  A key research question then is do 
these two datasets provide similar analytical results, 
despite these differences?  Focusing on total assets as the 
measure of wealth, the SCF data show that there were 
more than 13.4 million  households with total assets of 
$675,000 or more, while the ETD data show that there 
were more than 6.1 million individuals at or above that 
wealth threshold.  The mean age for heads of household 
in the SCF was 56, and the median age was 54.  For ETD, 
the mean and median ages were both 60 [9].  Estimates 
for widowed, single, separated, or divorced persons 
provide the best opportunity for direct comparisons 
between the two datasets since the units of observation 
should be closely aligned.   Figure 2 provides a direct 
comparison of wealth components for the SCF and 


Figure 2         
Comparisons of SCF and Estate Tax Data Estimates of Wealth, by 
Marital Status, for Households or Estates with >= $675,000 in Assets     
(Money amounts are in thousands of dollars)       
         


Survey of Consumer Finances Estate Tax Estimates 
%


reporting Mean Median Total 
%


reporting Mean Median Total 
Single/widowed/div/sep            
Total assets 100.0 2,102 1,099 4,564,262,000 100.0 1,833 1,068  4,822,014,000
Financial assets 100.0 1,122 653 2,435,399,000 100.0 1,189 745  3,108.671,000
Nonfinancial assets 98.5 980 488 2,128,862,000 96.0 678 343  1,713,343,000
  Personal residence 85.0 286 230 620,366,000 67.1 320 240     564,534,000 
  Other real estate 50.7 270 17 586,918,000 36.1 386 215     367,051,000
Note: SCF and ETD estimates are based on samples.       
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ETD, for unmarried or unpartnered units with at least 
$675,000 in total assets.  The SCF data show that there 
were 2.17 million single/widowed/divorced/separated 
households in 2001 with total asset holdings worth nearly 
$4.6 trillion, while ETD estimates show 2.6 million such 
individuals with more than $4.8 trillion in total assets.   
Financial assets compose 53 percent of total assets in 
the SCF, but account for nearly 65 percent of the total 
in the ETD estimates.   Nevertheless, the mean and 
median values for financial assets are similar between 
the two groups, with SCF values somewhat lower than 
ETD values.  Total nonfinancial assets have somewhat 
higher mean and median values in the SCF estimates.  
The mean and median values for personal residences in 
both datasets are remarkably similar, despite the higher 
incidence of this asset reported in the SCF and the fact 
that personal residences account for a smaller portion 
of total assets in the ETD estimates.  


Because point estimates for married households in 
the SCF include assets of both partners while estimates 
from the ETD are for only one of a pair, direct compari-
sons are not meaningful.  However, it would be useful to 
know whether differences in the estimates are primarily 
attributable to differences in the unit of measurement and 
population coverage, or if these differences are masking 
more fundamental structural differences between the two 
data sets.  In order to examine these issues, it is neces-
sary either to divide households in the SCF to create 
individuals, or to impute households from individuals 
in the ETD.  There have been a couple of attempts to 
simulate the estate tax filing population using SCF data 
(see for example Poterba and Weisbrenner, 2001; Eller 
et al., 2001).  However, these efforts have been limited 
by the sample size of the SCF and the sensitivity of the 
resulting estimates to assumptions about the relative 
share of household assets attributable to each separate 
spouse.  We choose instead to impute households for 
married individuals in the ETD.  A sketch of the proce-
dures follows (see Johnson and Woodburn, 1994 for a 
full description of this process).  


While estate tax returns provide detailed information 
on property held jointly with a surviving spouse, they 
provide virtually no other information on the wealth 
owned separately by the survivor, making model-based 
imputation of households infeasible.  Instead, hotdeck 


imputation is used to approximate the wealth of a sur-
vivor spouse (see Hinkins and Scheuren, 1986, for a 
detailed discussion of hotdeck imputation).  Married 
decedents are separated into two groups, based on sex, 
under the simplifying assumption that decedents on the 
file, as a group, had characteristics similar to those of the 
surviving spouses [10].  Adjustment cells are constructed 
based on the value of jointly held property, within broad 
age strata, and male decedents were paired randomly 
with a female decedent, within adjustment cells, to form 
families.  Additional weight adjustments are needed to 
account for households where the female decedent’s 
wealth is above the estate tax filing threshold, but where 
the separate wealth of her spouse is below the threshold.  
Still missing from this simulated household file are 
households where each partner’s independent wealth 
is below the estate tax filing threshold, but where their 
combined gross assets exceed $675,000.  By choosing 
a high enough threshold, for example $1.5 million, the 
effects of these missing households on final estimates 
should be minimized.   


The resulting imputed family data set, while only 
crudely approximating household wealth for married 
individuals and ignoring nontraditional households that 
would be included in the SCF, can nevertheless be used 
to test whether the two data sources are measuring the 
same underlying wealth distribution.   Figure 3 graphi-
cally compares the distributions of total assets using 
quantile-quantile (QQ) plots.  If the distributions implied 
by the data sets being compared are similar, the plots will 
form a straight line.  Deviation from the 45-degree line 
indicates variance between the two sets of estimates.  The 
first graph compares the ETD with the SCF.  Note that 
the QQ plot is nonlinear, meaning that the distributions 
are functionally different.  The second graph compares 
the imputed family data set to estimates from the SCF 
and truncates the distributions at $1.5 million.  In this 
graph, the plots for the 10th through 90th percentiles are 
approximately linear and much closer to the 45-degree 
line than was the case for the untransformed ETD esti-
mates.  The values in the SCF are still somewhat larger 
than ETD, as would be expected.  Differences at the 99th 
percentile, where the ETD estimates are much higher, 
reflect the sample variance of both datasets, particularly 
the SCF, which has very few observations at this level 
of wealth. Overall, these results suggest that the two 
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data sets produce roughly equivalent measures despite 
having different units of observation.  


If both the ETD and SCF are observing essentially the 
same population characteristics, they should provide simi-
lar estimates of economic trends.  One trend that is often 


considered an important measure of the overall economic 
well-being in the U.S. is the concentration of wealth, defined 
here as the share of total wealth owned by a fixed portion of 
the population.   As shown in Figure 4, the SCF estimates 
reveal that the wealthiest 1 percent of households owned 
between 30 percent and 35 percent of total household 


QQ Plot Wealth Distribution for Wealth > $675,000, SCF 
Data vs. Estate Tax Data


(Amounts are in thousands of dollars)


675


5,675


10,675


15,675


20,675


25,675


30,675


35,675


675 5,675 10,675 15,675 20,675 25,675 30,675 35,675


SCF Estimates


E
st


at
e 


T
ax


 E
st


im
at


es


QQ Plot Wealth Distribution for Wealth > $1,500,000, 
SCF Data vs. Estate Family File
(Amounts are in thousands of dollars)
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wealth between 1989 and 2001, with an increase between 
1992 and 1995 and a slight decrease after that.  Estimates for 
individuals in the top 1 and top ½ percent of the population 
constructed from ETD show a similar trend, with a slight 
increase in the middle of the period, but with concentration 
in 2001 about the same as in 1989.  


 Income Data


Both the SCF and the ITF file are important sources 
of data on the different types of income received by 
households and tax filers.  The main differences between 
the two sources are the unit of observation, sample size, 
and the motivations people face in providing data.  While 
much has been said about the differences in the unit 
of observation in the two data sources, it is also worth 
noting the difference in the sample size.  The ITF file is 
a sample of approximately 175,000 tax records, but the 
sample size for the 2001 SCF is a much smaller 4,449 
households.  Although the SCF has a smaller sample, the 
detail and scope of the data allow for a broader range of 
research than is possible with the tax data.


Valuation Issues


The income questions in the SCF are structured to 
allow the respondents to reference their tax forms when 
answering the income questions.  Figure 5 shows the 
correspondence between the income questions in the 
SCF and the line number on IRS Form 1040.  The SCF 
variable numbers that correspond to each line of the IRS 
Form 1040 are listed on Figure 5.  As shown in Figure 5, 
the SCF income questions were designed to cover most 
forms of income that a household reports on its tax form.  
Since the SCF is interested in all sources of household 
income and not just income subject to taxation, the ques-
tions on pensions, IRA/401(k) distributions, annuities, 
and Social Security payments refer to the total amounts.  
The SCF also asks about any income from nontaxable 
investments, such as municipal bonds, and any income 
received from Government transfer programs (such 
TANF, SSI, and food stamps).  Households are not 
questioned about any adjustments to total income (lines 
23-31a on Form 1040), but households are questioned 
about their Adjusted Gross Income (AGI, line 33).  All 


Figure 4:  Percentage of Total U.S. Net Worth Held 
by Top 1 Percent and 1/2 Percent of the U.S. 
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Department of the Treasury—Internal Revenue Service1040 U.S. Individual Income Tax Return
OMB No. 1545-0074For the year Jan. 1–Dec. 31, 2000, or other tax year beginning , 2000, ending , 20


Last nameYour first name and initial Your social security number


(See
instructions
on page 19.)


L
A
B
E
L


H
E
R
E


Last name Spouse’s social security numberIf a joint return, spouse’s first name and initial


Use the IRS
label.
Otherwise,
please print
or type.


Home address (number and street). If you have a P.O. box, see page 19. Apt. no.


City, town or post office, state, and ZIP code. If you have a foreign address, see page 19.


Presidential
Election Campaign
(See page 19.)


1 Single
Filing Status 2 Married filing joint return (even if only one had income)


3


Check only
one box.


4


Qualifying widow(er) with dependent child (year spouse died � ). (See page 19.)5


6a Yourself. If your parent (or someone else) can claim you as a dependent on his or her tax
return, do not check box 6aExemptions


Spouseb
(4) if qualifying
child for child tax


credit (see page 20)


Dependents:c (2) Dependent’s
social security number


(3) Dependent’s
relationship to


you(1) First name Last name


If more than six
dependents,
see page 20.


d Total number of exemptions claimed


7Wages, salaries, tips, etc. Attach Form(s) W-27
8a8a Taxable interest. Attach Schedule B if requiredIncome


8bb Tax-exempt interest. Do not include on line 8aAttach
Forms W-2 and
W-2G here.
Also attach
Form(s) 1099-R
if tax was
withheld.


99 Ordinary dividends. Attach Schedule B if required
1010 Taxable refunds, credits, or offsets of state and local income taxes (see page 22)
1111 Alimony received
1212 Business income or (loss). Attach Schedule C or C-EZ


Enclose, but do
not attach, any
payment. Also,
please use
Form 1040-V.


1313 Capital gain or (loss). Attach Schedule D if required. If not required, check here �


1414 Other gains or (losses). Attach Form 4797
15a 15bTotal IRA distributions b Taxable amount (see page 23)15a


16b16aTotal pensions and annuities b Taxable amount (see page 23)16a
1717 Rental real estate, royalties, partnerships, S corporations, trusts, etc. Attach Schedule E
1818 Farm income or (loss). Attach Schedule F
1919 Unemployment compensation


20b20a b Taxable amount (see page 25)20a Social security benefits
2121


22 Add the amounts in the far right column for lines 7 through 21. This is your total income � 22


23IRA deduction (see page 27)23


Medical savings account deduction. Attach Form 8853 2525


One-half of self-employment tax. Attach Schedule SE


26


Self-employed health insurance deduction (see page 29)


26
2727


Self-employed SEP, SIMPLE, and qualified plans


2828


Penalty on early withdrawal of savings


2929


Alimony paid  b Recipient’s SSN �


32Add lines 23 through 31a


30


Subtract line 32 from line 22. This is your adjusted gross income �


31a


Adjusted
Gross
Income


33


If you did not
get a W-2,
see page 21.


Fo
rm


Married filing separate return. Enter spouse’s social security no. above and full name here. �


Cat. No. 11320B


�


�


Label


Form 1040 (2000)


IRS Use Only—Do not write or staple in this space.


Head of household (with qualifying person). (See page 19.) If the qualifying person is a child but not your dependent,
enter this child’s name here. �


Other income. List type and amount (see page 25)


Moving expenses. Attach Form 3903


24 24


(99)


For Disclosure, Privacy Act, and Paperwork Reduction Act Notice, see page 56.


No. of boxes
checked on
6a and 6b
No. of your
children on 6c
who:


Dependents on 6c
not entered above


Add numbers
entered on
lines above �


● lived with you
● did not live with
you due to divorce
or separation
(see page 20)


32


31a


Student loan interest deduction (see page 27)


30


33


� �


00


Important!


NoYes
Note. Checking “Yes” will not change your tax or reduce your refund.
Do you, or your spouse if filing a joint return, want $3 to go to this fund? �


You must enter
your SSN(s) above.


YesNo


SpouseYou


X5702
X5708


X5706
X5710


X5704
X5712


X5722
X5714
X5704
X5716


X5722
X5724


X5751,X7651,X7652


X5718


X5712
X5724


Figure 3


42


Figure 5
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Enter your itemized deductions from Schedule A, line 28, or standard deduction shown
on the left. But see page 31 to find your standard deduction if you checked any box on
line 35a or 35b or if someone can claim you as a dependent


Add lines 58, 59, 60a, and 61 through 64. These are your total payments �


Page 2Form 1040 (2000)


Amount from line 33 (adjusted gross income)34 34


Check if:35a
Tax and
Credits 35aAdd the number of boxes checked above and enter the total here �


Single:
$4,400


If you are married filing separately and your spouse itemizes deductions, or
you were a dual-status alien, see page 31 and check here �


b
35b


36


36


37Subtract line 36 from line 3437


38
If line 34 is $96,700 or less, multiply $2,800 by the total number of exemptions claimed on
line 6d. If line 34 is over $96,700, see the worksheet on page 32 for the amount to enter


38


39Taxable income. Subtract line 38 from line 37. If line 38 is more than line 37, enter -0-39


40 40


43


44


46
Credit for the elderly or the disabled. Attach Schedule R


47


48


Other. Check if from
49


50


51
Add lines 43 through 49. These are your total credits


49


52


Subtract line 50 from line 42. If line 50 is more than line 42, enter -0- �


50


Self-employment tax. Attach Schedule SE


51


Other
Taxes


53
52


66


Social security and Medicare tax on tip income not reported to employer. Attach Form 4137


55
Tax on IRAs, other retirement plans, and MSAs. Attach Form 5329 if required54


56
Add lines 51 through 56. This is your total tax �57 57


Federal income tax withheld from Forms W-2 and 109958 58


592000 estimated tax payments and amount applied from 1999 return59
Payments


60a


63Amount paid with request for extension to file (see page 50)


62


61Excess social security and RRTA tax withheld (see page 50)


63


65
Other payments. Check if from64


67a67a


68 68


If line 65 is more than line 57, subtract line 57 from line 65. This is the amount you overpaid


69
69


Amount of line 66 you want refunded to you �


Refund


70


Amount of line 66 you want applied to your 2001 estimated tax �


Estimated tax penalty. Also include on line 69
Under penalties of perjury, I declare that I have examined this return and accompanying schedules and statements, and to the best of my knowledge and
belief, they are true, correct, and complete. Declaration of preparer (other than taxpayer) is based on all information of which preparer has any knowledge.


70


You were 65 or older, Blind; Spouse was 65 or older, Blind.


a Form 3800 b Form 8396


c Form 8801 d Form (specify)


a Form 2439 b Form 4136


55
Household employment taxes. Attach Schedule H 56


64


Amount
You Owe


Sign
Here


DateYour signature


Keep a copy
for your
records.


DateSpouse’s signature. If a joint return, both must sign.


Preparer’s SSN or PTINDatePreparer’s
signature


Check if
self-employed


Paid
Preparer’s
Use Only


Firm’s name (or
yours if self-employed),
address, and ZIP code


EIN


Phone no.


�
�


�


Your occupation


May the IRS discuss this return with the preparer


shown below (see page 52)?


Tax (see page 32). Check if any tax is from


If line 57 is more than line 65, subtract line 65 from line 57. This is the amount you owe.
For details on how to pay, see page 51 �


b


Have it
directly
deposited!
See page 50
and fill in 67b,
67c, and 67d.


Routing number


Account number


c Checking SavingsType:


a Form(s) 8814 Form 4972


b


d


�


�


65


45


47


Adoption credit. Attach Form 8839


53
54


Advance earned income credit payments from Form(s) W-2


66


�


Child tax credit (see page 36)


Education credits. Attach Form 8863


45


46


48


Additional child tax credit. Attach Form 8812


61
62


Head of
household:
$6,450
Married filing
jointly or
Qualifying
widow(er):
$7,350
Married
filing
separately:
$3,675


Standard
Deduction
for Most
People


Joint return?
See page 19.


Daytime phone number


( )


Earned income credit (EIC)


b


and type �


Nontaxable earned income: amount �


Credit for child and dependent care expenses. Attach Form 2441


41


42


43


Alternative minimum tax. Attach Form 6251


Add lines 40 and 41 �


Foreign tax credit. Attach Form 1116 if required
44


41


42


60a


Yes No


Spouse’s occupation


( )


Form 1040 (2000)


If you have a
qualifying
child, attach
Schedule EIC.


43
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income amounts reported in the SCF are for the year 
prior to the survey year.


Even with the close correspondence between the in-
come questions in the SCF and IRS Form 1040, accurate 
classification and reporting of income amounts are still 
a potential problem in the SCF.  While households are 
encouraged to reference documents during the interview, 
in the 2001 SCF, only about 32 percent of households 
referenced any type of documents.  However, of those 
households that used documents, 43 percent referenced 
their tax forms.  The ability of households that did not 
reference their tax forms to accurately recall and clas-
sify income introduces potential bias or inefficiency into 
the SCF income estimates.  Although the legal penalties 
for misreporting income provide a strong incentive for 
filers to report accurate amounts to the IRS, evasion 
and misclassification may still bias the estimates and 
introduce inefficiencies.


Direct Comparisons Between SCF and SOI 
Data


Figure 6 provides a comparison of SCF and SOI 
income for the 2000 tax year.  The first row of Figure 
6 highlights the difference in the unit of observation 
between the two data sources.  In the SCF, the unit of 
observation is the household, which can often contain 
more than one tax unit.  The SCF asks the filing status 
of the core individual or couple in a household, thus al-
lowing married or partnered households filing separately 
to be counted as two returns.    The SCF underestimates 
the number of returns, no doubt in large part because the 
SCF does not ask about the filing status of other indi-
viduals within the household.  These individuals include 
dependents who may also file a return and other members 
of the household who are not financially dependent on 
the household head or the core couple.


Figure 6     
Comparing Components of Total Income from the SCF to the IRS Values, All Returns 
(Money amounts in thousands of dollars)   
     


Tax Year 2000
Data Source SCF IRS % Diff 


Number of Returns 102,825,058 129,373,500 -25.8  
Components of Total Income        
  Wages and salary 4,985,506,700 4,456,167,438 10.6  
  Business income 651,515,251 213,865,353 67.2  
  Nontaxable interest 54,929,226 54,511,136 0.8  
  Taxable interest 138,970,069 199,321,670 -43.4  
  Dividends 107,561,912 146,987,679 -36.7  
  Capital gain/loss 492,696,443 630,542,431 -28.0  
  Rent, royalties, s-corp 180,621,157 238,022,618 -31.8  
  Unemployment 14,625,905 16,913,305 -15.6  
  Alimony 26,683,086 6,192,307 76.8  
  Pensions, annuities, SS 459,542,345 738,596,530 -60.7  
  Other income 49,438,841 25,370,158 48.7  
Total 7,162,090,935 6,726,490,625 6.1  
Memo item:        
  Broad business income 1,324,832,851 1,082,430,402 18.3  
Notes: SCF values are for households who filed or intend to file a tax return.  


IRS values from Tables 1.3 and 1.4 in Statistics of Income—2000, Individual Income Tax Returns.


Broad business income includes business income, capital gain/loss, and rent, royalties, and  


S corporation income.   
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For the components of total income, Figure 6 shows 
no clear pattern in the comparison of the two data sourc-
es; the SCF overestimates five and underestimates six 
of the income components relative to the SOI estimates.  
Of the eleven income components, the SCF and SOI 
estimates are within +/- 30 percent for wage and salary, 
nontaxable interest, capital gains, and unemployment 
income.  The differences for the seven other income 
components are quite large; SCF alimony income is 76 
percent larger than the SOI estimate, and the amount of 
SCF pensions, annuities, and Social Security income is 
60 percent less than the SOI estimate.  The larger dif-
ferences deserve further investigation.


Some of the differences in the SCF and SOI esti-
mates are due to how each source defines an income 
component.  For example, the SCF question on alimony 
income instructs the respondent to include child support 
payments.  Since child support payments are nontaxable, 
such payments should not be included in the SOI esti-
mate.  One possible method for removing child support 
payments from SCF alimony income is to restrict the 
estimate of alimony income to households who report 
alimony income but have no children under the age of 
25 in the household.  This restriction reduces the amount 
of alimony income to $3.6 billion, which is about 58 
percent of the SOI estimate ($6.2 billion).


The SCF underestimates the amount of taxable 
interest and dividends by 43 percent and 36 percent, 
respectively.  A possible reason for these lower estimates 
is that households that receive small amounts of taxable 
interest or dividend income may forget to report these 
amounts in the SCF questionnaire.  Even households 
with large interest income may find such income less 
salient if they are not in a phase of life where they would 
rely on such income for spending.  Since the SCF col-
lects extensive information on assets, it is possible to 
indirectly estimate the amount of income households 
might receive from their interest and dividend-produc-
ing assets.  Unfortunately, the estimates of interest and 
dividend income obtained by applying average rates 
of return to these types of assets are even lower than 
the estimates derived from the SCF income questions.  
Two reasons for this difference are heterogeneity in the 
rates of return for different households and the sale or 


consumption of assets during the time prior to the survey 
interview.


Business income estimated by the SCF is over three 
times as large as the SOI estimate.  However, note that 
the amount of capital gains and the amount of rent, royal-
ties, and subchapter S corporation income reported in the 
SCF are about 30 percent lower than SOI estimates.  The 
SCF definition of business income should be analogous 
to income reported on lines 12 and 18 of SOI Form 1040 
(see Figure 5), but it is not unlikely that households may 
be misclassifying capital gains or rent, royalties, and 
subchapter S corporation income as business income.  
This may be partially due to the order of the income 
questions in the SCF, since the business income question 
is asked early in the income sequence, while the capital 
gains and rent, royalties, and subchapter S corporation 
income questions are asked later in the sequence.  A 
broader definition of business income might include 
all three of these income measures; summation of the 
three measures reveals that the SCF estimate is about 
18 percent larger than the SOI estimate.


Another large difference between the income esti-
mates is that the SCF understates the total of pension, 
annuity, and Social Security incomes by 60 percent.  By 
using information reported in other sections of the SCF, 
it is possible to compute alternative estimates of pension, 
annuity, and Social Security income.  The sum of the 
three alternative estimates of these components is less 
than 2 percent larger than the estimate f total pension, 
annuity, and Social Security income derived from the 
summary income questions in the SCF.  Furthermore, 
the SCF estimate of Social Security income is about 26 
percent larger than the SOI estimate.  Thus, the problem 
appears to be the estimate of pension and annuity income, 
not the estimate of Social Security income.  


The estimate of “other” income, the final income 
component in Figure 6, is about 50 percent larger us-
ing the SCF data than the estimate using the SOI data.  
One possible reason for the difference is that the SCF 
definition of other income includes distributions from 
Individual Retirement Accounts (IRA) or 401(k) plans.  
If income from these sources is removed, the SCF esti-
mate of other income falls by about $13.3 billion and is 
now only 30 percent larger than the SOI estimate.
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As an attempt to shed further light on the differences 
between the two data sources, tax units and households 
are grouped by AGI class.  One motivation for this group-
ing is that households in the SCF with at least $50,000 in 
AGI are twice as likely to have referenced tax forms dur-
ing the interview as households with less than $50,000 
in AGI (21.5 percent versus 10.3 percent).  This suggests 
that households in the SCF with higher AGI should do a 
better job of reporting and classifying income.  Another 
motivation for grouping filers or households by AGI is to 
determine if the differences between the two data source 
are driven by many small errors throughout the AGI 
distribution, or one specific segment of that distribution.  
Figure 7 presents the results of this exercise.  For the 
less $50,000 AGI group, only the estimates of wages and 
salary and pension, annuity, and Social Security income 
are within +/- 30 percent.  This stands in contrast to the 
$50,000 plus AGI group, in which all but five income 
components are within +/- 30 percent.  


For the less than $50,000 AGI group, the largest 
differences are for taxable interest, dividends, and rent, 
royalties, and subchapter S corporation income.  As 
discussed previously, the differences for taxable interest 
and dividend income may be due to many households 
neglecting to report relatively small amounts of these 
types of income.  For example, for households with less 
than $50,000 in AGI that own interest-bearing assets, 
about 75 percent of these households do not report any 
interest income.  Furthermore, the median amount of 
interest-bearing assets for the households that do not 
report any interest income is only $1,900 [11].  


The large difference in the estimates of rent, roy-
alties, and subchapter S corporation income for the 
less than $50,000 AGI group may be partly due to the 
treatment of losses in the SCF.  Although the SCF al-
lows households to record negative amounts for certain 
income questions, often households report zero instead 
of the actual loss.  Given the tax treatment of losses, it is 
not surprising that losses are more likely to be reported 
to the IRS.  


In contrast to the income estimates for all house-
holds, the amount of business income reported in the 
SCF for the less than $50,000 AGI group is lower than 
the SOI estimate.  Again, for business income, it may be 


more useful to combine business income, capital gains, 
and rent, royalties, and subchapter S corporation income 
into one broad measure of business income.  For the less 
than $50,000 AGI group, the SCF estimate of this broad 
business income measure is less than 1 percent larger 
than the SOI estimate.  


Turning to the bottom panel of Figure 7, for house-
holds with $50,000 or more in AGI, the lack of large 
differences in the estimates for most of the income 
components is evidence that households referencing tax 
forms are good for the data.  As for the large differences 
in the estimates of business income and rent, royalty, 
and subchapter S corporation income, using the broader 
definition of business income reduces this difference 
substantially.  Under the broad business income defini-
tion, the SCF estimate is only 20 percent larger than the 
SOI estimate.  Whether this difference is due to reporting 
error in the SCF or evasion in the SOI data is unclear.


The most striking result for the $50,000 or more 
AGI group from Figure 7 is that the SCF estimate of 
pension, annuity, and Social Security income is less 
than one-half the SOI estimate.  As with the estimates 
for all households, the summation of the alternative 
SCF estimates of pension, annuity and Social Security 
incomes are only about 2 percent less than the SCF 
estimate derived directly from the income questions.  
Also, the SCF estimate of Social Security income 
is only about 17 percent less than the SOI estimate.  
Thus, the bulk of the difference between the SCF and 
SOI estimates is due to pension and annuity income.  
One possible reason for the discrepancy is the treat-
ment of rollovers from one tax-deferred retirement 
to another tax-deferred retirement account.  For 
example, if a household transfers the balance of one 
IRA account to another IRA account, the transfer is 
not taxable, but the transfer amount should appear on 
line 16a of Form 1040 (see Figure 5).  Often house-
holds neglect to report these rollovers on their tax 
forms since there are no tax implications.  However, 
the SOI estimate will include these rollovers, even if 
the household does not include them on its tax form 
[12].  Since households in the $50,000 or more AGI 
group are about twice as likely to have some sort of 
tax-deferred retirement account, these households may 
have more rollovers.
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Figure 7     
Comparing Components of Total Income from the SCF to the IRS Values,
By AGI Class, All Returns     
(Money amounts in thousands of dollars)    
     


Tax Year 2000
Data Source SCF IRS % Diff 


AGI < $50,000       
Number of Returns 63,504,207 77,370,713 -21.8  
Components of Total Income        
  Wages and salary 1,495,908,100 1,514,257,995 -1.2  
  Business income 71,562,974 94,459,352 -32.0  
  Nontaxable interest 6,367,893 7,253,787 -13.9  
  Taxable interest 27,735,062 60,487,940 -118.1  
  Dividends 17,297,297 41,826,985 -141.8  
  Capital gain/loss 22,558,717 37,621,491 -66.8  
  Rent, royalties, s-corp 17,365,370 -21,255,979 222.4  
  Unemployment 9,033,543 12,204,865 -35.1  
  Alimony 14,568,265 4,357,077 70.1  
  Pensions, annuities, SS 272,705,769 294,763,093 -8.1  
  Other income 17,835,043 7,616,376 57.3  
Total 1,972,938,034 2,053,592,982 -4.1  
Memo item:        
  Broad business income 111,487,061 110,824,864 0.6  
AGI >= $50,000       
Number of Returns 39,320,851 32,798,001 16.6  
Components of Total Income        
  Wages and salary 3,489,598,600 2,941,909,441 15.7  
  Business income 579,952,277 119,406,001 79.4  
  Nontaxable interest 48,561,333 47,257,350 2.7  
  Taxable interest 111,235,007 138,833,728 -24.8  
  Dividends 90,264,615 105,160,694 -16.5  
  Capital gain/loss 470,137,727 592,920,941 -26.1  
  Rent, royalties, s-corp 163,255,787 262,335,219 -60.7  
  Unemployment 5,592,363 4,708,441 15.8  
  Alimony 12,114,821 1,821,107 85.0  
  Pensions, annuities, SS 186,836,576 443,833,436 -137.6  
  Other income 31,603,798 17,753,782 43.8  
Total 5,189,152,905 4,675,940,140 9.9  
Memo item:        
  Broad business income 1,213,345,791 974,662,161 19.7  
Notes: SCF values are for households who filed or intend to file a tax return.   


IRS values from Tables 1.3 and 1.4 in Statistics of Income—2000, Individual Income Tax Returns.


Broad business income includes business income, capital gain/loss, and rent, royalties, and   


S corporation income.    
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A final item to note from Figure 7 is that the SCF and 
SOI estimates of total income for each AGI group are 
remarkably close.  This provides evidence that, although 
households may misclassify the components of income, 
the aggregate level of income is fairly consistent.


 Conclusions


Our research has shown that, while ETD and SCF 
data seem to be capturing very similar portfolio data for 
the wealthiest people in the U.S, differences in popula-
tion coverage and the unit of observation make it very 
difficult to declare estimates from one source superior 
to the other.  There is a great deal of evidence that the 
financial characteristics of the very wealthy are suffi-
ciently heterogeneous to require quite large samples to 
make meaningful estimates for small subpopulations.  It 
is also clear that the increasingly complicated financial 
and business arrangements practiced by the very wealthy 
require a great deal of attention to the definition of data 
variables when attempting any sort of analysis.  Here, 
we are thinking about the proliferation of nontraditional 
investment instruments, such as derivatives, strips, 
options, and futures, as well as complex ownership ar-
rangements, such as trusts, family limited partnerships, 
and holding companies.   Lifecycle effects are also an 
important consideration; the portfolios of working in-
dividuals are different from those of the retired, which 
are also going to be different from individuals who face 
the end of their lives.


For studying broad trends in the population or for 
an overview of the top of the wealth distribution, the 
SCF provides more complete coverage than ETD.  By 
focusing on households, the SCF data are uniquely suited 
for answering many complex economic questions and 
provide comparability with other publicly available 
national datasets.  The availability of extensive savings, 
income, debt, work history, and demographic data also 
makes the SCF a much richer source of data than ETD for 
many research purposes.   In addition, the sample design 
ensures that individuals at all phases of the lifecycle are 
included in the sample, thus providing a broad measure 
of the economic behavior of all households. 


Data from U.S. estate tax returns provide a unique 
source of data on wealthy individuals.  For many pur-


poses, such as the study of intergenerational wealth 
transfers, they are the only viable data source.  The 
large sample size permits detailed study of individuals 
at the highest levels of the wealth distribution.  ETD 
can also support detailed study of the wealthy in vari-
ous demographic groupings, particularly by age, marital 
status, and sex, while these groups are not sufficiently 
represented in the SCF to allow reliable estimates.  These 
demographic characteristics seem to be key determinants 
of behaviors such as portfolio choice, charitable giving, 
and bequest decisions.  In addition, the abundance of 
valuation documentation provided with ETD provides 
unique opportunities to study in detail the financial 
planning and business arrangements employed by the 
wealthy to both minimize tax liability and to ensure that 
a legacy of wealth accumulation is preserved beyond 
their lifetimes.


Estimates for households made up of single, wid-
owed, divorced, or separated individuals in the ETD 
and SCF were remarkably similar, and our simulations 
suggest that data for married or partnered households are 
likewise comparable.  Overall, values reported on estate 
tax returns appear to be conservative relative to those in 
the SCF, reflecting the difficulty of valuing some assets, 
especially businesses; practical considerations, such as 
the difficulty of finding a willing buyer for a fractional 
interest in a basket of market goods; and the natural 
desire to minimize tax liability to the great extent pos-
sible within the constraints of the tax code.  In addition, 
differences between the mean and median ages reported 
in the ETD and those in the SCF suggest that the use 
of mortality rates that reflect the longevity advantages 
enjoyed by the wealthy in constructing wealth multipli-
ers may not completely compensate for overrepresenta-
tion of the elderly in the decedent population, perhaps 
introducing a slight bias.  The ETD may also be biased 
by effective financial and estate planning, by expenses 
associated with a long final illness, and by changes in 
asset holdings made in anticipation of death.  


In terms of the comparison between the SCF and 
SOI income data, our research has shown that, although 
there are differences in the unit of observation and issues 
with the definition of certain income types, the two data 
sources compare quite favorably.  One reason for this 
is the close correspondence between the SCF income 
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questions and the income categories on IRS Form 1040.  
While it appears that households often misclassify in-
come, the total amount of income reported by households 
in the SCF is only 6 percent larger than the SOI estimate.  
Due to the detail and scope of the SCF data, it is often 
possible to use data from other sections of the survey 
to make adjustments to better align the SCF and SOI 
income definitions.  The detail and scope of the other 
data collected in the SCF also allow for a broader range 
of research than the SOI tax data.  However, the large 
sample size and administrative nature of SOI tax data 
make it an appealing source for certain types of research, 
such a tax policy.  


The direct comparison of the SCF and SOI income 
data reveals that encouraging households to reference 
their tax forms is critical for the accuracy of the SCF 
income data.  Households with lower AGI may feel it is 
unnecessary to check their tax forms given the few types 
of income they receive, but it clearly makes a difference, 
as Figure 7 demonstrates.  Households with higher levels 
of AGI are more likely to receive more types of income 
due to the increasing complexity of their financial situa-
tions.  Thus, it is potentially even more difficult for these 
households to correctly report and classify their incomes 
without referencing their tax forms.


Overall, the message for researchers is that the SCF 
and SOI data are complementary sources of data on both 
wealth and income.  The goal of our research is not to 
declare one data set superior to the other; that is a difficult 
judgment to render.  What we have attempted to show 
in this paper is that there are many important issues to 
understand when comparing administrative and survey 
data.  The key, then, is that each data source has strengths 
and weaknesses that need to be understood and carefully 
considered before attempting to use them to answer any 
set of research questions.
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 Footnotes


[1] In nine U.S. States, nearly all property acquired 
by a married couple is considered owned equally 
by both parties.  Property acquired separately by 
gift or bequest is generally exempted.  


[2] In States where there are no community property 
rights, assets titled legally as joint tenants are 
considered owned equally by both partners in a 
marriage, usually without regard to how much 
consideration each party contributed to purchase 
the asset.


[3] Details of the SCF list sample design are provided 
in Kennickell, 2001.


[4] Due to the difficulty of gaining cooperation from 
the wealthiest individuals, the SCF uses as its 
upper sample threshold the minimum amount of 
wealth required for inclusion in the listing of the 
wealthiest 400 individuals in the U.S., as estimated 
by Forbes magazine.  Kennickell (2001) discusses 
the methodology used for selecting the SCF list 
sample.


[5]  Gross estate is a measure similar to total assets, 
but which includes the full face value of life insur-
ance, certain gifts made prior to death, and certain 
assets placed in trust.


[6]   Where possible, we modify the data to compen-
sate for these reporting anomalies.   For example, 
the full face value of life insurance is included in 
the decedent’s total gross estate for tax purposes, 
however we impute a cash value using data from 
the SCF.  


[7]  Examination rates vary by size of estate.   In 2003, 
about 6.4 percent of all returns were examined, 
while 27.5 percent of those reporting estates of $5 
million or more were subject to examination.   A 
recent Statistics of Income (SOI) study, based on 
the results of IRS audits of estate tax returns filed 
in 1992, estimated that detected undervaluation of 
assets was about 1.2 percent of total asset holdings 
for all audited returns (Eller, et al., 2001).


[8]  A family limited partnership is a business ar-
rangement in which a wide array of business and 
market assets are transferred to a partnership, 
with general partner interests held by parents 







- 99 -


CONSIDER THE SOURCE:  DIFFERENCES IN ESTIMATES OF INCOME AND WEALTH


and limited partner shares distributed to children 
through annual tax-exempt gifts.  This results in 
fractured ownership interests in the individual as-
sets, qualifying them for large valuation discounts 
for tax purposes.


[9]  The mean and median ages for heads of house-
holds with total assets of $1,500,000 from the SCF 
were both 57, virtually the same as for individuals 
in the ETD with this level of wealth, for whom the 
mean and median ages were 58.


[10] This approach will tend to overpredict wealth since 
some surviving spouses would in reality have less 


wealth than those available for matching in the 
ETD.


[11] For households with $50,000 or more in AGI that 
own interest-bearing assets, about 53 percent do 
not report any interest income.  Median interest- 
bearing assets for these nonreporting households 
is $6,200.


[12]  A rollover transaction generates a Form 1099-R 
that SOI matches to Form 1040.  If a filer neglects 
to report the rollover on his or her tax form, the 
value from Form 1099-R is added to the filer’s 
Form 1040.
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	The Nonprofit Sector


The nonprofit sector supports and advances a variety 
of religious, social, and economic endeavors.  Tax-ex-
empt nonprofit organizations dedicate billions of dollars 
annually to operating or supporting various initiatives in 
education, environmental protection and preservation, 
the arts and humanities, social welfare, health, and other 
critical areas.  Programs offered by the nonprofit sector 
may supplement those provided by government agencies 
or offered by the corporate sector.  Nonprofit organiza-
tions, which include hospitals, schools, churches, and 
other public charities as well as private foundations, 
receive an exemption from income taxes under Internal 
Revenue Code section 501(c)(3).  As of October 2005, 
there were 909,224 such organizations recorded as active 
by the Internal Revenue Service  (IRS).1


Nonprofit organizations that receive tax-exempt 
status are expected to use this status to assist in carry-
ing out their charitable activities, which in turn benefit 
individuals, households, and communities.  Each non-
profit organization is responsible for ensuring that its 
tax-exemption is not used to benefit individuals having 
personal or private interest in the organization, such as 
shareholders or organization founders or their families.  
Also, nonprofit organizations are limited in their ability 
to influence political campaigns and lobby.  Because 
private foundations are generally more narrowly con-
trolled and supported than public charities, they are 
required to meet stricter guidelines than other nonprofit 
organizations.  Nonoperating private foundations, which 
generally make grants to other charitable organizations, 
rather than operating charitable programs of their own, 
are required to pay out a minimum amount for charitable 
purposes, annually.  Additionally, all private foundations 
are required to pay an excise tax on any net income that 
they earn from investments.  All types of tax-exempt 
organizations, including nonprofit organizations, are 
subject to Federal taxation of income produced from 
activities that are unrelated to their charitable purposes.  
Nonprofit organizations are required to file annual 


information returns with the IRS and to make these 
documents widely available to the public.  They must 
also file a tax return for any year in which they receive 
“unrelated business” income or engage in activities that 
are prohibited under regulation.  Information obtained 
from these documents can provide valuable insight 
into the composition and financial activities of the 
nonprofit sector.


The Statistics of Income division (SOI) of the In-
ternal Revenue Service conducts a variety of ongoing 
research projects using data from information and tax 
returns filed by nonprofit organizations.  This paper will 
focus on the manner in which this research is being used 
in analyses that address three key issues in the nonprofit 
area:  the quality of reporting by tax-exempt organiza-
tions on their annual information and tax returns, the 
magnitude of compensation of executives and board 
members, and the extent to which tax-exempt organi-
zations are known to violate the rules that govern their 
permissible activities.


	Recent Growth in the Nonprofit Sector


The nonprofit sector is a substantial and growing 
portion of the overall economy.  The aggregate book 
value of assets, as reported by nonprofit organizations 
that filed IRS information returns for Tax Year 2002, was 
$2.1 trillion.  In real terms, this amount was 66 percent 
larger than the aggregate book value of assets held 
by nonprofit organizations for Tax Year 1993.2  These 
organizations earned 41 percent more in revenue for 
Tax Year 2002 than they had earned for Tax Year 1993.  
Nonprofit organizations directed much of the income 
from their considerable asset growth and other sources 
into additional expenditures to promote their charitable 
programs.  Total charitable expenditures reported by 
nonprofit organizations for Tax Year 2002 were 50 per-
cent larger than those reported for Tax Year 1993 and 
experienced a real annual rate of growth of nearly 5 
percent. 3  In contrast, the Gross Domestic Product grew 
at a real annual rate of 3 percent over the period.4
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In addition to experiencing significant growth in 
recent years, the nonprofit sector has also seen increased 
public interest in its financial dealings and charitable 
activities.  With the development of GuideStar and 
other Internet sites that provide easy access to nonprofit 
organizations' IRS returns, public scrutiny of nonprofit 
organizations has increased, and, in some instances, 
high-profile cases of potential abuse have been docu-
mented.  In response to these developments, various 
government officials and independent organizations have 
proposed a variety of additional legislative options aimed 
at curbing abuses of tax-exempt status.  


In evaluating proposed tax legislation and initiatives 
directed toward improving oversight, it is crucial that 
policymakers and researchers have access to high-qual-
ity statistics and microdata for nonprofit organizations.  
Such information can be useful in determining charac-
teristics of various types of nonprofit organizations, as 
well as in establishing standards for the administration 
of charitable programs.  In many cases, data collected 
from tax return records and disseminated by the IRS 
provide the most comprehensive information available 
on the financial composition and charitable activities of 
nonprofit organizations.  These data can reveal emerging 
trends and developments in the nonprofit sector and can 
be used to evaluate the effectiveness of tax regulation 
and IRS oversight.  Analyses conducted using such data 
provide a framework for the development of tax policy 
related to nonprofit organizations and assist practitioners 
and nonprofit staffs in the establishment of key self-gov-
ernance principles.  Data for nonprofit organizations can 
be obtained from a number of Web sites and independent 
organizations.  They are also available from IRS sources, 
such as the Statistics of Income division (SOI).  


	Overview of the Statistics of Income  
 Exempt Organization Program


SOI provides statistics and microdata derived from a 
number of administrative records filed with IRS.  Sample 
and population data from information and tax returns are 
transcribed and corrected using a variety of error resolu-
tion and data perfection procedures.  Since the 1970’s, 
data for organizations exempt under section 501(c)(3) 
have been included in the SOI program.  Currently, SOI 


collects information from Forms 990, 990-PF, 990T, and 
4720.  Forms 990 and 990-PF are used by tax-exempt 
organizations to report standard income statement and 
balance sheet items, as well as additional information on 
tax-exempt activities and charitable distributions, com-
pliance with the regulations that govern tax-exemption, 
involvement in various types of nonexempt activities, 
and certain information regarding employees.   


Tax-exempt organizations, other than private foun-
dations, file Form 990; private foundations file Form 
990-PF.  Form 990-T is filed by nonprofit and other types 
of tax-exempt organizations to report any unrelated busi-
ness income (UBI) and taxes.  Tax-exempt organizations 
use Form 4720 to calculate and pay taxes on prohibited 
activities, such as engaging in excessive lobbying, mak-
ing political expenditures, or providing private benefit 
to “disqualified persons,” which include organization 
founders, board members and executives, substantial 
contributors, and certain other individuals.  SOI produces 
a variety of statistical tables and articles annually for all 
of the exempt organization programs.  Also annually, 
microdata files that include all information collected 
for the Form 990 and Form 990-PF samples are made 
available for purchase.  (Microdata derived from Forms 
990-T and 4720 cannot be disclosed to the public.) 


SOI samples approximately 10 percent of all Forms 
990 and 990-PF, and about 20 percent of all Forms 990-T 
filed for a given tax year.5  The Form 990-T study incor-
porates a special Forms 990/990-T “integrated” sampling 
routine which ensures the inclusion of any Forms 990-T 
(with gross UBI of $1,000 or more, the filing threshold) 
filed by organizations whose Form 990 or Form 990-EZ 
information returns were selected for the separate sample 
of section 501(c)(3) charitable organizations.  For any 
designated tax year, tax-exempt organizations have 
various fiscal periods that collectively span 2 calendar 
years; to ensure complete coverage of a single tax year, 
SOI draws samples of Form 990-series returns over 
a 2-year timeframe.  For example, the Tax Year 2002 
studies include returns filed for Tax Year 2002 in Cal-
endar Years 2003 and 2004.  The SOI study of Forms 
4720 was recently added to the exempt organizations 
program and includes data collected for the population 
of Forms 4720 filed over a calendar year.  The SOI files 
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contain most financial items from each return, as well 
as a number of additional fields dedicated to codes or 
nonfinancial information.  The SOI staff enter data into 
an online system, which identifies taxpayer and other 
errors.  These are corrected during the data entry pro-
cess.  Often, supplemental information is included with 
tax returns on schedules and other attachments.  Where 
appropriate, information from these attachments is used 
to adjust data reported by the filer.  


The sample designs and data collection methods that 
are applied to the SOI files allow clear statistical patterns 
to emerge.  Consistency or variation in such patterns can 
provide insight into changes in reporting patterns, which 
may be attributable to tax law modifications or changes 
in the degree or quality of IRS oversight.  Additionally, 
the largest organizations that appear in each SOI file are 
sampled with certainty, which creates, in effect, a panel 
of large tax-exempt organizations.  The longitudinal 
nature of the SOI sample and population files can assist 
researchers in establishing typical statistical patterns 
for tax-exempt organizations and identifying cases that 
deviate from the expected norm.  Analyses derived from 
these data can provide insight into a variety of current 
issues in the nonprofit sector.


	Current Research Issues 


Reporting Quality


With the advent of electronic filing and imaging of 
IRS nonprofit-organization information returns and their 
widespread availability to the public, the quantity of 
data available for regulation and research has increased 
dramatically.  Technological improvements that make 
more data more accessible are certainly desirable, but 
ensuring that preparers fill out the forms completely 
and accurately is equally important.  Is “more” really 
better without quality reporting of return information?  
Ensuring reporting quality is a shared responsibility of 
both IRS and return preparers.  IRS needs to ensure that 
information and tax forms require essential information 
for effective regulation, oversight, and public transpar-
ency; and it needs to develop form instructions that are 
complete, explicit, and clear enough for preparers to 
follow.  Preparers need to be meticulous in providing 
complete responses to the requested information on the 


forms, especially itemized financial components.  Dur-
ing the past year, SOI has conducted special analyses, 
using data from its Forms 990 and 990-T statistical files, 
to assess the quality of information reported by return 
preparers.


Comparing and Reconciling Unrelated Business 
Income Data Reported on Forms 990 and 990‑T


An analysis of Tax Year 2002 data from 2,894 linked 
records in the Forms 990 and 990-T integrated sample 
of section 501(c)(3) public charities concludes that tax-
able unrelated business income (UBI) reported on Form 
990-T oftentimes cannot be reconciled with that reported 
on Form 990.6  Anecdotal information from reviewed 
cases indicates that the data entered on Form 990-T are 
much more accurate, perhaps because the purpose of  
Form 990-T is to calculate tax liability, which carries a 
greater potential for the assessment of monetary penal-
ties for misreporting than Form 990, whose purpose is 
to supply information only.  Applying Form 990 weights 
to the sample records produced an estimated population 
of 8,992 public charities that were required to file both a 
Form 990 and a Form 990-T.  The main sources of data 
for this analysis were Form 990, Part VII, Analysis of 
Income-Producing Activities, and Form 990-T, Part I, 
Unrelated Trade or Business Income. 


Form 990, Part VII, provides a three-tiered breakout 
of an organization’s total revenue (excluding any con-
tributions, gifts, and grants received from Government 
or public sources):  potentially taxable UBI reportable 
on Form 990-T, UBI excluded from taxation under the 
Internal Revenue Code, and mission-related (exempt 
function) income.  For each taxable UBI item entered, 
the filer is instructed to provide an associated business 
activity code from a list of North American Industrial 
Classification System (NAICS) codes.  Form 990-T, Part 
I, contains a statement of gross UBI, direct expenses, 
and net UBI.


As illustrated in Table 1, the Form 990 returns in 
the integrated sample were separated into three groups 
based on potentially taxable UBI reported in Part VII:  
those with positive total UBI (80 percent of all returns), 
those with zero UBI (13 percent of all returns), and those 
with negative total UBI (7 percent of all returns).  Within 
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these groups, Form 990 total UBI was matched against 
both total gross UBI and total net UBI reported in Part I 
of Form 990-T, and also against a computed amount of 
total “adjusted UBI.”  Adjusted UBI is derived from a 
combination of Form 990-T gross and net itemized UBI 
amounts, based on their correlation to the combination 
of gross and net UBI amounts required to be reported 
in Part VII, Form 990.  If organizations had reported 
income consistently on both forms, it was expected 
that the Form 990 total UBI amount would be the same 
as the Form 990-T adjusted UBI amount, a value that 
was no more than gross UBI and no less than net UBI, 
depending on what types of income were reported in 
each individual case. 


UBI reported on nearly 4 out of every 10 Forms 
990 could not be reconciled with UBI reported on Form 
990-T, meaning that total UBI on Form 990 did not 
match gross UBI, net UBI, or adjusted UBI on Form 
990-T (within a $100 tolerance).  The reasons for the 
inconsistency are twofold:  some filers reported a com-
bination of gross and net taxable income that differed 
from that specified in the Form 990 instructions; other 
filers did not report taxable UBI on Form 990 at all.  Of 
the 7,194 returns where the Form 990 UBI amount was 
positive, 34 percent could not be reconciled.  In some 
observed cases, the Form 990 amounts simply did not 


correspond to any Form 990-T amounts.  In many other 
cases, filers of Form 990 erroneously reported gross 
receipts from sales and services in Part VII, rather than 
gross profit from sales and services, which is the net of 
gross receipts minus cost of goods sold.  Gross profit, 
not gross receipts, should be included in total UBI on 
both Forms 990 and 990-T.


Twenty-eight percent of the 1,183 organizations 
that reported no taxable UBI amounts on Form 990 
filed Forms 990-T with net UBI that was negative.  The 
organization may have presumed that negative net UBI 
amounts need not be reported on Form 990.  These 
cases were not deemed irreconcilable for this analysis.  
However, 72 percent of the organizations reporting no 
taxable UBI on Form 990 filed Form 990-T with posi-
tive amounts of gross, net, and adjusted UBI.  There is 
no known reason for this, with the exception of some 
degree of nonreporting on Form 990.


About one-fifth of the 614 organizations reporting 
negative UBI on Form 990, Part VII, filed a Form 990-T 
with positive amounts of gross, net, and adjusted UBI.  
In some cases, negative amounts entered on Form 990, 
Part VII, for gain or loss from sales of investment assets 
were not reported on Form 990-T.  Generally, income 
from investments is not considered unrelated business 


Table 1. Reconciliation of Unrelated Business Income (UBI) Data From Form 990, Part VII, and 
Form 990-T, Part I, Tax Year 2002
[All figures are estimates based on samples. -- Money amounts are in thousands of dollars]


Percentage Form Form Form
Number of all Form 990 990-T 990-T 990-T


Item of returns returns UBI Gross Net Adjusted
UBI¹ UBI UBI²


(1) (2) (3) (4) (5) (6)


Matched returns, total....................................................... 8,992   100.0     3,807,095   4,089,889   3,343,626   3,771,948   


Number with Form 990 UBI greater than zero................. 7,194   80.0     3,869,524   3,574,474   3,009,050   3,411,944   
   Number with UBI that could not be reconciled³................. 2,447   27.2     1,870,317   1,521,271   1,253,569   1,433,963


Number with Form 990 UBI equal to zero........................ 1,183   13.2     --   270,348   225,634   236,913   
   Number with UBI that could not be reconciled³................. 853   9.5     --   251,173   229,754   234,908   


Number with Form 990 UBI less than zero...................... 614   6.8     (62,429)   245,067   108,942   123,091   
   Number with UBI that could not be reconciled³................. 124   1.4     (29,903)   181,211   131,100   132,128   


     ¹All returns in the Form 990-T sample had gross unrelated business income of $1,000 (the filing threshold) or more.
     ²Adjusted UBI is derived from a combination of Form 990-T gross and net itemized UBI amounts, based on their correlation to the combination of 
gross and net UBI amounts required to be reported on Form 990.
     ³The amount of total UBI reported on Form 990, Part VII, does not equal gross UBI, net UBI, or adjusted UBI (within $100 tolerance) reported on 
Form 990-T, Part I.
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income for public charities that file Forms 990 and 990-T.  
In other cases, negative entries on Form 990 could not be 
correlated with any amount reported on Form 990-T.


In 36 percent of the linked Forms 990 and 990-T 
cases, the primary unrelated business activity indicated 
on the organization’s Form 990-T did not match any 
activity code reported in Part VII of Form 990 for each 
itemized taxable UBI amount.  This, along with UBI 
reporting inconsistencies, seems indicative of prepar-
ers who fill out Form 990 and 990-T exclusive of any 
attempted reconciliation of reported information on the 
two forms.


Researchers, both in and outside of IRS, use Form 
990 to make assessments of nonprofits’ financial activi-
ties, operations, and programs.  Form 990, Part VII, for 
example, provides data that should be useful for gauging 
how much of an organization’s income is from taxable 
unrelated business activities and what types of activities 
are producing the income.  Currently, an IRS team is 
designing a revised Form 990 that will be geared toward 
obtaining data that will be useful for better regulation and 
oversight of nonprofit and other tax-exempt organiza-
tions.  Taxpayer education, comprehensive IRS form in-
structions, and complete and accurate reporting by return 
preparers are vital for making Form 990 a consistent and 
reliable tool for research and public accountability.


Form 990‑T Deductions Allocation Study


The deductions allocation study measures the extent 
to which high-income organizations (those with gross 
UBI of $500,000 or more) misreported specifically de-
fined, itemized deduction components as “Other deduc-
tions” on Tax Year 2002 Forms 990-T.  During the data 
entry process, SOI staff check the required Other deduc-
tions statement for inaccurately reported items and move 
(allocate) amounts, when appropriate, to one or more of 
the specifically defined deduction components, such as 
Salaries and wages.  The study examined the difference 
between deduction amounts as initially reported by filers 
and as corrected, through allocation, by SOI staff.7


During normal IRS processing of paper and e-file 
returns, data are captured as reported by the return filer.  
Misreported amounts are not allocated from residual 


“other” categories to the proper, specifically defined 
return line items.  Researchers and IRS staff that use 
Returns Transaction File (RTF) data for examination 
or administrative purposes may find this study useful 
for gauging the extent to which deductions data may be 
understated, and extrapolating its results to draw con-
clusions about the possible understatement of itemized 
income, deductions, assets, and liabilities reported on 
other types of IRS exempt-organization returns.


Of the 2,381 high-income returns filed, 20 percent 
required at least one allocation from Other deductions 
during SOI data entry.  Paid preparers completed 79 
percent of these 485 returns with taxpayer reporting 
errors.8  Sixty-eight percent of the returns that required 
SOI allocations of misreported amounts were filed by 
section 501(c)(3) nonprofit organizations; the remainder 
were filed by organizations exempt under other sections 
of the tax code.  Section 501(c)(6) business leagues, 
chambers of commerce, and real estate boards and sec-
tion 501(c)(7) social and recreational clubs accounted 
for 11 percent and 7 percent, respectively, of all returns 
that required allocations from Other deductions to spe-
cifically defined components.


After allocation, the increase in the total amount of 
each specifically defined deduction category reported by 
high-income filers ranged from 3 percent to 45 percent.  
Salaries and wages, the largest aggregate itemized de-
duction reported on Form 990-T, rose by only 3 percent; 
Contributions to deferred compensation plans rose by 14 
percent; and Repairs and maintenance rose by 45 percent.  
Allocations made to other types of itemized deductions 
resulted in increases ranging between 4 percent and 9 
percent.  It is worth noting that no allocations were made 
to Compensation of officers, directors, and trustees, 
Excess exempt expenses, or Excess readership costs.  
Form 990-T filers must provide detailed information on 
related schedules for these items and then enter schedule 
totals in the itemized deductions statement.  The schedule 
preparation requirement apparently deters preparers from 
including these items in Other deductions.


As shown in Table 2, the three deduction items 
with the largest aggregate dollar amount allocated from 
Other deductions were Salaries and wages ($32.0 mil-
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lion allocated), Repairs and maintenance ($21.7 million 
allocated), and Employee benefit programs ($7.8 million 
allocated).  Allocated amounts accounted for close to half 
of the SOI-edited amount of Salaries and wages, and 
three-quarters or more of the other two cited deduction 
items.  The largest average dollar amounts allocated 
from Other deductions were made to Salaries and wages 
($381,269), Repairs and maintenance ($92,593), Net 
depreciation ($92,503), and Employee benefit programs 
($69,921). 


The deduction items with the highest frequency 
of allocation of misreported taxpayer amounts were 
Repairs and maintenance (243 returns), Taxes and li-
censes (180 returns), Salaries and wages (93 returns), 
and Employee benefit programs (92 returns).  The top 
three primary unrelated business activities reported by 
organizations, based on self-reported NAICS codes and 
percentage of returns with allocations, were medical and 
diagnostic laboratories (14 percent), gambling indus-
tries (9 percent), and advertising and related services (6 
percent).  Overall, close to 10 percent of the reported 
Other deductions amount should have been included in 


the more specifically defined deduction items, and the 
percentage change in itemized deduction amounts, after 
SOI allocations, ranged from 12.5 (Salaries and wages) 
to 106.7 (Repairs and maintenance).


 The deductions allocation study makes it clear 
that Form 990-T preparers could do a much better job 
of accurately reporting all-inclusive amounts within 
the specifically defined deduction components listed 
on the form.  If IRS plans to use tax processing data 
to make intelligent decisions regarding regulation, 
compliance, or potential abuses of tax-exempt status, it 
is imperative that a high priority be placed on educat-
ing nonprofit organizations and their tax practitioners 
to report detailed items completely and accurately.  
Also, because organizations are not allowed to file 
supplementary electronic financial statements with 
e-filed returns (they must provide financial data in the 
IRS format), it is feared that if the data provided are 
incorrect or incomplete, there will be no additional 
information available with the e-filed returns, as there 
is with paper returns, that can be used to correct these 
reporting errors.


Table 2. Form 990-T Returns with Gross Unrelated Business Income of $500,000 or More and At 
Least One Allocation Made from Other Deductions, Tax Year 2002
[Money amounts are in thousands of dollars]


Percentage Percentage
Number of of all SOI Taxpayer of SOI edited


Deduction item returns returns¹ edited reported Allocated amount
with with amount amount amount allocated 


allocations allocations from Other
deductions


(1) (2) (3) (4) (5) (6)


Other deductions........................................................... 485      100.0      753,388    832,164    (78,776)    N/A²      


Compensation of officers, directors, and trustees......... --      --      --    --    --    --      
Salaries and wages....................................................... 93      19.2      68,069    36,043    32,027    47.1      
Repairs and maintenance............................................. 243      50.1      28,840    7,174    21,667    75.1      
Bad debts...................................................................... 32      6.6      1,618    10    1,608    99.4   
Interest.......................................................................... 39      8.0      2,094    4    2,090    99.8 
Taxes and licenses....................................................... 180      37.1      16,213    10,296    5,917    36.5  
Charitable contributions................................................ 22      4.5      1,524    37    1,487    97.6      
Net depreciation............................................................ 54      11.1      6,004    1,009    4,995    83.2  
Depletion....................................................................... --      --      --    --    --    --      
Contributions to deferred compensation plans............. 26      5.4      1,242    34    1,207    97.2      
Employee benefit programs......................................... 92      19.0      9,897    2,119    7,778    78.6      
Excess exempt expenses............................................. --      --      --    --    --    --      
Excess readership costs............................................... --      --      --    --    --    --      


1Detail does not add to 100 percent because some returns had allocations made to more than one deduction item.
2N/A - not applicable.  However, 9.5 percent of the total amount of aggregate Other deductions reported by taxpayers was allocated to one or more 


specifically defined deduction items.
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Form 990 Asset Allocation Study


An asset allocation study, similar to 990-T deductions 
allocation study but on a smaller scale, was conducted 
for public charities that filed Form 990.  The goal was to 
measure the degree to which assets were misreported by 
filers as “Other assets” on Form 990, rather than in the 
appropriate specifically-defined asset categories.  For this 
study, SOI data were compared to a file made available 
by GuideStar containing data transcribed from the same 
information returns.  The GuideStar data were chosen 
because, like the IRS Returns Transaction File, reporting 
errors were not resolved based on research on attached 
financial statements during the transcription process.  For 
this reason, the GuideStar data provided a useful record 
of what each filer reported on the form.


Over 6,600 Form 990 returns from Tax Year 2002, 
representing virtually all of the certainty strata of the SOI 
sample, were matched with the same filings from the 
GuideStar dataset.  Eleven returns, for which the balance 
sheet values in the SOI and GuideStar datasets differed 
by three orders of magnitude, were excluded from the 
analysis.9  Total assets for the SOI group amounted to 
$1.345 trillion versus $1.338 trillion for the GuideStar 
group, a difference of less than 1 percent.  When the 
totals for Other assets were compared, the GuideStar 
total was $34.5 billion (or 41 percent) more than SOI.  
Most of this difference can be attributed to financial items 
allocated out of Other assets during the course of SOI 
processing and, as such, is a measure of filer reporting er-
ror.  A look at the specific asset categories quickly shows 
where these “other” assets should have been reported.  
In the SOI dataset, Investments--other totaled $129.9 
billion versus $106.4 billion in the GuideStar dataset.  
This disparity of $23.0 billion represented two-thirds of 
the difference in Other assets between the two datasets.  
Only three other specific asset categories showed an ag-
gregate increase of more than 5 percent after SOI editing: 
Prepaid expenses and Land, buildings, and equipment, 
both 8 percent, and Cash, 7 percent.


When the universe of GuideStar-transcribed returns 
was compared to SOI’s weighted population estimates, 
similar results were seen.  The GuideStar sum of Total 


assets was $1.740 trillion, less than 1 percent larger 
than SOI’s weighted estimate, while the GuideStar sum 
of Other assets was $51.5 billion (or 50 percent) more.  
Again, Investments--other was the largest misreported 
category, with an SOI-estimated total that was $23.3 
billion larger than the GuideStar population total.


Researchers and analysts studying the endowments 
of public charities should be aware of the reporting ten-
dencies of these organizations.  To the extent possible, 
SOI tax examiners allocate assets, liabilities, and ex-
penses to the correct line items; however, not all sources 
of data have this value added.  Further, it is a concern 
that the growth of electronic filing will be accompanied 
by a reduction in the amount of usable supplemental 
data, reducing SOI’s ability to correct these types of 
reporting errors.


Compensation of Executives and Board 
Members


Nonprofit organizations, which include public chari-
ties and private foundations, are legally required to avoid 
providing “unreasonable compensation” to executives 
and board members.  Recently, Congress and various 
independent organizations have proposed legislation 
aimed to further define and limit permitted compensa-
tion amounts.  As compensation rates for executives and 
board members differ substantially among organizations 
of different types and sizes, analyses of compensation 
data can provide valuable insight into the development of 
equitable standards.  SOI collects a variety of data related 
to individual compensation amounts paid to executives 
and board members, which can assist researchers in 
analysis of such issues. 


All nonprofit organizations that file Form 990 or 
990-PF are required to provide individual-level compen-
sation data for all paid executives and board members.  
These amounts are reported in Part V of Form 990 and 
Part VIII of Form 990-PF for each board member or 
trustee, foundation manager or organization director, 
executive, or officer who was paid by the nonprofit 
organization during the tax year.  Nonprofit organiza-
tions report compensation paid to executives and board 
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members not only for their assistance in operating and 
administering charitable programs, but also for their 
work in fundraising, investment management, and other 
activities not directly related to their charitable purposes.  
Table 3 shows that, for Tax Year 2002, compensation, 
including benefits, deferred compensation, and allow-
ances, paid by public charities and private foundations 
to executives and board members totaled $15.0 billion.  
For both public charities and private foundations, the 
highest paid executives or board members received over 
$7 million.  Most nonprofit organizations did not report 
compensating executives or board members; less than 
half of public charities and less than one-quarter of pri-
vate foundations indicated that they had paid one or more 
executives or board members during the tax year.  


Among organizations that reported executive and 
board compensation, patterns of such compensation 
varied greatly for Tax Year 2002, depending on certain 
organizational characteristics, such as type and size.  For 
example, median compensation for individual executives 
and board members at public charities was $45,000, 
an amount much larger than the median compensation 
of $6,000 paid to individuals with similar positions at 
private foundations.  Likewise, organization size, as mea-
sured by total assets, significantly affected compensation 
practices.  For all nonprofit organizations, both median 
and mean executive and board compensation amounts 
increased measurably with organization size. Addition-
ally, large nonprofit organizations distributed a larger 
portion of their total executive and board compensation 
as employee benefits (13 percent) than medium and small 
organizations (8 percent and 4 percent, respectively).10


A different pattern emerges when the aggregate 
compensation of executives and board members paid 
by an organization is measured as a proportion of the 
organization’s total expenditures.   Although large 
nonprofit organizations clearly spend more in absolute 
amounts for compensation than smaller organizations, 
small nonprofit organizations direct a larger percentage 
of their overall expenditures toward executive and board 
compensation.  The median proportion of aggregate 
executive and board compensation to total expenses for 
small public charities was 8 percent for Tax Year 2002.  
For medium-sized public charities, the median was 
2 percent.  And for large public charities, the median 


proportion of aggregate compensation was less than 1 
percent.  Median proportions of aggregate compensation 
of executives and board members to total expenses also 
decreased with organization size for private foundations.  
The median proportion of aggregate executive and board 
compensation to total expenses was 12 percent for small 
private foundations, 3 percent for medium-sized private 
foundations, and less than 1 percent for large private 
foundations.  


In addition to individual executives and board 
members, many nonprofit organizations also report 
compensation of institutional trustees, such as 
banks. 11  While public charities paid less than one-half 
of 1 percent of executive and board compensation to 
institutional trustees, private foundations reported that 
16 percent of compensation was paid to these organiza-
tions.  Additionally, institutional trustees represented 
28 percent of all compensated individuals reported by 
private foundations.  For private foundations, the pro-
portion of compensation paid to institutional trustees to 
total expenses greatly exceeded that paid to individual 
executives and board members.  The median proportion 
of compensation paid to total expenses for institutional 
trustees was 15 percent.  In contrast, this proportion, 
when calculated for compensation paid to individual 
executives or board members by private foundations, 
was less than 2 percent.


	Preliminary Research on Taxation of EO 
 Prohibited Activities


Chapters 41 and 42 of the IRC outline a number 
of prohibited activities and their associated penalties.  
Tax-exempt organizations, certain individuals associated 
with those organizations, and certain nonexempt trusts 
that engage in such prohibited activities must pay excise 
taxes for the tax year in which the prohibited activity 
occurred.  Organizations or individuals liable for such 
excise taxes calculate their total amounts due using 
Form 4720, Return of Certain Excise Taxes on Charities 
and Other Persons Under Chapters 41 and 42 of the 
Internal Revenue Code.  Excise taxes may be assessed 
on a number of activities, such as failure by nonoperat-
ing private foundations to distribute minimum amounts 
toward grants, disbursement of excess amounts toward 
lobbying, participation in illegal political activities, and 
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Table 3. Nonprofit Organization Board and Executive Compensation, by Type of Organization and Size,¹ 
Tax Year 2002
[All figures are samples based on estimates]


Public charities


Type of organization and size
Number of 


compensated
individuals


Total    Median       Mean        Max     


(1) (2) (3) (4) (5)


All public charities
Total compensation and benefits....................................... 202,316      14,218,864,111      45,000      70,280      7,448,233
   Compensation..................................................................... 194,537      12,806,782,863      45,000      65,832      6,885,926      
   Employee plans.................................................................. 83,045      1,213,267,385      7,503      14,610      4,559,427      
   Expense accounts and other allowances............................ 25,042      201,114,311      3,000      8,031      743,349 


Small charities
Total compensation and benefits........................................... 108,035      3,723,646,342      28,146      34,467      333,604      
   Compensation..................................................................... 102,263      3,491,258,605      28,800      34,140      303,113      
   Employee plans.................................................................. 23,826      161,443,629      4,443      6,776      81,493      
   Expense accounts and other allowances............................ 11,351      70,944,108      1,445      6,250      51,600   


Medium charities
Total compensation and benefits........................................... 73,468      6,393,010,502      70,141      87,018      2,646,940      
   Compensation..................................................................... 71,954      5,811,838,637      66,453      80,771      2,646,940      
   Employee plans.................................................................. 42,521      511,513,724      7,276      12,030      634,936      
   Expense accounts and other allowances............................ 8,875      71,495,761      3,211      8,056      305,400   


Large charities
Total compensation and benefits........................................... 20,813      4,102,207,268      152,729      197,095      7,448,233      
   Compensation..................................................................... 20,320      3,503,685,622      137,249      172,422      6,885,926      
   Employee plans.................................................................. 16,698      540,310,032      18,338      32,357      4,559,427      
   Expense accounts and other allowances............................ 4,816      58,674,442      5,341      12,183      743,349  


Private foundations


All private foundations
Total compensation and benefits....................................... 29,921      743,675,862      6,000      24,855      7,182,301
   Compensation..................................................................... 29,086      684,732,874      6,000      23,542      7,182,301      
   Employee plans.................................................................. 2,566      51,084,960      11,000      19,909      1,450,943      
   Expense accounts and other allowances............................ 1,563      7,858,028      960      5,026      497,605      


Small foundations
Total compensation and benefits........................................... 11,767      76,585,846      2,644      6,509      79,102
   Compensation..................................................................... 11,340      74,440,810      2,684      6,564      63,360      
   Employee plans.................................................................. 388      1,984,176      147      5,108      15,742
   Expense accounts and other allowances............................ 550      160,860      99      292      960      


Medium foundations
Total compensation and benefits........................................... 14,411      336,743,345      10,000      23,367      1,472,583
   Compensation..................................................................... 14,100      320,619,761      10,022      22,739      974,978      
   Employee plans.................................................................. 1,003      12,420,032      6,315      12,377      627,370      
   Expense accounts and other allowances............................ 547      3,703,552      1,600      6,767      497,605      


Large foundations
Total compensation and benefits........................................... 3,743      330,346,671      29,829      88,257      7,182,301
   Compensation..................................................................... 3,646      289,672,303      30,000      79,449      7,182,301      
   Employee plans.................................................................. 1,174      36,680,752      20,140      31,244      1,450,943      
   Expense accounts and other allowances............................ 466      3,993,616      3,004      8,570      230,452      


¹ For the purpose of analysis, “small” charities hold less than $1 million in book value of total assets; “small" foundations hold less than $1 million in fair market value of 
total assets; “medium" charities hold from $1 million to less than $50 million in book value of total assets; “medium" foundations hold from $1 million to less than $50 million 
in fair market value of total assets; “large" charities hold $50 million or more in book value of total assets; and “large" foundations hold $50 million or more in fair market 
value of total assets.
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excess benefit transactions or self-dealing activities that 
benefit individuals associated with public charities or 
private foundations, respectively. 


SOI recently began collecting data from Forms 4720 
filed by organizations and individuals.  To date, data col-
lection for Calendar Years 2003 and 2004 has been com-
pleted.  Statistics derived from the population of Forms 
4720 received by IRS during those years include data 
from returns filed for various tax years.  For Calendar 
Year 2004, some 65 percent of the returns included in the 
population represented Tax Year 2003, and 27 percent 
represented Tax Year 2002.  The additional 8 percent of 
the Calendar Year 2004 population comprised returns 
filed for various earlier tax years.  While Form 4720 
may be filed by a variety of organizations, Form 990-PF 
filers accounted for more than 95 percent of the return 
population in each of Calendar Years 2003 and 2004.12   
For Calendar Years 2003 and 2004, approximately 2 
percent of all Form 990-PF filers filed Form 4720.


This paper marks the first publication of data col-
lected for the Form 4720 study.  Table 4 shows Calendar 
Year 2003 and 2004 data from Form 4720.  Clearly, the 
excise tax paid on undistributed income is the largest 
and most commonly reported excise tax.  This tax ap-
peared on 85 percent of returns filed and accounted for 
more than 70 percent of total taxes reported for both 
Calendar Years 2003 and 2004.  After taxes on undis-
tributed income, the most commonly reported taxes were 
on self-dealing and excess benefit transactions, which 
are generally prohibited transactions between nonprofit 
organizations and associated individuals.  Examples of 


excess benefit transactions include excess compensa-
tion to executives or board members and loans made to 
officers, directors, and trustees.  Taxes on self-dealing 
and excess benefit transactions appeared on 9 percent of 
returns included in the Calendar Year 2003 study and 10 
percent of returns included in the Calendar Year 2004 
study.  These taxes represented 15 percent of total tax 
reported for Calendar Year 2003 and 9 percent of total 
tax reported for Calendar Year 2004.


Data collected from Form 4720 provide additional 
insight into the types of prohibited activities that occur 
most commonly and the degree to which such violations 
occur.  However, statistics derived from this informa-
tion may be limited by both the reliability of nonprofit 
organizations in reporting prohibited activities and the 
effectiveness of IRS audit procedures and oversight.  
For example, a steady annual increase in the percent-
age of organizations using Form 4720 each year could 
indicate improved reporting compliance among nonprofit 
organizations, or increased involvement in prohibited 
activities.  Nevertheless, the statistics may prove help-
ful in measuring the effectiveness of this oversight.   In 
the future, data from Form 4720 may help determine 
the impact and effectiveness of any changes made or 
additions to the regulations that govern the activities of 
nonprofit organizations.   


	Summary


The information obtained from SOI statistics, mi-
crodata, and research projects can be used in analyses 
that illuminate a variety of issues faced by legislators, 


Table 4. Excise Taxes Reported by Charities, Private Foundations, and Certain Trusts on Form 4720, Calendar Years
2003 and 2004


Internal Revenue Item
Code Section Number Amount Number Amount


Section 4942 Tax on Undistributed Income (Schedule B)................................................... 1,551  3,539,633  1,482  5,594,073  
Sections 4941 & 4958 Taxes on Self-Dealing and Excess Benefit Transactions (Schedule A)......... 170  730,233  170  659,721  
Section 4945 Tax on Taxable Expenditures (Schedule E).................................................. 53  277,420  54  1,036,999
Section 4911 Tax on Excess Lobbying Expenditures (Schedule G).................................... 27  75,255  31  136,033  
Sections 4943, 4944, 4912, 4955 Additional Excise Taxes¹............................................................................... 26  191,318  23  276,670  


    Total²........................................................................................................ 1,817  4,813,859  1,743  7,703,496  


² Detail adds to more than total because some organizations reported more than one type of activity subject to excise taxes.


Calendar Year 2003 Calendar Year 2004


¹ Includes reported taxes on Excess Business Holdings, Invesments that Jeopardize Charitable Purposes, Disqualifying Lobbying Expenditures, Political Expenditures, and 
Personal Benefit Contracts.
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the IRS, and nonprofit practitioners; this paper has 
highlighted three examples.  Several research projects, 
including an analysis of information derived from the 
Forms 990/990-T integrated sample and the Forms 990 
and 990-T allocation studies, have identified apparent 
problems with the quality of reporting by tax-exempt 
organizations.  SOI microdata and statistics can be an 
important asset in research involving information where 
proper line item allocations are imperative, such as bal-
ance sheet or income statement information.  Data for 
individual compensation amounts paid to executives and 
board members can be employed in a variety of analyses 
and can provide a glimpse into the compensation habits 
of nonprofit organizations.  The recent introduction of the 
Form 4720 study provides a new opportunity for research 
into the degree to which nonprofit organizations deviate 
from their tax-exempt purposes.  Clearly, SOI data can 
be valuable to researchers and analysts in determining 
an overall picture of the nonprofit sector, identifying 
potential problems in tax reporting and compliance, 
and establishing benchmarks for the administration and 
operation of nonprofit organizations.  Such analyses may 
provide the framework for future oversight procedures, 
tax legislation, and self-governance guidelines.  


	Endnotes


1  This amount was obtained from the Internal 
Revenue Service Exempt Organizations Business 
Master File and includes nonprofit organizations 
not required to file annual returns with the IRS.


2  Data indicated as constant dollars were adjusted 
based on the 2000 chain-type price index for Gross 
Domestic Product as reported by the U.S. Depart-
ment of Commerce, Bureau of Economic Analysis.  
Tax Year 2002 is used as the base year for these 
adjustments.


3  For purposes of analysis, “charitable expenditures” 
is defined as the sum of program service expenses 
from Form 990 and disbursements for charitable 
purposes from Form 990-PF.  


4 Growth rates were derived from the exponential 
formula for growth, y=b*mx.


5  For detailed information on Statistics of Income 
sampling methodology for producing population 
estimates, see the general appendix, located near 
the back of the Summer 2005 issue of the SOI Bul‑
letin, particularly the Sample Criteria and Selection 
of Returns section and the Method of Estimation 
section.  The SOI Bulletin is available from the 
Tax Stats section of the IRS Web site, www.irs.
gov/taxstats.


6  A business activity is considered unrelated if it does 
not contribute importantly (other than the produc-
tion of funds) to accomplishing an organization’s 
charitable, educational, or other purpose that is 
the basis for the organization’s tax exemption.  
Whether an activity contributes importantly de-
pends in each case on the facts involved.  See IRS 
Publication 598, Tax on Unrelated Business Income 
of Exempt Organizations, for additional informa-
tion on unrelated business income and tax.


7  Data collected for the Deductions Allocation 
Study were controlled to provide statistics solely 
on amounts of itemized deductions allocated from 
Other deductions.  Any SOI adjustments made for 
reasons other than allocating, such as correcting 
math errors, are included in both the SOI adjusted 
amounts and the taxpayer-reported amounts. 


8  The actual number of Tax Year 2002 large-income 
Forms 990-T with allocations was 492.  Seven 
returns could not be located for the study, and data 
on taxpayer entries of itemized deductions were not 
available from any other source.  


9 Each year, several Form 990 filers report their bal-
ance sheet items in thousands of dollars with a note 
on the return with that information.  During IRS 
Returns Transaction File processing and GuideStar 
transcription, this note is often missed.  SOI process-
ing includes steps to ensure that these returns are 
transcribed correctly.  Consequently, for a certain 
number of returns each year, SOI balance sheet fig-
ures are one thousand times larger than on both the 
GuideStar file and the Returns Transaction File.
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10  For purposes of analysis, “small” public charities 
hold less than $1 million in book value of total 
assets; “small” private foundations hold less than 
$1 million in fair market value of total assets; 
“medium” public charities hold from $1 million to 
less than $50 million in book value of total assets; 
“medium” private foundations hold from $1 million 
to less than $50 million in fair value of total assets; 
“large” public charities hold $50 million or more 
in book value of total assets; and “large” private 
foundations hold $50 million or more in fair market 
value of total assets.  Of the returns filed by public 
charities for Tax Year 2002, some 68 percent were 
filed by small public charities, 30 percent were filed 
by medium public charities, and 2 percent were 
filed by large public charities.  Small, medium, and 


large private foundations represented 70 percent, 
29 percent, and 1 percent of returns filed by private 
foundations for Tax Year 2002, respectively.  


11  For additional information on institutional trust-
ees, see Boris, Elizabeth A.; Renz, Loren; and 
Hager,  Mark A (2005), Foundation Expenses and 
Compensation:  Interim Report, 2005, The Urban 
Institute, The Foundation Center, and Philanthropic 
Research, Inc.


12  Organizations identified as “Form 990-PF filers” 
may be private foundations or section 4947(a)(1) 
charitable trusts that are treated as private founda-
tions for tax purposes.  Generally, private founda-
tions represent more than 90 percent of all Form 
990-PF filers.
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An Essay on the Effects of Taxation on  
the Corporate Financial Policy 


George Contos, Internal Revenue Service


The taxation of corporate profits in the United States 
has been one of the most widely discussed issues 
in the area of public finance. Corporate revenues 


are currently subject to double taxation. Profits are taxed 
first at the corporate level and then, when distributed 
as dividends or when capital gains are realized, taxed 
a second time at the individual level. The share of tax 
revenues from corporate profits has been decreasing 
steadily over the past four decades. In 1962, corporate 
tax receipts accounted for 21 percent of all tax revenues, 
but, by 2003, their share dropped to 7.5 percent.1 In 2003, 
a proposal by the Bush Administration brought corporate 
tax integration back to the front pages. The final legisla-
tion, the Jobs and Growth Tax Relief Reconciliation Act 
of 2003, did not eliminate double taxation, but it did 
reduce the taxation of corporate profits at the individual 
level.2 Double taxation is still a reality; so, the discussion 
for corporate integration is clearly not over. 


In understanding why corporate taxation is such a 
highly contested issue, critics argue that the current tax 
system discourages business entities from organizing as 
taxable corporations and encourages corporations to veer 
from socially efficient decisions (Scholes et al. (2005), 
p. 336). Those critics believe that the losses to the U.S. 
economy caused by the current tax system far exceed the 
gains from the revenues raised. They call for a neutral 
tax system that does not enter into the decisionmaking 
process of firms and does not distort economic efficiency. 
Supporters of corporate taxation reply to those allega-
tions by saying that corporations are distinct entities 
and should be taxed separately from their shareholders; 
that corporations should pay a fee, tax, for the special 
privileges they enjoy; and that corporate taxation pre-
vents the sheltering of individual income from taxation 
(Rosen (2002), p. 399). 


A large body of research has tested for the effects 
of corporate taxation. Although the results of empirical 
models vary significantly, all models agree that, to some 
degree, corporate taxation affects a broad range of the 


decisions made by taxable corporations. The magnitude 
of those effects and their overall impact on the economy 
are still under debate. Jane Gravelle (1995) divides the 
debate on corporate taxation into three key issues. “First 
who carries the burden of corporate tax--capital, labor, 
or consumers, and does it play a role in a progressive 
tax system? Second, how significant are the distortions 
caused by the excess corporate tax? And third, how can 
the revenues raised from corporate tax be replaced?” 
This paper focuses on the second question and more 
specifically on how the deductibility of interest affects 
the capital structure of taxable corporations. I test the 
hypothesis that taxable corporations have a tax incentive 
to use debt financing versus equity financing because 
interest paid is tax-deductible while dividends paid to 
shareholders are not. Measuring the excess debt that 
corporations carry due to the tax incentive is important 
because the excessive use of debt may lead to financial 
distress and even bankruptcy.  


This paper extends the work of Gordon and Lee 
(2001). They use an aggregate data time-series, Tax 
Years 1950 to 1995, to test for the effects of corporate 
taxation on the financial policy of firms of different sizes. 
They found that taxes have a large effect on the use of 
debt for the smallest and the largest firms. In this paper, 
I first estimated the Gordon and Lee (G&L) model us-
ing the same aggregate Statistics of Income (SOI) data 
but for a different time period, Tax Years 1993 to 2000, 
and my findings were qualitatively similar to those of 
G&L. Next, I introduced a confidential SOI firm-level 
dataset for the 8-year period, and found an unexpected 
negative relation between tax rates and debt. However, 
using a marginal tax rate constructed from taxable in-
come before the interest deduction and the panel dataset, 
I found, as expected, a positive relation between tax 
rates and debt. Finally, I divided my panel dataset into 
small, intermediate, and large size firms, and I found a 
positive relationship between tax rates and debt for all 
three firm sizes.
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 Corporate Taxation


Before discussing existing research on how taxes 
affect the corporate capital structure, it is useful to 
review how double taxation affects the decisionmak-
ing process of firms. Business entities have a financial 
incentive to organize as “C corporations,” where the 
term C corporation comes from the subchapter of the 
Tax Code defining their structure. Corporations are le-
gal entities that can have multiple owners and separate 
management. The ability to attract multiple investors 
through the sale of shares or bonds gives corporations 
broad access to capital and greater potential for growth. 
The shares of corporations can be easily transferred to 
other investors without disrupting the operations of 
the companies. The owners of corporations also enjoy 
limited liability since, in case of default, their liability 
is limited to the amount they have invested. Because, 
in the United States, corporate profits are subject to 
double taxation, corporations in essence pay a fee for 
the right to incorporate. Corporate revenues are taxed 
first on the corporate level and then, when distributed 
as dividends or when capital gains are realized, taxed 
a second time on the individual level. Business entities 
can avoid double taxation but in the process lose some 
of the special privileges mentioned earlier, if they orga-
nize as passthrough entities. Passthrough entities, such 
as sole proprietorships, partnerships, and subchapter 
S corporations, avoid double taxation by passing all 
profits and losses onto their shareholders (Brealey and 
Myers, 2000). 


The firm can finance its investments using equity 
or debt. Equity is either cash available to the firm or 
funds raised by issuing stock, primarily common stock. 
Dividends paid to stockholders are not tax- deductible; 
thus, dividends are paid from after-tax income.  A firm 
raises debt by borrowing from its shareholders, from 
financial institutions, or from the public. All interest paid 
by a corporation to its lenders is tax-deductible, thus 
generating a tax shield. Clearly, there is a tax incentive 
for a taxable corporation to use debt instead of equity.  
So, double taxation directly affects the corporate capital 
structure. 


Since all interest paid is tax-deductible, one would 
expect that taxable corporations would rely heavily on 


debt to finance their investments, but empirical evi-
dence shows that they use significant amounts of equity 
capital.3 Why is this so? There can be significant nontax 
costs involved with debt financing. These costs include 
both the standard costs of borrowing and risks of finan-
cial distress that fixed liabilities imply. Firms fall into 
financial distress when they have difficulty making their 
debt payments. Extended periods of financial distress can 
lead to bankruptcy. The higher the debt payment levels, 
the higher the probability that the firm could fall into 
financial distress.  As the probability of distress increases 
the risk for the firm’s debtor increases, so they demand 
higher return for their investments. Consequently, the 
value of debt tax shields decreases as these forms of 
nontax costs increase. 


The value of tax shields also depends on the marginal 
tax rate of the firm, and the availability of nondebt tax 
shields4 and tax credits. The marginal tax rate is the tax 
liability generated, today and in the future, by an ad-
ditional dollar of income earned today. Estimating the 
marginal tax rate is not straightforward because of the 
uncertainty of future earnings, the carryback and the car-
ryforward provisions of the tax law, and the alternative 
minimum tax (AMT). Corporations can “carry back” and 
“carry forward” operating losses and tax credits--mean-
ing they can apply them to reduce tax liabilities incurred 
in past or future years. As Graham (1996) explains, 
the relationship among operating losses, marginal tax 
rates, and the value of tax shields is not always obvious. 
For example, tax shields have very low, if no, value to 
corporations that expect operating losses in the future. 
Such firms will have very low marginal tax rates because 
they can use those net operating loss deductions (NOL’s) 
in the future to refund any taxes paid today. Firms that 
experienced losses in the past and expect moderate 
profits in the future can also use NOL’s to reduce future 
tax liabilities. However, if that same firm carries back 
its current-year NOL and the NOL is less than or equal 
to is past liabilities, then the marginal tax rate of any 
additional income earned today will be equal to the 
applicable statutory tax rate. From these examples, it is 
easy to see that the NOL deduction makes estimating the 
marginal tax rate of a corporation complex.  


The value of debt tax shields also depends on the 
availability of nondebt tax shields4 and tax credits. As 
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DeAngelo and Masulis (1980) explain, one can make the 
case of a tax shield substitution effect since the avail-
ability of nondebt tax shields may crowd out debt tax 
shields. Finally, it has been shown that the foreign tax 
credit limitations do not just reduce the value of debt 
tax shields, but actually influence U.S. multinationals 
to decrease their domestic debts by substituting them 
with equity financing.


In this paper, the corporate marginal tax rate proxies 
are constructed by selecting the marginal statutory rate 
that applies to the highest dollar of the current-year tax-
able income, or taxable income before interest deduction, 
reported on the tax return. Such proxies have been used 
successfully in earlier research and can be applied to both 
the aggregate and firm-level datasets used. Upcoming 
research by the author explores the effects of the NOL 
deduction and the various tax credits on the corporate 
capital structure.


 Prior Empirical Research


Modigliani and Miller (1963) were the first to intro-
duce the idea that corporate taxation affects the capital 
structure of firms.  As Scholes et. al. (2005) discuss, 
Modigliani and Miller showed that if the only imper-
fection of the capital markets is  corporate taxation, the 
deductibility of interest generates a debt tax shield that 
increases the value of corporations. When comparing 
debt and equity financing, Modigliani and Miller explain 
that borrowing is beneficial to corporations because the 
cost of debt, interest paid, is tax-deductible while the 
cost of equity, dividends, is not. In a later paper, Miller 
(1977) pointed out that, if one takes into account the tax 
status of corporate investors, equity financing can be a 
competitive alternative to debt financing. If the interest 
earned by the debt holders is taxed at a higher rate than 
the dividends paid to stockholders, then the corporation’s 
tax incentive is the difference between the sum of the cor-
porate tax rate plus the dividend rate, and the individual 
tax rate of the bondholders. The work of Modigliani and 
Miller was advanced by DeAngelo and Masulis (1980), 
who introduced the idea of tax shield substitution. Firms 
can substitute nondebt tax shields, like the depreciation 
deduction, for debt tax shields. The work of DeAngelo 
and Masulis is important because it led to a hypothesis 


that can be empirically tested; firms with large amounts 
of nondebt tax shields will have lower levels of debt 
than firms with small amounts of nondebt tax shields 
(Scholes et al. (2005) p. 344).


Since the works of Modigliani and Miller (1963) 
and DeAngelo and Masulis (1980), a number of empiri-
cal studies have examined the impact taxes have on the 
financial structure of corporations.  As Ayers, Cloyd, 
and Robinson (2001) explain, the capital structure 
literature can be divided into two streams.  The first 
stream of works compares taxable corporations that 
have different tax incentives, hypothesizing that firms 
with greater tax incentives will have higher levels of 
debt.  The second stream of works compares taxable 
corporations to passthrough entities that are not subject 
to corporate taxation because, by law, they have to pass 
all income to their shareholders. Their hypothesis is that 
taxable corporations will have higher levels of debt than 
passthrough entities. 


 The earlier articles of the first stream do cross-sec-
tion analysis of taxable corporations but do not find 
convincing evidence that taxation affects the financial 
policy of firms (Bradley, Jarrell, and Kim, 1984; and 
Gaver and Gaver, 1985). The more recent articles of the 
first stream are more successful in finding evidence of a 
significant positive relationship between debt financing 
and marginal tax rates. These articles introduce several 
improvements over earlier work:  They examine incre-
mental financing decisions instead of debt levels (MacK-
ie-Mason (1990); Graham (1996); Gropp (1997)); they 
develop better proxies for marginal tax rates (Graham 
(1996); Graham, Lemmon, and Schallheim (1998)); they 
use the ratio of interest expense to gross profit rather than 
the debt-to-equity ratio as the dependent variable (Cloyd, 
Limberg, and Robinson (1997); and they research the 
debt policies of corporations of different sizes (Gordon 
and Lee (1999)). Here, I briefly present an overview of 
this work, focusing on the data, the marginal tax rate 
proxies used, and their key findings.


Bradley, Jarrell, and Kim (1984) use data from 851 
large firms to estimate a general equilibrium model. 
Although they have multiyear data for each firm, in 
order to avoid business cycle variations or different 
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adjustment periods, they calculate a 20-year average or 
“permanent” leverage ratio for each firm. They exam-
ine how these ratios vary with the industry of the firm, 
the volatility in the firm’s earnings, the availability of 
nondebt tax shields, and the expenditures on research 
and development and advertising. They do not find 
concrete evidence that taxation affects the firm’s lever-
age ratios, but they find evidence that the leverage ratios 
are strongly influenced by the firm’s industry. They also 
find that firms with volatile earnings have lower levels of 
debt, suggesting that the risk of bankruptcy has a nega-
tive effect on the amount a firm borrows. Finally, they 
find that firms with higher levels of nondebt tax shields 
borrow more, a finding that contradicts the findings of 
the earlier literature. Bradley, Jarrell, and Kim offer as a 
possible explanation for this last finding that firms with 
large amounts of assets have more collateral and thus 
can borrow more.


The Gaver and Gaver (1985) article does not test 
directly for the relationship between taxes and debt ratios 
but rather tests the hypothesis that there is a systematic 
relationship between the firm’s investment opportunity 
set and its corporate policy decisions. Using longitudi-
nal data from 237 new and 237 established firms, they 
find evidence that growth firms have significantly lower 
debt-to-equity ratios than established firms. This is an 
interesting result that could explain the differences in 
the debt levels across firms.


The MacKie-Mason (1990) article uses the Compu-
stat data on large publicly traded companies to examine 
the relationship between nondebt and debt tax shields 
to measure the firm’s tax incentive, using a dummy 
variable for the net operating loss deduction. Instead 
of using the aggregate debt over total assets ratio as the 
dependent variable, he uses the annual change in the 
total debt levels scaled by the firm’s total assets. He finds 
evidence of substantial tax effects on the choice between 
issuing debt or equity; that firms with net operating loss 
carry-forwards are much less likely to use debt; and 
that the existence of investment tax credits reduces the 
probability of debt issues only when the firm’s marginal 
tax rate is near zero. His findings support a significant 
relationship between corporate taxation and the financial 
decisions of a firm.


Graham (1996) follows MacKie-Mason’s incre-
mental choice approach, using a simulated firm-specific 
marginal tax rate as a proxy for the firm’s tax incentives. 
The data used are a pooled cross-section of differenced 
time series from about 10,000 Compustat firms from 
1980 to 1992. Although he finds a strong positive rela-
tion between tax status and incremental debt policy, he is 
puzzled by the low R-squared of about 5 percent that his 
regressions produce. He states that "future researchers 
should study why, given the strong tax incentives firms 
have to issue debt, taxes do not explain a larger portion 
of debt policy." Finally, he tests the effectiveness of the 
tax status proxies used by earlier papers and finds that 
only the net operating loss dummy variable is a reason-
able proxy.5  


Gropp’s (1997) paper builds on the work done 
by MacKie-Mason and Graham, but, instead of us-
ing proxies for expected marginal tax rates, he uses a 
simple rational expectations approach to estimate the 
expected effective corporate tax rates of firms. He finds 
"that current average effective tax rates have substantial 
predictive power for the estimation of expected corpo-
rate tax rates." Controlling for other theories of capital 
structure choices, he finds that corporate taxation affects 
the financial policy of firms using a balanced panel from 
Compustat of 929 publicly traded manufacturing U. S. 
firms from 1979 to 1991. 


Graham, Lemmon, and Schallheim (1998) is the 
first paper to find a positive relationship between the 
tax incentive and debt financing using debt levels. 
They provide evidence that the corporate tax status is 
endogenous to financing decisions, producing a spuri-
ous relationship between the debt ratio and the marginal 
tax rate of the firm; in other words, the estimated effects 
of tax status on the debt levels will be biased because 
companies that have high levels of debt also have low 
marginal tax rates. To solve this problem, they propose 
a direct measure of the corporate marginal tax rate us-
ing taxable income before the interest deduction as a 
measure of the firm profits. Using a balance panel from 
Compustat of 18,193 observations from 1981 to 1992, 
they find a positive relationship between tax rates and 
the usage of debt. 
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Gordon and Lee (2001) is the first paper to research 
the debt policies of corporations of all sizes and to find 
a positive relationship between debt levels and after-
financing tax rates.  They create a dataset from the 
aggregate data on corporations published by SOI and 
test for the effects of taxation by comparing the ratios 
of debt-to-assets of firms in different asset size-classes.  
Over the 46-year period covered by their data, the corpo-
rate tax rates varied significantly,6 giving them adequate 
variation both across time and across firms for a differ-
ence-in-difference procedure. This procedure compares 
the changes in the debt-to-assets ratios for small versus 
large firms with the changes in the relative tax rates they 
face. They find that taxes have a large effect on the use 
of debt for the smallest and the largest firms. For inter-
mediate-sized firms, they estimate a much lower effect, 
but they provide indirect evidence that this finding is a 
result of measurement error in the tax variable. Since 
the SOI data are grouped in asset classes, they only have 
information on the average rate of return for firms in 
each asset class, taxable income divided by assets; so, 
they calculate the average marginal tax rate for firms in 
each asset class. Due to this limitation, "they are not able 
to capture the effects of heterogeneity in rates of return 
across firms on the expected marginal tax rate, arising 
from the nonlinearity in the tax structure." The effects of 
heterogeneity in rates of return are more important for 
intermediate firms since their "taxable incomes are near 
the point where tax rates change dramatically."


To avoid such problems, I introduced a confidential 
firm-level dataset of taxable corporations of all sizes, for 
Tax Years 1993 to 2000. This dataset allowed studying 
the effects of taxation on firms of all sizes, while captur-
ing the heterogeneity in rates of return across firms. I 
found an unexpected negative relation between tax rates 
and debt. However, using a marginal tax rate constructed 
from taxable income before the interest deduction, I 
found the expected positive relation between tax rates 
and debt. Next, I took advantage of the panel aspects of 
the microdataset; by using fixed effects models, I con-
trolled for the unobserved firm-specific effects and found 
again a positive relation between taxation and debt. Fi-
nally, I divided the panel dataset into small, intermediate, 
and large size firms, and I found a positive relationship 
between tax rates and debt for all three firm sizes.


 Empirical Research


The data sample


The data used for this study are the firm-level data 
collected by SOI and published on an aggregate basis 
in the annual Corporate Source Book.7 The data come 
from the tax returns of domestic corporations and foreign 
corporations with U.S. business activities.8 The firm-
level data are confidential, although SOI employees--like 
my self--can conduct analyses of the data and share the 
results with outsiders subject to disclosure review by the 
Internal Revenue Service (IRS). 


I began my analysis with Tax Year 1993 since it is 
the first year that three new tax brackets, for returns with 
taxable income greater than 10 million dollars, came into 
effect. The three brackets were introduced by the Tax 
Relief Act of 1993 and give my time series additional 
variation across firms compared to earlier years. I ended 
my analysis with Tax Year 2000 because it is the last full 
year before the recession that started in March of 2001.9 
Tax receipts in Tax Year 2001 decreased significantly; 
so, including these data would complicate the analysis 
of my findings.10 During the 1993 to 2000 time period, 
the corporate tax schedule remained unchanged; so, the 
dataset provides significant variation across firms but 
limited variation across time.


To create the panel, I limited my sample to compa-
nies that filed tax returns under the same Employer Iden-
tification Number (EIN) and were selected by the SOI 
sampling process every tax year from 1993 to 2000.11 To 
confine the data to nonfinancial firms with appreciable 
business operations, I excluded all financial returns 
because they follow different tax rules:  1120F filers 
because SOI does not collect balance sheet information 
from them; part-year returns which have tax periods 
of 6 months or less; and all returns with total assets of 
$10,000 or less because such firms are too small to help 
the explanatory power of the empirical model. After 
these exclusions, the panel consisted of 10,552 firms. 


Constructing a “true” balanced panel of corporations 
is complicated by the need to account and adjust for 
mergers, acquisitions, and other changes to the structure 
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of each corporation in the sample. Given the difficulty 
of this undertaking, and of analyzing firms undergoing 
major changes, I decided to exclude from the panel all 
companies for which total assets increased by more than 
tenfold in a single year and all companies for which total 
assets decreased by more than 90 percent between 1999 
and 2000. The first criterion eliminates from the panel 
corporations that have merged with or acquired another 
business entity. The second criterion eliminates from 
the panel corporations that are in financial distress and 
will be going out of business in the near future.12 A total 
of 60 records were dropped for these reasons, leaving a 
“final” panel of 10,492 firms.


Apart from the large number of observations, the 
SOI data offer several advantages over the financial data 
used in the prior literature. The data collected by SOI 
are reported by firms to the IRS when financial (book) 
data are reported by corporations to their shareholders.13 
As George Plesko (2004) points out, "differences in ac-
counting rules for book and tax reporting purposes can 
lead to differences in the amount of income reported 
to shareholders and to the IRS." Mills, Newberry, and 
Trautman (2002) find that book-tax income differences 
grew throughout the 1990’s so that tax rates estimated 
from book income will be wrong.14  


Financial and tax data may also differ when a 
parent corporation reports with its subsidiaries. For 
financial purposes, a parent company must include in 
the consolidation all domestic and foreign subsidiaries 
which it owns by 50 percent or more. Under tax rules, 
however, domestic subsidiaries must be 80-percent or 
more owned to be included in the parent’s tax return, and 
foreign subsidiaries cannot be consolidated. Since the 
Compustat dataset reports financial consolidations and 
does not separate foreign and domestic income, taxable 
income could be inflated. The amount of debt reported 
by some companies in their tax returns could be inflated 
because they do not eliminate intercompany payables 
and receivables. Mills, Newberry, and Trautman (2002) 
report anecdotal feedback of such reporting, but, since 
the dependent and the control variables of the empirical 
model are ratios, the effects should be minimal.


Finally, another reason financial and tax data may 
differ is off-balance sheet financing. Firms in the 1990’s 


used special purpose entities to keep debt outside their 
consolidated financial statements. Mills and Newberry 
(2004) find "that these financial reporting effects oc-
curred primarily during 1994-1999." So the financial 
statements of large firms for that period could under-
report both interest expense and debt and inflate tax-
able income. I believe that, overall, the use of tax data 
improves the accuracy of my empirical work.


 Summary Statistics


In order to be able to compare my results using the 
firm-level data with G&L results based on aggregate 
data, I first present summary information of all variables 
from the G&L sample and the present sample. As shown 
in Table 1, the summary statistics of the two samples 
match very well. The mean total debt-to-assets ratio is 
about four percentage points higher in the present sample 
compared to that of G&L, reflecting greater long-term 
borrowing over prior decades. Looking at the asset side 
of their balance sheets, firms in the two samples own 
comparable amounts of depreciable property and land, 
but firms in the present sample have higher amounts of 
intangible assets.15 Finally, although the ratio of accounts 
receivable to assets dropped by a little bit more than 3 
percentage points, cash holdings increased by about 2 
percentage points. In comparing the mean marginal rates 
of the two datasets, it is obvious that, in recent years, 
corporations have faced significantly lower statutory 
corporate tax rates: Companies in the 1950 to 1995 
period faced higher tax scales with top statutory rates 
as high as 52 percent, while those in the 1993 to 2000 
period faced significantly lower tax scales that topped 
at 39 percent. The mean marginal tax rate (mrt) has de-
creased from 37.6 percent to 26.5 percent.16 In contrast, 
the average yearly individual tax rate on interest faced 
by individual taxpayers (ifmr) in the same two periods 
was much more stable, slipping from 24.5 to 22.3.17 It 
is clear that firms in the 1993 to 2000 period have con-
siderably lower tax incentive (dmr) than firms in the 
1950 to 1995 period.18 


 Empirical Findings and Sensitivity  
 Analysis


I begin my empirical analysis by regressing the pres-
ent aggregate sample. The first equation of the Gordon 
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and Lee empirical model measures the effects of tax 
incentive (dmr), nontax factors, firm unique character-
istics, and the business environment on the firm’s total 
debt-to-assets ratios.19 To simplify the model, G&L as-
sume that all nontax factors that affect the corporate fi-
nancial policy do not change over time or change in a way 
that is uncorrelated with relative tax rates.  To account 
for those nontax factors, they use an "arbitrary function 
that measures desired debt-to-assets ratios ignoring tax 
incentives." In estimation, this arbitrary function is a sev-
enth-order polynomial function of logged real assets.20 
The unique characteristics of the firms in each asset class 
are measured by the composition of the assets of those 
firms. Finally, the business environment is captured by a 
set of Tax Year dummies. Thus, the equation estimated is: 
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where tdr is the debt over asset ratio for firms in asset 
class s at year t, rassts  are the inflation- adjusted total 
assets of firms in asset class s at year t , log(rassts)


i
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the ith order polynomial function of logged rassts, dmr 
is the tax incentive of firms in asset class s at year t,  
X  is a matrix of the composition of the assets of firms 
in asset class s at year t, and d t  are Tax Year dummies. 
The main hypothesis is that the coefficient of the tax in-
centive is positive.  For the asset composition variables, 
I expect that firms with higher depreciable assets, land, 
and intangibles asset ratios will have higher debt-to-
asset ratios when firms with higher cash balances and 
trade notes and accounts receivable will have lower 
debt-to-asset ratios.  A complete listing of the variables 
is included in the appendix. 


Gordon & Lee use OLS to estimate the first equa-
tion, finding the effects of taxes on debt to be modest. 
Because the marginal tax rate proxy is based on taxable 
income, they are concerned with possible endogeneity 
bias:  a firm’s debt levels through the interest deduction 
directly affect its taxable income. To correct this bias, 
they construct an exogenous instrument, based on the 
findings of Graham, Lemmon, and Schallheim (1998) 
and re-estimate the model using Instrumental Variable 
(IV). The instrument is the average tax rate faced by 
all firms in each time period if the interest deduction is 
added back to taxable income. Their IV coefficients are 
not significantly different from their OLS, which G&L 
attribute to high correlation of the instrument with the 
marginal tax rate proxy.


The results of the OLS regressions for the present 
and G&L samples are shown in Table 2. Like Gordon 
and Lee, I find an unexpected negative relation between 
tax rates and debt. I next controlled for the firms’ size 
and asset composition by regressing the first equation, 
resulting as expected in a positive tax coefficient. The 
coefficients of the control variables, except for the ratio 
of land-to-assets, had the expected signs and are signifi-
cant at the 1-percent level. So, I found that the 1990’s 
aggregate data produce the same results as the aggregate 
data from 1950 to 1995.


G&L also estimate the effects on financial policy of 
any factors that change over time. These factors are the 
business cycle, the nominal interest rates, and the tax en-
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Table 1


Aggregate Data ¹


Sample Means and Standard Deviations of Variables


Gordon & Lee 


1950 - 1995 ²


Present Study


1993 – 2000 ³


Variables Notation Mean Standard
Deviation Mean Standard


Deviation
Corporate debt-asset
ratios
Total debt-to-assets Tdr 25.18 8.05 29.12 6.83
Short-term debt-to-
assets Sdr 9.45 4.07 10.33 3.22


Long-term debt-to-
assets Ldr 15.73 4.36 18.78 4.62


Tax rates
Marginal tax rate-
taxable income Mrt 37.57 13.15 26.48 9.74


Marginal tax rate-
taxable income plus 
interest paid


Mrtint 37.97 12.81 27.80 9.86


Individual tax rate Ifmr 24.49 2.36 22.26 1.00
Marginal tax rate 
minus individual tax 
rate


Dmr 13.04 12.72 4.22 9.75


Corporate assets
Depreciable assets-to-
assets Dprr 20.79 6.32 21.17 7.09


Land-to-assets Landr 3.66 2.46 3.51 2.06
Cash-to-assets Car 9.5 4.00 11.37 6.58
Intangible assets-to-
assets Intr 1.12 1.08 2.45 0.84


Accounts receivable -
to-assets Arr 22.83 4.53 19.01 4.70


¹ Source: SOI Source Book, amounts are in dollars.


² From Gordon and Lee (1999)


³ Author’s tabulations
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vironment. The dependent variable for the second equa-
tion is the coefficients of the time dummies estimated 
on the first equation. Having already controlled for the 
tax incentives, size of firm, and asset composition, the 
coefficients of the time dummies capture the effects on 
financial policy of these nontax factors. In addition, by 
including in the second equation a yearly measure of 
the tax incentive (dmr), G&L also test if they have ad-
equately controlled for taxes on the first equation. If they 
have done so, then the coefficient of the tax incentive 


must be equal to zero. Thus, the equation estimated is:


         (2)


where tδ̂  are the coefficients of the Tax Year dummies 
estimated by the first equation, dmr is the average tax 


incentive faced by corporations at year t, tb is the nomi-
nal interest rate measured by the 3-year Treasury bond 
rate, dj is a business cycle proxy equal to the ratio of the 
Dow Jones index over Gross Domestic Product, and d
 86 is a dummy capturing any omitted aspects of the 
Tax Reform Act of 1986. 


Table 3 reports both the unexplained yearly varia-
tion reported by the G&L and the present samples. Ac-
cording to G&L, if the first equation fully accounts for 
the effects of taxation on the corporate financial policy, 
then the tax coefficient of the second equation should be 
zero; they find that the tax coefficient is positive, large 
in magnitude, and statistically significant. Because the 
dependent variable of the second equation is measured 
net of the estimated effects of taxes estimated in the 
first equation, to get the complete effect of taxation, 
they combine the two IV tax coefficients. They find that 
large firms in the 1970’s would finance 9.2 percent of 
their assets with debt relative to the smaller firms. Using 
seven annual observations, my replication of the time-
series aggregate model showed no unexplained yearly 
variation. So, for the present sample, the first equation 
seems to capture the tax incentive in its entirety. This is 
not totally unexpected since, in the 8 years of my time 
series, both business cycle and the nominal interest rate 
variables remained fairly constant when their sample 
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Table 2


Aggregate Data


 Regression Results


Variables
G&L


Tdr


Present


Tdr


G&L


Tdr


Present


Tdr


Present


Sdr


Present


Ldr


Dmr -0.393**
(0.020)


-0.384
(0.065)


0.079**
(0.019)


0.078**
(0.038)


0.127**
(0.027)


-0.048**
(0.028)


Log(rassts)    1.853**
(0.355)


0.034**
(0.007)


0.021**
(0.005)


0.013**
(0.005)


Log(rassts)2


Log(rassts)3


Log(rassts)4


Log(rassts)5


- 0.641**
(0.135)


-0.568**
(0.068)
0.085**
(0.009)
0.019**
(0.004)


-0.015**
(0.003)


-0.002**
(0.0002)
0.0006**
(0.0001)


-0.00003**
(0.000009)


-0.012**
(0.002)


-0.002**
(0.0002)
0.0005**
(0.00007)
-0.00002*
(0.00004)


-0.003**
(0.002)


-0.0002**
(0.0001)
0.0002


(0.00007)
-0.0002


(0.00004)


Log(rassts)6 -0.004**
(0.001)


- - -


Log(rassts)7    0.002**
(0.00038)


- - -


Dprr    0.320**
(0.058)


0.663**
(0.122)


0.096**
(0.083)


0.567**
(0.092)


Landr 0.317
(0.254)


-1.271**
(0.307)


-1.606**
(0.208)


-0.335*
(0.231)


Car


Intr


-0.437**
(0.087)
1.447**
(0.341)


-0.223
(0.225)
0.578*
(0.409)


-0.394**
(0.152)
0.251


(0.276)


0.171
(0.169)
0.326*
(0.307)


Arr -0.027
(0.040)


-0.823**
(0.166)


-0.630**
(0.112)


-0.193**
(0.124)


Constant


Year
Dummies


25.572**
(1.289)


Yes


0.311
(0.018)


Yes


 20.992**
(2.187)


Yes


0.433**
(0.062)


Yes


0.370**
(0.042)


Yes


0.063**
(0.047)


Yes


Obs. 434 88 434 88 88 88
Adj R-
squared


0.433 0.246 0.972 0.98 0.974 0.988


* and ** indicate significance levels at 5 percent and 1 percent. Standard errors in parenthesis.


Note: Following G&L, I stopped adding powers to the polynomial when the next higher power 


was statistically insignificant. Table 3


Aggregate Data


Unexplained yearly variation


OLS Regression Results


G&L Present
Variables
Dmrt 0.264**


(0.094)
-0.232
(0.291)


Mrt
Ifmr
TB 0.504**


(0.148)
0.001


(0.003)
DJ -4.546**


(1.485)
0.015


(0.020)
Dummy for 
post 1986


3.313**
(0.692)


Constant 0.191
(1.978)


-0.004
(0.044)


Obs. 37 7
Adj. R-
squared


0.84 0.90


*and ** indicate significance levels at 5 percent


and 1 percent. Standard errors in parenthesis. 
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period permits 37 annual observations and gains power 
from a structural change in 1986, as well as several 
economic cycle changes.


I now turn my attention to the balanced panel of 
firm-level microdata. I began by regressing the first 
equation on the final panel using OLS. The results of 
these regressions are reported in the first two columns of 
Table 4. The tax coefficient is significant at the 1-percent 
level but negative, and it stayed negative even after I 
controlled for the size of the firm and asset composi-
tion. The asset composition variables had the expected 
signs, and their magnitudes are consistent with my 
expectations and were statistically significant. Firms 
with higher depreciable or intangible asset ratios have 
higher debt-to-asset ratios, and firms with higher levels 
of cash at hand and accounts and trade notes receivable 
have lower debt-to-asset ratios.  Finally, the land coef-
ficient was again negative but significantly lower.  The 


adjusted R-squared of the regression is 0.14 percent. So, 
my model provides a better fit than earlier firm-level 
studies but is still unexpectedly poor.


Still not satisfied with the goodness of fit of the liner 
model, I estimated a log-linear model,21 and the OLS 
regression results are shown in the two last columns 
of Table 4. The adjusted R-squared of the log-linear 
regression was higher than the linear model, while the 
sum of square errors was lower, suggesting a better 
fit. In particular, the adjusted R-squared was now 0.2 
percent, considerably higher than the ones reported by 
similar firm-level studies. The tax coefficient was again 
negative, and the asset composition variables had the 
expected signs.


I next took advantage of the panel aspects of my 
dataset by using fixed effects.22 Fixed effects allow us 
to isolate the unobserved firm-specific effects and get 
a better measure of the true effects of taxation on the 
financial policy of firms. By unobserved firm-specific 
effects, I refer to all those firm-unique characteristics 
that do not change from year to year and help shape the 
firm’s financial policy and capital structure.  As shown 
in Table 5, the relationship between the tax incentive 
and debt-to-asset ratios is again negative. The tax coef-
ficient when total debt is the dependent variable was 
–0.115, while the coefficients of the asset composition 
variables have the expected signs and, except for the 
ratio of land-to-assets, were statistically significant. 
The tax coefficient was negative even when I divided 
debt into short-term and long-term, –0.057 and –0.065, 
respectively. The overall R-squared of the total, short, 
and long-term debt regressions were 0.14 percent, 0.016 
percent, and .2 percent, respectively. 


To test whether the tax coefficients are driven by the 
presence in my sample of a significant number of firms 
with no taxable income, I regressed the first equation us-
ing two subsets of the final panel. In the first, the sample 
was limited to 8,900 firms that had a positive marginal 
tax rate for at least 1 year. Here again, the fixed effects 
tax coefficient was negative and significant. Next, the 
sample is further restricted to the 3,100 companies that 
had a positive marginal tax rate every year; the coef-
ficient remained negative and significant. Both datasets 
produced the expected signs for all control variables, 


Table 4


OLS Regression Results


Tdr Tdr Log(tdr) Log(tdr)
Variables
Dmr -0.821**


(0.009)
-0.381**
(0.008)


-0.581**
(0.006)


-0.240**
(0.005)


Log(rassts) -8.079**
(0.735)


-4.417**
(0.436)


Log(rassts) 2 0.960**
(0.093)


0.532**
(0.055)


Log(rassts)3 -0.055**
(0.006)


-0.031**
(0.003)


Log(rassts)4 0.002**
(0.0001)


0.0009**
(0.0001)


Log(rassts)5 -0.00002**
(0.000002)


-0.000005
(0.000001)


Dprr 0.272**
(0.005)


0.263**
(0.004)


Landr -0.028**
(0.010)


-0.038**
(0.007)


Car -0.384**
(0.008)


-0.411**
(0.006)


Intr 0.363**
(0.020)


0.304**
(0.014)


Arr -0.087**
(0.006)


-0.098**
(0.005)


Constant 26.654**
(2.294)


14.353
(1.362)


Year
Dummies


No Yes No Yes


Obs. 83,936 83,936 83,936 83,936
R-squared 0.09 0.14 0.09 0.20


*and ** indicate significance levels at 5 percent and 1 percent. Standard 


errors in parenthesis.


Note: The final panel includes 10,492 nonfinancial companies that filed


 tax returns under the same EIN and were selected by the SOI sampling 


process every tax year from 1993 to 2000 and their total assets did not


increase by more than 10 times from one period to the next and did not file 


final returns in Tax Year 2000. Following G&L, I stopped adding powers 


to the polynomial when the next higher power was statistically insignificant. 
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and the same or higher overall R-squared as the final 
panel did.23 


To test whether the negative tax coefficient related 
to the companies with extreme observations, I excluded 
from my sample firms that had total debt greater than 
80 percent of total assets or firms that had any single 
asset equal to or greater than total assets. After these 
restrictions, my sample was reduced down to about 9,000 
records. The tax coefficient was again negative and sig-
nificant, with the rest of the control variables having the 
expected signs. Excluding those extreme observations 
reduced significantly the unobserved firm-specific error 
and raised the overall R-squared to 0.2 percent. 


Since the negative relationship between taxes and 
capital structure seemed to be independent of the depen-
dent variable and the sample, I turned my attention to the 
possibility of endogeneity bias between the dependent 
variable and the main regressor.24To correct the pos-
sible bias, I constructed an exogenous instrument.  The 


instrument is the average tax rate faced by all firms in 
each time period if the interest deduction is added back 
to taxable income but the instrumental variable tax coef-
ficient is again negative.


 Since the instrument does not seem to correct the 
bias, I followed the example of Graham, Lemmon, and 
Schallheim and generated a second marginal tax rate 
proxy (mrtint) using taxable income before the inter-
est deduction as a measure of the profits. I proceeded to 
estimate the log-linear models using fixed effects. Table 6 
reports the results of these regressions. The fixed effects 
tax coefficients of all three regressions are positive and 
significant at the 1-percent level. The tax coefficient, 
for the total debt regression, was equal to 0.06. So, after 
using a modified measure of revenue, one that includes 
the interest deduction, I found a significant distortion 
on the corporate financial policy caused by taxation. I 
estimated that firms in the 39-percent tax bracket are 


Table 5


Fixed Effects Regression Results


Log(tdr) Log(sdr) Log(ldr)
Variables
Log(dmr) -0.115**


(0.004)
-0.057**
(0.003)


-0.065**
(0.003)


Log(rassts) -2.432**
(0.526)


-2.202**
(0.409)


-0.503**
(0.474)


Log(rassts) 2 0.285**
(0.067)


0.242**
(0.052)


0.073**
(0.060)


Log(rassts)3 -0.016**
(0.004)


-0.013**
(0.003)


-0.005*
(0.004)


Log(rassts) 4 0.0005**
(0.0002)


0.0003**
(0.0001)


0.0002*
(0.0002)


Log(rassts)5 -0.00001**
(0.000003)


-0.00001**
(0.000002)


-0.000003*
(0.000002)


Log(dprr) 0.267**
(0.007)


0.034**
(0.005)


0.251**
(0.006)


Log(landr) 0.145**
(0.013)


-0.005
(0.011)


0.154**
(0.012)


Log(car) -0.108**
(0.006)


-0.076**
(0.005)


-0.038**
(0.005)


Log(intr) 0.310**
(0.015)


-0.018**
(0.012)


0.344**
(0.014)


Log(arr) -0.058**
(0.007)


-0.021**
(0.005)


-0.040**
(0.005)


Constant 8.148**
(1.621)


7.850**
(1.260)


1.249
(1.461)


Year
Dummies


Yes Yes Yes


Obs. 83,936 83,936 83,936
R-squared 0.14 0.014 0.20


*and ** indicate significance levels at 5 percent and 1 percent. 


Standard errors in parenthesis.


Note: The final panel includes 10,492 nonfinancial companies 


that filed tax returns under the same EIN and were selected by the


SOI sampling process every tax year from 1993 to 2000 and their 


total assets did not increase by more than 10 times from one period


to the next and did not file final returns in Tax Year 2000. 


Following G&L, I stopped adding powers to the polynomial when 


the next higher power was statistically insignificant. 


 Table 6


Fixed Effects Regression Results


Log(tdr) Log(sdr) Log(ldr)
Variables
Log(dmrtint) 0.058**


(0.006)
0.014**
(0.004)


0.049**
(0.005)


Log(rassts) -1.831**
(0.530)


-1.974**
(0.410)


-0.344*
(0.116)


Log(rassts)2 0.213**
(0.067)


0.215**
(0.052)


-0.032*
(0.011)


Log(rassts)3 -0.012**
(0.004)


-0.011**
(0.003)


0.001*
(0.0004)


Log(rassts)4 0.0003**
(0.0001)


0.0003**
(0.00009)


-0.00002*
(0.000007)


Log(rassts)5 -0.000003
(0.000002)


-0.000003
(0.000002)


-


Log(dprr) 0.274**
(0.007)


0.038**
(0.005)


0.256**
(0.006)


Log(landr) 0.156**
(0.014)


0.010*
(0.011)


0.160**
(0.013)


Log(car) -0.130**
(0.006)


-0.086**
(0.005)


-0.051**
(0.005)


Log(intr) 0.320**
(0.016)


-0.013**
(0.012)


0.350**
(0.014)


Log(arr) -0.069**
(0.007)


-0.027**
(0.005)


-0.047**
(0.006)


Constant 6.269**
(1.633)


7.139**
(1.265)


-0.043
(1.467)


Year
Dummies


Yes Yes Yes


Obs. 83,936 83,936 83,936
R-squared 0.13 0.01 0.20


*and ** indicate significance levels at 5 percent and 1 percent. 


Standard errors in parenthesis.


Note: The final panel includes 10,492 nonfinancial companies 


that filed tax returns under the same EIN and were selected by the 


SOI sampling process every tax year from 1993 to 2000 and their 


total assets did not increase by more than 10 times from one period 


to the next and did not file final returns in Tax Year 2000. 


Following G&L, I stopped adding powers to the polynomial when 


the next higher power was statistically insignificant. 
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forecasted to finance 1.5 percent more of their assets 
with debt than firms in the 15-percent tax bracket. Firms 
in the top tax bracket, large firms, are forecasted to 
finance 1.2 percent more of their assets with debt than 
small firms. The coefficients of the asset composition 
variables have the expected signs and are significant at 
the 1-percent level.


 Dividing debt into short-term and long-term also 
produces very interesting results. The tax coefficient 
of the long-term debt regression is greater than the tax 
coefficient of the short-term regression, 0.049 compared 
to 0.013. These coefficients are drastically different from 
the aggregate data coefficients presented in Table 2. 
The coefficients of the asset composition variables for 
both the short-term and long-term regressions have the 
expected signs and are statistically significant, except 
for the land and intangible assets coefficients of the 
short-term regression that are statistically insignificant.25  
Firms with higher depreciable assets have higher long-
term debt-to-assets ratios compared to their short-term 
debt ratios. Firms with higher ratios of cash-to-assets 
have higher short-term debt-to-assets ratios compared 
to their long-term debt ratios. 


To get a better understanding of the effects of taxa-
tion on the financial policy of firms of different size, I 
divide my sample into small, intermediate, and large 
firms.26 Small firms have lower debt-to-asset ratios than 
the rest of the firms, 26 percent of total assets compared 
to 31 percent for intermediate and large firms. The major-
ity of that debt for all three categories is long-term debt, 
but, for small firms, long-term debt is a lower percentage 
of total debt. Large firms have the highest combined ratio 
of depreciable and intangible assets, with intermediate 
firms being a close second. The amount of cash firms 
hold is inversely related to their sizes. Firms in the low-
est asset class hold more than one fifth of their assets 
in cash, while firms in the highest asset class hold only 
about 6 percent of their assets in cash. The progressive-
ness of the tax system is evident in both marginal tax rate 
proxies. The average marginal tax rates, for both proxies, 
increase as the asset classes rise. An additional dollar of 
taxable income increases the tax liability of large firms 
by more than 7 cents, 22.7 percent, whereas an additional 
dollar of taxable income increases that of small firms by 
15.8 percent. The interest paid deduction has the highest 


impact on the tax liability of the larger firms. If interest 
paid was not tax-deductible, then the 7 cents of additional 
tax liability for large firms would have been 10 cents. 
These findings are not surprising, since large firms hold 
more debt, but they give us a measure of the importance 
of the interest deduction as a tax shield.


The fixed effects regression results of the log-linear 
model for separate asset-sized classes are reported in 
Table 7. The dependent variable for the fixed effects 
regression is the marginal tax rate based on taxable 
income before the interest deduction (mrtint).27 The 
estimated tax coefficients are:  0.057 for small firms, 
0.055 for intermediate firms, and 0.085 for large firms. 
So, I found evidence of a positive relationship between 
taxation and corporate debt for all three types of firms. 
Contrary to the G&L findings, taxes had the largest ef-
fect on the use of debt for the largest firms, and the tax 
effect for intermediate firms is comparable to the tax 
effect for small firms. The coefficients of the majority of 
the control variables had the anticipated sign and were 
statistically significant. 


Table 7


Fixed Effects Regression Results
$1 under


$10,000,000
$10,000,000


under
$100,000,000


$100,000,000
or more


Log(tdr) Log(tdr) Log(tdr)
Variables
Log(drtint) 0.057**


(0.007)
0.055**
(0.014)


0.085**
(0.036)


Log(rassts) -0.422**
 (0.101)


-2.807**
(0.514)


-0.826**
(0.159)


Log(rassts)2 0.029**
(0.007)


0.158**
(0.031)


0.042**
(0.009)


Log(rassts)3 -0.0006**
(0.0002)


-0.003**
(0.0006)


-0.0007**
(0.0001)


Log(dprr) 0.292**
(0.008)


0.268**
(0.013)


0.144**
(0.021)


Log(landr) 0.156**
(0.016)


0.192**
(0.031)


0.118**
(0.058)


Log(car) -0.134**
(0.007)


-0.108**
(0.012)


-0.190**
(0.022)


Log(intr) 0.378**
(0.024)


0.307**
(0.026)


0.232**
(0.027)


Log(arr) -0.095**
(0.008)


0.037**
(0.014)


-0.050**
(0.021)


Constant 2.113
(0.444)


16.564**
(2.883)


-5.479**
(1.008)


Obs. 54,024 21,360 8,552
R-squared 0.17 0.09 0.10


*and ** indicate significance levels at 5 percent and 1 percent. Standard 


errors in parenthesis.


Note:  Following G&L, I stopped adding powers to the polynomial when
the next higher power was statistically insignificant. 
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Next, I divided debt into short-term and long-term, 
and I re-estimated the model. All tax coefficients were 
positive and statistically significant. The effect of taxa-
tion on the long-term debt of small firms was large when 
the effect on short-term debt was very small. The oppo-
site was true for large firms, where the effect of taxation 
on short-term debt was approximately two times the 
effect on long-term debt. Finally, the effects of taxation 
on short-term and long-term debt for intermediate firms 
were approximately the same. I believe that these find-
ing can be supported by intuition. Although small firms 
have relatively less long-term debt than intermediate and 
large firms, this debt doubles as debt tax shield. Large 
firms have more mature capital structures; they follow 
debt target level for their long-term borrowing and use 
short-term borrowing to create tax shields as needed. 
Summarizing my findings, I found evidence of a positive 
relationship between corporate taxation and the total debt 
ratios of small, intermediate, and large firms. 


 Conclusion


Past empirical research on the effects of taxation on 
corporate financial policy has been limited, due to lack 
of data, to large publicly-traded firms or small closely-
held partnerships. The more recent studies of the capital 
structure literature find a positive relationship between 
taxation and the debt levels of those firms. The only 
work that looks at the entire corporate population is a 
study by Gordon and Lee. They utilized an aggregate 
time-series dataset from 1950 to 1995 to find evidence 
that taxation increases the use of debt. In this study, I 
used the SOI aggregate and microdata files to research 
the effects of taxation on the corporate financial policy 
from Tax Years 1993 to 2000.


When using the aggregate dataset, my findings sug-
gest that taxation in the 1990’s still affected the financial 
policy of firms but to a somewhat lesser extent. I found 
that large firms in the 1990’s finance 1.4 percent more of 
their assets with debt relative to the smaller firms. That 
it is a significant decrease compared to the 9.2 percent 
estimated by G&L. I believe that this decrease is in its 
entirety due to the lower tax rates faced by all firms and 
by the reduction in the gap between the tax rates faced 
by small versus large firms. 


When using a firm-level dataset, and after isolating 
the unobserved firm-specific effects and using a modi-
fied measure of revenue, my findings suggest that there 
is a positive relationship between taxation and the use 
of corporate debt. Contrary to the G&L findings, taxes 
have the largest effect on the use of debt for the largest 
firms and a positive effect on the use of debt for inter-
mediate firms.


Appendix


Definitions of Variables and Expected 
Signs 


Dependent Variables


Tdr  Ratio of total debt to total assets. Measures total 
debt as a percentage of total assets. Total debt 
is equal to the sum of mortgages, notes, bonds 
payable (Form 1120, page 4 balance sheet, lines 
17 and 20).


Sdr  Ratio of short-term to total assets. Measures 
short-term debt as a percentage of total assets. 
Short- term debt is equal to the sum of mort-
gages, notes, bonds payable in less than 1 year 
(Form 1120, page 4 balance sheet, line 17).


Ldr  Ratio of long-term to total assets. Measures 
long-term debt as a percentage of total assets. 
Long-term debt is equal to the sum of mortgages, 
notes, bonds payable in 1 year or more (Form 
1120, page 4 balance sheet, line 20).


Tax Variables


Dmr Equal to mrt minus ifmr. Measures the tax 
incentive the firm has to use debt. (+)


Mrt Proxy for marginal rate using taxable income. 
The rate is set equal to the marginal statutory 
rate that applies to the highest dollar of taxable 
income (Form 1120, page 1, line 30). The rate 
is set to zero when taxable income is zero. (+)
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Dmrtint  Equal to mrtint minus ifmr. Measures the 
tax incentive the firm has to use debt. (+)


Mrtint  Proxy for marginal rate using taxable in-
come before the interest deduction. The rate 
is set equal to the marginal statutory rate 
that applies to the highest dollar of taxable 
income before interest deduction (Form 
1120, page 1, lines 30 and 18). The rate 
is set to zero when taxable income before 
interest deduction is zero. (+)


Ifmr Proxy for yearly individual tax rate on in-
terest income multiplied by the fraction of 
household assets held outside of pensions 
and life insurance. The yearly rate is the 
weighted average marginal tax rate reported 
in the SOI individual returns publication. (-)


Control Variables


Rassts Total assts (Form 1120, page 4 balance 
sheet, line 15d) deflated by CPI. Real total 
assets.


Dprr  Ratio of net depreciable assets to total as-
sets. Net depreciable assets are equal to 
buildings and other depreciable assets less 
accumulated depreciation (Form 1120, page 
4 balance sheet, lines 10 a (c) and b (c)). (+)


Landr  Ratio of land to total assets. Land is equal 
to land net of any amortization (Form 1120, 
page 4 balance sheet, line 12). (+)


Car  Ratio of cash to total assets (Form 1120, 
page 4 balance sheet, line 1(d)). (-)


Arr Ratio of trade notes and accounts receivable 
to total assets. Trade notes and accounts 
receivable are equal to trade notes and ac-
counts receivable less allowance for bad 
debts (Form 1120, page 4 balance sheet, 
lines 2 a (c) and b (c)). (-)


Intr  Ratio of intangible assets to total assets. 
Intangible assets are equal to intangible 


assets (amortizable only) less accumulated 
amortization (Form 1120, page 4 balance 
sheet, lines 13 a (c) and b (c)). (+)


Yearly Variables


Ydmr Yearly average of dmr. 


Imr  Proxy personal marginal tax rate. 


Tb  Three-year Treasury Bill rate. Proxy for nomi-
nal interest rate.


Dj Average Dow Jones index deflated by GDP. 
Proxy for the business cycle.


 Endnotes


1  Source: Congressional Budget Office Web site; 
Table 3 Revenues by Major Source, 1962-2003.


2  Beginning in 2003, the maximum tax rates on 
qualified dividends have been lowered to 15 
percent from 39.6 percent. For sales and other 
dispositions of property after May 5, 2003, the 
maximum tax rates on net capital gains have been 
lowered to 15 percent from 20 percent. 


3  Although the ratios fluctuate from year to year, 
firms relay primarily on internal generated cash 
(retained earning plus depreciation) to finance new 
investments. Industry averages show that the ratio 
can range from 40 percent to 85 percent (Brealey 
and Myers, 2000).


4  The most widely used nondebt tax shields in Tax 
Year 2000 were: depreciation, compensation of 
officers, employee benefit programs, advertising, 
and contributions to pensions and profit-sharing 
plans.


5  In a later paper (1996), he adds two more accept-
able marginal tax rate proxies, a trichotomous 
variable and the statutory marginal tax rate.


6  The top corporate tax rate for that time period 
ranged from a high of 52 percent, from 1952 to 
1963, to a low of 34 percent, from 1988 to 1992.  







- 108 -


contos


7  The data are aggregated based on the end-of-year 
total assets reported in the balance sheet by each 
firm. For the studies used by Gordon and Lee, the 
number of asset classes ranged between ten and 
fourteen. For my dataset, there are eleven asset 
classes. The breakdown of the asset classes is: (1 
under 0.1m), (0.1m under 0.25m), (0.25m under 
0.5m), (0.5m under 1m), (1m under 5m), (5m 
under 10m), (10m under 25m), (25m under 50m), 
(50m under 100m), (100m under 250m), (250m 
or more), and (zero assets). The last asset class 
groups returns that had no ending assets, and was 
not used in my analysis.


8  The term domestic corporation refers to compa-
nies incorporated in the United States but does 
not necessarily imply that all their activities are 
domestic. For foreign corporations engaged in 
trade or business in the United States, only income 
that was considered effectively connected with the 
conduct of a trade or business in the United States 
was included in the statistics.


9  The Business Cycle Dating Committee of the Na-
tional Bureau of Economic Research, November 
26, 2001, reports that the longest expansion in 
the NBER chronology reached its peak in March 
of 2001.


10  Tax receipts are total income tax after credits 
reported on Table 1 of the Corporate Income Tax 
Returns Publication..


11  The sample selection process is set up in such a 
manner that any firms selected into the sample in 
a given year will be selected again the next year, 
providing that the firm files a return using the 
same employer identification number (EIN) in 
the two years and that it falls into a stratum with 
the same or higher sampling rate. Note that a firm 
will usually change its EIN when it merges with 
another firm. For more detailed explanation of the 
sampling process, see Section 3 of the Corporate 
Income Tax Returns Publication.


12  Such firms have unusually large amounts of debt 
and no taxable income.


13  Financial reporting usually follows the generally 
accepted accounting principles (GAAP) rules is-
sued by the Financial Accounting Standards Board 
(FASB).


14  The use of book data is an issue for all prior lit-
erature, Auerbach and Poterba (1987) review pre 
TRA86 data and they report that the differences 
between the tax and book amounts reported by 
firms can be significant.


15  The intangible assets number maybe inflated by 
the Internet bubble.


16  My findings are in line with the historical marginal tax 
rates reported at the Tax Policy Center’s Web site.  


17  Proxy for yearly individual tax rate multiplied 
by the fraction of household assets held outside 
of pensions and life insurance. The yearly rate is 
the weighted average marginal tax rate reported 
in the SOI individual returns publication.


18  I set the tax incentive as the simple difference 
between the corporate marginal tax rate and the 
individual tax rate on interest income. Other lit-
erature is investigating the tradeoff and how the 
individual tax rate differences (dividends versus 
interest versus capital gain rates) are affecting 
capital structure, but this issue is beyond the scope 
of this paper.


19  The total debt is the sum of mortgages, notes bonds 
payable in less than 1 year and mortgages, notes 
bonds payable in 1 year or more.


20  This is the only variable deflated using the Con-
sumer Price Index (CPI); the rest of variables are 
in current dollars.


21  To estimate the model, following the work of Gen-
try (1994), I transformed all dependent, tax, and 
control variables by adding one to all observations. 
I did so because those variables have observations 
that are equal to zero. I also tried another model 
with the log of the total debt ratio as the depen-
dent variable, but the log-liner model consistently 
produced the highest adjusted R-squared.
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22  Originally, I thought that, due to the large number 
of observations in our panel, random effects may 
be the better choice than fixed effects, but the 
Hausman test rejected the random coefficients as 
inconsistent.


23  Because for these regressions I dropped observa-
tions based on the magnitude of the dependent 
variable, these results may be spuriously induced.


24  I also allowed for the possibility of dynamics of 
adjustment of the debt-over-asset ratio by includ-
ing in the right-hand side of the empirical model 
a one-period lag of the ratios and estimating the 
model using the method of Arellano and Bond. 
The one-period lag coefficient was both positive 
and significant with the tax incentive still having 
a negative effect, but I found that the instrument 
variables, dmr and dprr, were correlated to some 
set of residuals and are not acceptable, and the 
model failed the Sargan test of overidentifying 
restrictions.


25  The time dummy coefficients for these regres-
sions were statistically insignificant; so, I did not 
estimate the second equation.


26  I decided against using the thirteen SOI asset 
classes because their breakouts were too detailed. 
My breakouts, based on yearend total assets are:  
small firms, less than $10,000,000; intermediate 
firms, $10,000,000 less than $100,000,000; and 
large firms, $100,000,000 or more.


27  In order to retain the panel aspects of my datasets 
and because firms over the eight years time-series 
moved in and out of asset classes I assigned to all 
eight observation of each firm the same asset class 
based on the firms’ 1996 year-end total assets.
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Different approaches have been used to measure the 
distribution of individual income over time.  Survey 
data have been compiled with comprehensive 
enumeration, but underreporting of incomes, inadequate 
coverage at the highest income levels and omission of a 
key income type jeopardize the validity of results.  
Administrative records, such as income tax returns, 
may be less susceptible to underreporting of income but 
exclude certain nontaxable income types and can be 
inconsistent in periods when the tax law has been 
changed.  Record linkage studies have capitalized on 
the advantages of both approaches, but are costly and 
severely restricted by the laws governing interagency 
data sharing.  
 
This paper is the seventh in a series examining trends in 
the distribution of individual incomes and tax burdens 
based on a consistent and comprehensive measure of 
income derived from individual income tax 
returns.1,2,3,4,5,6  In the previous papers, we demonstrated 
that the shares of income accounted for by the highest 
income-size classes clearly have increased over time, 
and we also demonstrated the superiority of our 
comprehensive and consistent income measure, the 
1979 Retrospective Income Concept, particularly in 
periods of tax reform.  In this paper, we continue the 
analysis of individual income and tax distributions, 
adding for eight years (1996 - 2003) Social Security 
and Medicare taxes to this analysis and using panel data 
(for 1996 – 2003).  The paper has three sections.  In the 
first section, we briefly summarize this measure of 
individual income derived as a “retrospective concept” 
from individual income tax returns.  In the second 
section, we present the results of our analysis of time 
series data.  We conclude with an examination of Gini 
coefficients computed from these data. 
 


Derivation of the Retrospective Income Concept 
 
The tax laws of the 1980’s, 1990’s, and early 2000’s 
made significant changes to both the tax rates and 
definitions of taxable income.  The tax reforms of 1981 
and 1986 significantly lowered individual income tax 
rates, and the latter also substantially broadened the 
income tax base.  The tax law changes effective for 
1991 and 1993 initiated rising individual income tax 


rates and further modifications to the definition of 
taxable income.1, 2,3,4,5,6  Law changes effective for 1997 
substantially lowered the maximum tax rate on capital 
gains.  The newest law changes, beginning for 2001, 
lowered marginal rates and the maximum tax rate on 
long-term capital gains, as well as decreased the 
maximum rates for most dividends.  With all of these 
changes, the questions that arise are what have 
happened to the distribution of individual income, the 
shares of taxes paid, and average taxes by the various 
income-size classes? 
 
In order to analyze changes in income and taxes over 
time, consistent definitions of income and taxes must be 
used. However, the Internal Revenue Code has been 
substantially changed in the last 26 years--both the 
concept of taxable income and the tax rate schedules 
have been significantly altered. The most commonly 
used income concept available from Federal income tax 
returns, Adjusted Gross Income (AGI), has changed 
over time making it difficult to use AGI for inter-
temporal comparisons of income.  For this reason, an 
income definition that would be both comprehensive 
and consistent over time was developed.7,8,9,10 The 1979 
Retrospective Income Concept was designed to include 
the same income and deduction items from items 
available on Federal individual income tax returns. Tax 
Years 1979 through 1986 were used as base years to 
identify the income and deduction items, and the 
concept was subsequently applied to later years 
including the same components common to all years.  
 
The calculation of the 1979 Retrospective Income 
Concept includes several items partially excluded from 
AGI for the base years, the largest of which was capital 
gains. 1,2,3,4,5,6  The full amounts of all capital gains, as 
well as all dividends and unemployment compensation, 
were included in the income calculation. Total 
pensions, annuities, IRA distributions, and rollovers 
were added, including nontaxable portions that were 
excluded from AGI.  Social Security benefits (SSB) 
were omitted because they were not reported on tax 
returns until 1984.  Also, any depreciation in excess of 
straight-line depreciation, which was subtracted in 
computing AGI, was added back. For this study, 
retrospective income was computed for all individual 
income tax returns in the annual Statistics of Income 
(SOI) sample files for the period 1979 through 2004.  
Loss returns were excluded, and the tax returns were 







tabulated into income-size classes based on the size of 
retrospective income and ranked from highest to lowest.  
Percentile thresholds were estimated or interpolated for 
income-size classes ranging from the top 0.1 percent to 
the bottom 20 percent.11,12,13  For each size class, the 
number of returns and the amounts of retrospective 
income and taxes paid were compiled.  From these data, 
income and tax shares and average taxes were 
computed for each size class for all years. 
 


The Distribution of Income and Taxes 
 


With this database, we sought to answer the following 
questions--have the distribution of individual incomes 
(i.e., income shares), the distribution of taxes (i.e., tax 
shares), and the average effective tax rates (i.e., tax 
burdens) changed over time?  As a first look at the data, 
we examined the income thresholds of the bottom (or 
entry level) of each income-size class, and a clear 
pattern emerged. While all of the income thresholds 
have increased over time, the largest increases in 
absolute terms, and on a percentage basis, were with the 
highest income-size classes. 
 
For example, while $233,539 was needed to enter the 
top 0.1 percent for 1979, $1,639,047 was needed for 
entry into this class for 2004.  This represents more 
than a 600-percent increase.  Also, while $79,679 of 
retrospective income was needed to enter the top 1-
percent size class for 1979, $363,905 was needed for 
entry into this size class for 2004, an increase of 357 
percent.  For the top 20 percent, the threshold increased 
by 179 percent, and, for the bottom 20 percent, the 
increase  was  only 139  percent.   Since much  of  these 
increases  is   attributable   to   inflation,   we  computed  
 
 


 
 


constant dollar thresholds, using the Consumer Price 
Index.14  


 


What is most striking about these data are the changes 
between 1979 and 2004 for the various income-size 
percentile thresholds (see Figure A).  For example, the 
threshold for the top 0.1 percent grew (using a 1982-
1984 base) from $321,679 for 1979 to $867,680 for 
2004, an increase of 170 percent.  Similarly, the 
threshold for taxpayers in the 1-percent group rose from 
$109,751 for 1979 to $192,644 for 2004, an increase of 
just over 75 percent.  However, the thresholds for each 
lower percentile class show smaller increases in the 
period; the top 20-percentile threshold increased only 
7.2 percent, and the 40-percent and all lower thresholds 
declined. 
 
Income Shares 
The share of income accounted for by the top 1 percent 
of the income distribution has climbed steadily from a 
low of 9.58 percent (3.28 for the top 0.1 percent) for 
1979 to a high of 21.55 (10.49 for the top 0.1 percent) 
for 2000.  With the recession and, then, the stagnating 
economy of 2001 and 2002, this share declined for two 
years but has increased from then to 19.65 percent (9.06 
for the top 0.1 percent) for 2004. While this increase 
has been mostly steady, there were some significantly 
large jumps, particularly for 1986, due to a surge in 
capital gains realizations after the passage, but prior to 
implementation, of the Tax Reform Act of 1986 (TRA).  
The top 1-percent share also increased rapidly for 1996 
through 2000, when sales of capital assets also grew 
considerably each year.  Notable declines in the top 1-
percent share occurred in the recession years of 1981, 
1990-1991, and 2001.                                                                                  
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Figure A - Constant Dollar Income Thresholds, 1979-2004 (1982-84=100) 







This pattern of an increasing share of total income is 
mirrored in the 1-to-5-percent class but to a 
considerably lesser degree.  For this group, the income 
share increased from 12.60 percent to 15.19 percent in 
this period.  The 5-to-10-percent class’s share of 
income held fairly steady over this period, going from 
10.89 percent for 1979 to 10.99 percent for 2004.  The 
shares of the lower percentile-size classes, from the 10-
to-20-percent classes to the four lowest quintiles, show 
declines in shares of total income over the 26-year 
period (see Figure B).  
 
Tax Shares -- Income Tax 
The share of income taxes accounted for by the top 1 
percent also climbed steadily during this period, from 
19.75 percent (7.38 for the top 0.1 percent) for 1979, 
then declined to a low of 17.42 percent (6.28 for the top 
0.1 percent) for 1981, before rising to 36.30 percent 


(18.70 for the top 0.1 percent) for 2000 (Figure C).  The 
corresponding percentages for 2000 for the 1-percent 
and 0.1-percent groups are 37.68 percent and 19.44 
percent, respectively, accounting for the 2000 tax 
rebate, which is discussed below.  For the recession 
year of 2001 and the subsequent year (2002) with its 
large decline in net gains from the sale of capital assets, 
these shares declined to 32.53 percent for the top 1 
percent and 15.06 percent (15.25 percent including the 
rebate of the child tax credit) for the top 0.1-percent 
group (32.95 percent and 15.25 percent, respectively, 
including a rebate of a portion of the child tax credit).  
These have since increased to 35.73 percent for the top 
1-percent group and 17.16 percent for the top 0.1 
percent.  As with incomes, there were some years with 
unusually large increases though a common feature for 
these years was double-digit growth in net capital 
gains.9,10 
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Figure B – Income Shares by Income Percentile Size-Classes, 1979 - 2004 
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Figure C - Income Tax Shares by Income Percentile Size-Classes, 1979-2004 







The 1-to-5 percent size class exhibited relatively 
modest change in its share of taxes, increasing from 
17.53 percent to 20.50 percent in the period.  The 5-to-
10 percent class, and all lower income-size classes, had 
declining shares of total tax.   
 
Average Tax Rates -- Income Tax 
What is most striking about these data is that the levels 
of the average tax burdens increase with income size in 
most years (the only exceptions being 1980 through 
1986 for just the highest group).  The progressive 
nature of the individual income tax system is clearly 
demonstrated. 
 
Despite the fact that the overall average tax rate 
remained virtually the same for 1979 and 2001, the 
average rate for all but the very lowest size class 
actually declined (see Figure D).15 While this at first 
appears to be inconsistent, it is clear how this did in fact 
occur -- over time, an increasing proportion of income 
has shifted to the upper levels of the distribution where 
it is taxed at higher rates (see Figure B).  For 2003, the 
average tax rate fell to 11.63 percent, the lowest rate 
over the 26 years of this study.  For 2004, this increased 
slightly to 11.81 percent. 
 
In examining the average tax data by income size, four 
distinct periods emerge.  First, the average tax rates 
were generally climbing up to the implementation of 
the Economic Recovery Tax Act (ERTA) effective for 
1982.  This was an inflationary period, and prior to 
indexing of personal exemptions, the standard 
deduction, and tax brackets, which caused many 
taxpayers to face higher tax rates.  (Indexing  became  a  
permanent part of the tax law for Tax Year 1985.7)  
Also,  this    period   marked   the   recovery   from   the  


 


recession in the early 1980’s. 
 
Similarly, average taxes also climbed in the period after 
1992, the period affected by the Omnibus Budget and 
Reconciliation Act (OBRA).  This was not surprising 
for the highest income-size classes, ones affected by the 
OBRA-initiated 39.6-percent top marginal tax rate, but 
the average tax rate increases are also evident in the 
smaller income-size classes for most years in the 1993- 
to-1996 period as well. 
 
For the majority of intervening years (i.e., 1982 through 
1992), average tax rates generally declined by small 
amounts for most income-size classes, although the 
period surrounding the implementation of the 1986 Tax 
Reform Act (TRA) gave rise to small increases in some 
classes.  Despite the substantial base broadening and 
rate lowering initiated by TRA, for most income-size 
classes, the changes to average rates were fairly small.  
However, it should be kept in mind that individuals can 
and do move between income-size classes.  The rates 
for the top 0.1 percent clearly show the effects of the 
1986 capital gains realizations, in anticipation of the 
end of the 60-percent long-term gains exclusion, which 
began in 1987.  The average tax rate for this income-
size class dropped for 1986, but it rose sharply for 
1987, before dropping again for each of the next 3 
years. 
 
To assess what happened, it is important to look at the 
underlying data.  The substantial increase in capital 
gains realizations for 1986 swelled the aggregate 
income and tax amounts for upper income classes and 
also raised the income thresholds of these top classes.  
However, since much of the increase in income for 
these size classes was from net long-term capital gains,  
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Figure D - Average Tax Rates by Size-Classes, 1979-2004







which had a maximum effective tax rate of 20 percent, 
it is not surprising that the average tax rate for these top 
size classes declined. 
 
Next, to consider if those years are affected by the 
Taxpayer Relief Act of 1997 (1997 through 2000), 
where the top rate on long-term capital gains was 
reduced significantly from 28 percent to 20 percent.  
For 1997, the first year under this law, when the lower 
rates were only partially in effect, the average tax rate 
fell for the top 0.1-percent group of taxpayers but 
increased for all other groups.  However, for 1998, the 
first full year under lower capital gains rates, all groups 
above and including the 40-to-60-percent class had 
reduced average tax rates (while the lowest two 
quintiles had virtually the same average tax rates).   For 
all groups (except for the 20-to-40 and the 60-to-80-
percent groups in 1999), the average rates returned to 
increasing for both 1999 and 2000.    
 
The Economic Growth and Tax Relief Reconciliation 
Act of 2001 (EGTRRA) further reduced marginal tax 
rates over several years.  One of these reductions was 
the introduction of a 10-percent bracket on the first 
$6,000 ($12,000 if married filing a joint return) of 
taxable income.  In an attempt to fuel a recovery from 
recession, this reduction was introduced retroactively in 
the form of a rebate based on Tax Year 2000 filings.  
Therefore, we simulated the rebate on the Tax Year 
2000 Individual File to see its effects on average tax 
rates. When the rebate (estimated at $40.5 billion) is 
taken into account, the average rates for 2000 decreased 
for all groups, except for the top 0.1 percent and the 1-
to-5 percent, reversing the pre-rebate increases. Tax 
Year 2001 was a mixture of increases and decreases in 
average tax rates by income group.  Most groups paid 
higher average taxes; however, the 1-to-5-percent and 
5-to-10-percent groups paid lower average taxes along 
with the bottom 20-percent group.   
 
For 2002, when the 10-percent rate applied to all 
returns and all rates above 15 percent were reduced by 
one-half of 1 percentage point, the average tax rate fell 
for every group.  Further, as the economy stagnated, 
another rebate of $400 per child was sent to individuals 
who received a child tax credit for that year.  This was 
in lieu of receiving the additional amount for 2003 as 
part of the increased child tax credit provided by the 


Jobs and Growth Tax Relief Reconciliation Act of 2003 
(JGTRRA).  Simulating this on Tax Year 2002, we 
estimated that $14.2 billion was sent to taxpayers 
further reducing average taxes for 2002.  The 
individuals who gained the most from this rebate were 
in the 5-to-10-percent group through the 40-to-60-
percent group.  For 2003 and 2004, with further 
reductions in marginal rates, capital gains rates (to 15 
percent) and the introduction of the same rates for 
qualified dividends, average tax rates decreased further 
to 11.63 percent and 11.81 percent, respectively.  These 
were the lowest averages over the 26 years of this 
study.  Further, aside from the 0.1-percent group in 
1986 and the 0.5-to-1-percent group in 1991, all groups 
had their lowest average rates in these two years. 
 
Tax Shares --Income Plus Social Security Tax 
For individual taxpayers, Social Security taxes compose 
a fairly large portion (about 40 percent for 2003) of 
their Federal tax burden.16  To broaden our analysis, we 
merged data from W-2’s with individual income tax 
records for the years 1996 - 2003.  Total Social Security 
taxes included self-employment taxes and taxes on tips 
reported on tax returns and two times the Social 
Security taxes (representing both the taxpayers’ and the 
employers’ shares) reported on W-2’s.  The employers’ 
share of this tax was added into retrospective income, 
as well.  Also, in order to have a better income concept 
over time, we altered retrospective income by including 
total Social Security benefits.  As stated above, this was 
not included in income because it was not on older 
(pre-1984) tax returns, but since this part of our study 
began with 1996, we were able to relax this constraint. 
 
Including Social Security taxes (see Figure E), an 
interesting trend occurred.  Through 2000, the tax share 
of all the higher income groups up to the 5-percent 
class increased each year, while the share of all the 
groups above the 20-percent class went down.  
However, after 2000, the top 0.1-percent group paid a 
decreasing share each year, while individuals in the 20-
40-percent class paid an increasing share each year.  
The tax shares of other groups varied between the 
years.  Overall, the top 20 percent paid a lower tax 
share (68.03 percent) in 2003 than they did in 2000 
(70.27 percent), but this share was still higher than they 
paid in 1996 (66.21 percent).  This occurred despite the 
fact that the share of the top 0.1-percent group declined 


Figure E - Tax Shares (Including Social Security Taxes) by Percentile Size-Classes, 1996 - 2003
Year Top 0.1%   0.1-1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%
1996 9.30 11.58 16.40 12.29 16.64 66.21 19.82 10.23 3.19 0.55
1997 9.69 11.96 16.35 12.10 16.36 66.46 19.38 10.27 3.28 0.60
1998 10.39 12.08 16.63 12.11 16.13 67.34 18.78 9.96 3.32 0.61
1999 11.24 12.43 17.05 12.06 15.85 68.62 18.23 9.48 3.12 0.55
2000 12.65 12.50 17.26 11.95 15.54 70.27 17.34 8.89 2.95 0.55
2001 9.95 11.95 17.16 12.51 16.44 68.01 18.59 9.74 3.12 0.54
2002 9.17 11.74 17.64 12.89 16.91 68.47 18.71 9.46 2.85 0.52
2003 9.02 11.75 17.54 12.73 16.99 68.03 19.08 9.58 2.78 0.53







from 9.30 percent for 1996 to 9.02 percent for 2003.  
 
Average Tax Rates Including Social Security Taxes 


Using Panel Data 
 


For 1996 through 2003, we used a panel of individual 
tax returns that were selected at a 1-in-5,000 return 
random sample embedded in each year’s Individual 
Statistics of Income (SOI) sample.  These returns were 
based on the primary taxpayer having certain Social 
Security number endings and are part of Social 
Security’s Continuous Work History Sample (CWHS).  
The reason for studying a panel of returns is to obtain a 
more well-rounded approach to analyzing tax returns 
over time.  While “the rich” may appear to be getting 
greater concentrations of income over time, the 
composition of who “the rich” are may also be 
changing over time.  By looking at the panel, we 
defined income groups from the combined data 
(indexed for inflation) over this time period.  As with 
the 1996 – 2003 cross-sectional study, in order to have 
a better income concept over time, we altered 
retrospective income by including total Social Security 
benefits.  Then, we analyzed how income and taxes 
changed in each of these years, classifying each year's 
returns in quintile classes.   
 
In analyzing this panel over time, we classified returns 
into quintile classes for each of the eight years, 1996 
through 2003.  We started with 120 million returns filed 
for 1996 and followed these returns.  In analyzing this 
panel over time, we only included returns that were 
filed for each of the eight years.  This left us with 76.8 
million returns out of the 120 million returns filed for 
1996.  Using inflation-indexed income, we then 
combined the income and taxes over time to create a 
“combined income and tax” for each of the tax returns.  
We then reclassified each return into percentile classes, 
with the 5-percent income class being the highest class 
analyzed (due to the high sampling variability at levels 
above this). Looking at average taxes for the combined 
income groups (Figure F), while all groups’ average tax 
rated declined over the period between 1996 from 2003 
by 11.6 percent, the largest decline was in the higher 
income groups.  The average tax rate of the top 5-
percent group went down by 13.8 percent (from 28.0 
percent to 24.2 percent) and the 5-to-10-percent group  


by 12.9 percent.  The rates fell for all groups below the 
80-percent level.  The bottom 20-percent group, 
however, paid 19.1 percent higher average tax rates in 
2003 than in 1996 (from 8.9 percent to 10.6 percent).   


 
Analysis of Gini Coefficients 


 
To further analyze the data, we estimated Lorenz curves 
and computed Gini coefficients for all years. The 
Lorenz curve is a cumulative aggregation of income 
from lowest to highest, expressed on a percentage basis. 
To construct the Lorenz curves, we reordered the 
percentile classes from lowest to highest and used the 
income thresholds as “plotting points” to fit a series of 
regression equations for each income-size interval in 
the 26 years, both before- and after-taxes. 
 
Once the Lorenz curves were estimated for all years, 
Gini coefficients were calculated for all 26 years. The 
Gini coefficient, which is a measure of the degree of 
inequality, generally increased throughout the 26-year 
period signifying rising levels of inequality for both the 
pre- and post-tax distributions.  This result was not 
unexpected since it parallels the rising shares of income 
accruing to the highest income-size classes. Over this 
period, Figure G shows that the before-tax Gini 
coefficient value increased from 0.469 for 1979 to 
0.588 (25.4 percent) for 2000, while the after-tax Gini 
value increased from 0.439 to 0.558 for a slightly 
higher percentage increase (25.5 percent). The 
economic downturn in 2001 and 2002 actually 
decreased the levels of inequality to 0.555 (pre-tax) and 
0.525 (after-tax).  For 2004, these rose back to 0.575 
(pre-tax) and 0.549 (after-tax). 
 
So what has been the effect of the Federal tax system 
on the size and change over time of the Gini coefficient 
values?  One way to answer this question is to compare 
the before- and after-tax Gini values.17 Looking at this 
comparison, two conclusions are clear. First, Federal 
income taxation decreases the Gini coefficients for all 
years.  This is not surprising in that the tax rate 
structure is progressive, with average rates rising with 
higher incomes so after-tax income is more evenly 
distributed than before-tax income.  A second question 
is whether the relationship between the before-tax and 
after-tax Gini coefficient values has changed over time.   


Figure F-Combined Panel 'P': Average Tax Rates (Including Social Security Taxes) by Size-Classes, 1996-2003
Year Top 5% 'P' 5-10% 'P' 10-20% 'P' 20-40% 'P' 40-60% 'P' 60-80% 'P' Low 80% 'P'
1996 28.01 24.73 23.23 21.82 19.53 16.53 8.91
1997 27.44 24.34 23.73 21.87 19.86 16.89 9.23
1998 25.05 23.78 22.59 21.00 19.33 16.76 9.53
1999 26.91 24.19 22.96 21.34 19.25 16.86 9.88
2000 26.60 24.13 23.11 21.50 19.38 17.32 10.92
2001 26.27 24.06 23.00 21.42 19.38 17.17 10.31
2002 26.78 22.85 22.00 20.33 18.41 16.22 10.01
2003 24.15 21.55 20.90 19.30 17.72 15.78 10.61







The after-tax series closely parallels the before-tax 
series, with reductions in the value of the Gini 
coefficient ranging from 0.024 to 0.032.  The largest 
differences, which denote the largest redistributive 
effect of the Federal tax system, have generally been in 
the periods of relatively high marginal tax rates, 
particularly 1979-81 and for 1993 and later years. In 
fact, simulating the tax rebate for Tax Year 2000 results 
in the largest difference (0.032) over all the years.  If 
this were the only change in marginal rates of the new 
tax law (EGTRRA), the results would have been to 
increase the redistributive effects of Federal taxes.  
However, for Tax Year 2001 and beyond, the marginal 
rates of higher income classes were reduced from 38.6 
percent to 35 percent for 2004.  
 
To investigate further, the percentage differences 
between before- and after-tax Gini values were 
computed. These percentage changes in the Gini 
coefficient values, a “redistributive effect,” show a 
decline ranging from 4.5 percent (1990) to 6.5 percent 
(1980).  As for the differences, the largest percentage 
changes are for the earliest years, a period when the 
marginal tax rates were high.       The largest percentage  


reduction was for 1980, but the size of the reduction 
generally declined until 1986, fluctuated at relatively 
low levels between 1986 and 1992, and then increased 
from 1993 to 1996.  However, coinciding with the 
capital gains tax reduction for 1997, the percentage 
change again declined for 1997 and 1998.  
Nevertheless, it increased for 1999, 2000, and 2001 
(although the 2001 percentage increased slightly if the 
rebate is included with the 2000 data).  For 2003 and 
2004, this difference declined to 4.7 percent and 4.6 
percent, respectively, approaching the 1990 level. 
 
So what does this all mean?  First, the high marginal 
tax rates prior to 1982 appear to have had a significant 
redistributive effect.  But, beginning with the tax rate 
reductions for 1982, this redistributive effect began to 
decline up to the period immediately prior to TRA 
1986. Although TRA became effective for 1987, a 
surge in late 1986 capital gains realizations (to take 
advantage of the 60-percent long-term capital gains 
exclusion) effectively lowered the average tax rate for 
the highest income groups, thereby lessening the 
redistributive effect. 
 


1979 0.469 0.439 0.030 6.32%
1980 0.471 0.441 0.031 6.48%
1981 0.471 0.442 0.029 6.23%
1982 0.474 0.447 0.027 5.73%
1983 0.482 0.458 0.025 5.13%
1984 0.490 0.466 0.024 4.93%
1985 0.496 0.471 0.024 4.86%
1986 0.520 0.496 0.024 4.57%
1987 0.511 0.485 0.026 5.10%
1988 0.530 0.505 0.026 4.82%
1989 0.528 0.504 0.024 4.59%
1990 0.527 0.503 0.024 4.50%
1991 0.523 0.499 0.024 4.58%
1992 0.532 0.507 0.025 4.71%
1993 0.531 0.503 0.028 5.21%
1994 0.532 0.503 0.028 5.29%
1995 0.540 0.510 0.029 5.40%
1996 0.551 0.521 0.030 5.50%
1997 0.560 0.530 0.030 5.37%
1998 0.570 0.541 0.029 5.14%
1999 0.580 0.550 0.030 5.18%
2000 0.588 0.558 0.031 5.22%


2000 Rebate 0.588 0.557 0.032 5.42%
2001 0.564 0.534 0.030 5.35%
2002 0.555 0.525 0.030 5.34%


2002 Rebate 0.555 0.525 0.030 5.41%
2003 0.559 0.533 0.026 4.71%
2004 0.575 0.549 0.026 4.59%


Figure G-Gini Coefficients for Retrospective Income, Before and After Taxes, 1979 – 2004
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For the post-TRA period, the redistributive effect was 
relatively low, and it did not begin to increase until the 
initiation of the 39.6-percent tax bracket for 1993.    But  
since 1997, with continuation of the 39.6-percent rate 
but with a lowering of the maximum tax rate on  capital  
gains, the redistributive effect again declined. Data 
from 2003 and 2004 show that the new tax laws have 
continued this trend.  Analysis of panel data shows that 
these trends are not quite as great as seen by looking at 
annual cross-section data, but the trends cited above are 
still apparent.  
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Introduction 
 
 Many establishment surveys depend upon 
administrative record sets as the basis of the sampling 
frame.  A favorite of frame builders is a file of tax 
records, when it can be obtained, because the records 
seem rich in possible stratifying variables.  These data 
sets, however, are subject to changes depending on the 
regulations that gave rise to their existence.  Often 
these changes, like in the industry classification, are 
known in advance at least in outline.  Another factor, 
though, is the hidden implicit strata breaks that some of 
these sets have that might not be at all evident from the 
documentation.  One example of this is in the data 
abstraction procedures for corporation tax returns, 
which handles firms with more than $10 million in 
assets differently than those with less.  Since strata are 
devised for homogeneity, this difference in treatment 
implies the need for strata that respect this boundary. 
 We examine the Statistics of Income Partnership 
Study for examples of these situations and their effects. 
This study has been conducted annually for about 50 
years, with varying sample designs, relying on the data 
in the Internal Revenue Service’s Business Master File 
System for classification information.  For the past 25 
years, the designs have used the industry code as a 
primary stratifier, along with asset size and receipts.  
The change from the Standard Industrial Classification 
(SIC) based industry codes used by the IRS to a set 
based on the North American Industry Classification 
System (NAICS) threw a well-established outline into 
some disarray, while the recent reorganization of the 
Service has had its own effect. 
 But first, to set the stage, we will begin with a 
brief description of the population of interest and the 
administrative environment in which this design must 
operate.   We will then review the impact of the switch 
in industry coding on the existing design, and close 
with an outline of the modifications we are putting in 
place. 
 
Background 
 
 The establishments we are interested in are 
businesses that have more than one owner, are not 
incorporated, and are required to file a Partnership 
Return of Income, Form 1065, with the Internal 
Revenue Service annually.  This population does not 
include operations conducted under joint operating 
agreements, as are sometimes used by lawyers sharing 
office space or oil companies sharing a drilling rig.  


Yet it does include things like Limited Liability 
Companies and Publicly Traded Partnerships that, to a 
non-lawyer, would certainly appear to be corporations. 
 The Office of Tax Analysis, of the Department of 
the Treasury, and Congress’s Joint Committee on 
Taxation, the sponsors of this study, are primarily 
interested in reviewing tax laws, but these businesses, 
the partnerships, are not usually directly taxed. The 
reason for the attention is that these entities are 
conduits for profits, expenses, and various tax credits 
to be allocated to the owners.  This allocation of 
credits, and so on, is determined by the partners, not by 
regulations, and need not be equally shared.  This form 
of business organization, as a result, is often used in the 
creation of tax shelters, which of course draws the eyes 
of our sponsors. 
 The source of the data for these studies is the 
Partnership Return of Income, Form 1065, filed by 
each firm in the population.  Selected information on 
that administrative record is transcribed onto electronic 
media (or edited from one version to another), then 
posted to the Business Master File. 
 There are four types of fields present on the 
Internal Revenue Service’s Business Master File 
System, which serves as our sampling frame: 
administrative, entity, codes, and amounts.   The 
administrative fields contain only items like the work 
group and audit trail data, which are of no interest to 
our clients. 
 The entity data include items like name and 
address and have a few items, particularly the State in 
which the firm was organized, that can be of occasional 
use.  However, the Statistics of Income Corporation 
and Partnership studies are designed for national 
estimates, so selected State estimates are only rarely 
produced. 
 The code fields are answers to questions about 
foreign owners, nature of the accounting methods, 
nature of the organization (such as whether it is a 
limited partnership), and other categorical information.  
The NAICS code is among these--or rather, the IRS’s 
version of them.  The list used is, for the most part, a 
partial collapsing of the 1,170 NAICS classes for 
United States businesses, resulting in about 420 codes.  
The number of codes depends upon the type of 
organization, for various laws prohibit certain 
businesses from incorporating (accounting firms, for 
example), while requiring it of others (insurance 
companies).  (The list for corporations and partnerships 
may be found in the instructions for the forms.) 
 From a cross referencing perspective, of more 
particular interest is that the sampling frame has, for 
the past 3 years, contained information about the 
industry  code  used  on  previous  filings—the last SIC 
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based code reported.  This is not a validated code, and, 
like the IRS’s NAICS Codes, it was selectively edited 
from the full list of SIC Codes.  This information will 
be preserved on the population files maintained by the 
Statistics of Income Division, though removed from 
the Business Master File after December 2001. 
 There are a relatively small number of amount 
fields, compared either to the number needed by our 
sponsors (we collect about 300 items for them) or to 
the potential number on the form and all the various 
attachments.  Depending on the year of the record’s 
creation, there are about 40 monetary variables present 
for possible use in stratification. 
 From the design standpoint, we need fields that are 
highly correlated to the data of interest, but not to each 
other.  Many of the fields in the records are very highly 
correlated.  For example, cost of goods sold and net 
receipts have a correlation coefficient that is very close 
to 1 (about 0.99).  This is only to be expected, given 
the structure of the accounting data we are dealing 
with.  That structure also has an industry component to 
it, for income from real estate rent is not part of net 
receipts, and related deductions are not included in the 
calculation of net income. 
 This arises out of the division of sources of income 
into "active" and "passive," which is a legacy of the 
1986 Tax Reform Act.  Rents, like income from a 
portfolio of stocks and bonds, are considered "passive."  
This distinction is included in the tax law as a way to 
discourage the formation of tax shelters. 
 This dividing of income sources, though, also had 
the effect of creating some income fields that are 
essentially a proxy for a firm’s industry.  Real estate 
rent is one example.  For our needs, then, we must have 
a consistent economic (rather than tax law) definition 
of either net income or total receipts.  As a result, 
several fields are combined for stratification purposes, 
coming as close as we can to those economic measures. 
 
Tax Year 1997 Sample Design 
 
 Since the Partnership study is conducted annually, 
we prefer to use, as nearly as possible, the same outline 
from one year to the next.  This minimizes 
complications that arise in analyzing the changes 
between years and, incidentally, makes the 
maintenance of the computer operations simpler. 
 Those computer operations, present a planning 
challenge, for we must integrate the sample selection 
procedures into the IRS’s processing.  This puts our 
planning requirements on their schedule, which is 
important to this story. 
 In February 1998, nearly a year before the first 
Tax Year 1998 return was due to be filed with the new 
NAICS industry information, we had to finalize the 
sample design for that year.  In January 1999, the first 
returns were filed and subjected to sampling.  The 
selection continued throughout 1999, but the data 


abstraction and editing for the 1998 Study were not 
completed until April 2000.  That is, the first data on 
the NAICS distribution became available 2 months 
after we were committed to the design for the Tax Year 
2000 Study. 
 In the design for Tax Year 1998 (selected during 
1999), we had little but the descriptions of the new 
industry codes to go by.  Thus, we first look at an 
outline of the Tax Year 1997 design as the pattern for 
the studies, then at the translation used to make the 
interim modifications for the first NAICS selections. 
 


Figure 1: Pre-NAICS Design for the 
Statistics of Income Partnerships Studies 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 The Very Large Cases were those with either $100 
million or more in total assets, or $25 million or more 
in either the computed receipts or income measures.  
All of the strata within the industry groupings were 
classified on these same characteristics, and given the 
structure of the data on the sampling frame, there is no 
reason to modify this approach. 
 The change in the industry classification system, 
though, does invite investigation into the rationale 
behind the choice of industry groupings. 
 The data in Figure 2 are estimates from the Tax 
Year 1997 study.  The graph clearly shows that the 
single industry, Real Estate Operators (except 
Developers) and Lessors of Buildings (in red), 
dominates the Partnership population with about a third 
of the firms.  If a proportional sample allocation were 
used, then about 12,000 records would be used to 
provide less than two percent of the total number of 
published estimates.  At the same time, 3,400 (total) 
records would be used in the estimates of more than 20 
percent of the estimates for the, Construction, 
Manufacturing, Transportation and Mining industry 
divisions (green, in the figure below).  
 Since our sponsors are interested in various 
industries at different times, we need better 
distributional properties across industries than this.  At 
the same time, we need to retain decent income and 
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asset distributions.  Our solution, first introduced for 
the Tax Year 1977 study [1], was to separate the Real 
Estate Operators into their own strata and restrict the 
sample allocation to about half the proportionate share.  
We also provided more strata and about doubled the 
sample size for the smaller industry divisions, 
beginning with the Tax Year 1993 study [2]. 
 
Tax Year 1998 Design Modifications 
 
 When the planning for the Tax Year 1998 Study 
began, in late 1997, there were no data on what the 
migration from the SIC-based industry coding to the 
NAICS-based coding would yield with respect to the 
industries distribution.  A good proportion of the firms 
did not even exist at that time, the filing period was 
more than a year off, and the tax forms themselves had 
not been created. 
 Lacking any information, then, we assumed that 
the same distribution would be present and tried to use 
the NAICS descriptions for a conversion.  This 
conversion is shown in Figure 3, below.  This strata 


plan, with the associated sampling rates (used in the 
Bernoulli selection procedure [3]), was transmitted to 
the programmers in February 1998. 
  There were a couple of other changes to the 
design.  First, the number of largest firms had grown to 
the point that we decided to raise the boundaries of the 
certainty classes to $250 million in assets (up from 
$100 million), and to $50 million for net income or 
receipts (up from $25 million).  We installed two new 
strata to fill the gap with the blocks of industry classes, 
and sampled them at a 50-percent rate.  The other two 
modifications arose from a regulatory change. 
 A new form was introduced, the 1065-B, that was 
to be used by companies with 100 or more partners.  
Unfortunately, the rule for abstracting amounts from 
this new form was quite abbreviated: no money 
amounts other than remittance (in the rare case that any 
money was due). 
 The second administrative change was even 
smaller.  In order to identify Publicly Traded 
Partnerships, a special value was inserted in one of the 
existing audit trail codes.  Our sponsors were eager to 
review these firms’ reports, and since they were thought 
to number only a sparse handful, we took advantage of 
this opportunity.  We only learned of this coding plan 
late in the process, far too late to provide another 
stratum for these firms. 
 Since we believed that there would not be very 
many filers, and that they would likely have been 
among the largest firms as well, we created a separate 
class and selected all of them for the sample. 
 At the end of Calendar Year 1999, we saw how 
this played out.  We were slightly over our target of 
35,000 active firms, but this was due, in part, to clear 
coding errors.  About a thousand records were 
processed as the new form for firms with very large 
numbers of partners, but very few really were that 
large. 
 A larger problem was that the revised industry 
groups did not fit the new industry classification. 


 
Figure 3: Industry Groups Used in the Tax Year 1998 Sample Design 


 
     Principal Business Activity Codes 


     Standard Industrial North American Industry 
 Industry/Division         Classification  Classification System 


Real Estate Operators            6511     531110 and 531120 
 
Mining, Construction, 
 Manufacturing, and  1000 through 4999  200000 through 350000, and 
   Transportation          480000 through 519999 
 
Farms, Trades, Finance, 
     and Services           All Other Codes 


Figure 2:  Tax Year 1997 Partnerships: Industry 
Distribution
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NAICS Industry Distribution 
 
 The population data that gave rise to the NAICS 
Industry chart, above, became available in mid-
January 2000, too late to affect a design before the 
Tax Year 2001 cycle (with the sample to be selected 
during 2002). 
 There are three items in Figure 4 that are key: the 
size of the "Unknown," the dominance of the Finance 
division, and the presence of a few small divisions.  
The Unknown arise from the returns that are filed for 
previous tax years, taxpayers’ habit of using prior-
year filings as the basis for the next, and IRS’s input 
errors.  These errors in the initial year of using 
NAICS codes were higher than in later years, due to 
some confusion by the initial input clerks. 
 How reliable are the NAICS codes on the 
Internal Revenue Service’s files?  The data in Figure 
5 are from the raw input files, which may cause some 
records to be counted more than once.  We do not, as 
of this writing, have complete data for Tax Year 2000 
for the simple reason that most of the records have 
not been received and processed yet.  Those figures 
are for records processed through the end of August 
2001. 


Figure 5: Percent of NAICS Codes Validity on 
Partnerships Returns, by Tax Year 


Tax Year Valid Not Supplied Invalid SIC 
 
  1998  80.8   5.0    8.2  6.1 
  1999  85.0  4.6    7.4  3.0 
  2000  86.2  4.3    7.4  2.1 
 
 "Valid" is defined here as being one of the 
industry codes that IRS includes in the instructions 
associated with the Partnership reporting form.  This 


is not the complete list of codes, but a reduced set 
combining many rare industries.  A fair proportion of 
the "Invalid" codes cited above are likely to be 
acceptable codes to other agencies, but the source of 
the above data does not contain this information.  The 
data on the "Not Supplied" are very close to the 
number of firms that show no current activity, which 
was about 4.5 percent for the Tax Year 1999 Study.  
Still, the data for the early Tax Year 2000 returns are 
encouraging, as later filings tend to have a somewhat 
higher proportion of valid codes than those filed 
earlier. 
 The former sparsely populated SIC divisions of 
Mining, et al. are no longer present under NAICS.  
Indeed, the choices for the replacement industries led, 
in part, to missing our target sample size by about 20 
percent.  The new distribution has its own small 
divisions, however--Information, and Education, 
Health and Social Services (Figure 4, in red).  (We 
considered "Other Services," too, but there was not 
sufficient interest from the subject-matter specialists, 
to warrant an elevated sample size.)  These industries 
replace the SIC-based sparse divisions in the Tax 
Year 2001 design. 
 At the other end of the spectrum are the highly 
populated single industries.  If any are to be found, 
they are in the Finance Division, and, in fact, there 
are four candidates. 


Figure 6: Largest Finance Division Industries 
     Firms 
Other Financial Investment Activities 113,500 
Residential Buildings and Dwellings 285,300 
Non-Residential Buildings  237,000 
Other Activities Related to Real Estate 116,700 
All Other Finance Industries, Total  184,100 
 


Figure 4: Partnerships by NAICS Industry Divisions, Tax Year 1998
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 Real estate businesses, under NAICS, are no 
longer confined to a single industry, and are now about 
3 percent of the published estimates.  However, the tax 
attributes that made them the dominant group had not 
simply vanished; they all still file the same 
attachments, particularly Form 8825, Rental Real 
Estate Income and Expenses of a Partnership or an S 
Corporation, and take the same deductions, like the 
depreciation on buildings.  Thus, the rationale for 
separate real estate strata is still sound, as is the 
reduction in sample resources from a proportional 
allocation. 
 In the case at hand, we selected the inheritors of 
the old SIC industry, as determined by a review of the 
migration [4].  These were: Lessors of Residential 
Buildings and Dwellings (531110), Lessors of 
Nonresidential Buildings (except Miniwarehouses) 
(531120), and Other Activities Related to Real Estate 
(531390). 
 
Monetary Strata 
 
 Within the three industry classes, the records on 
the sampling frame are categorized by size of total 
assets, and the larger of receipts or absolute value of 
net income (loss), as shown in Figure 6 (along with the 
sampling rates for Tax Year 2001).  The boundaries for 
the classes were not entirely of our choosing, as, once 
again, regulations come to the fore. 
 Since strata are designed to be as homogeneous as 
possible, if a regulation treats some members of a 
population differently, then that regulation is 
effectively setting strata boundaries.  There are three 
that appear in the design revision: two arise from an 
exemption on reporting details of asset holdings, 
another from organizational alignment. 
  On page 2 of the 1998 version (Schedule B) of 
this form is the question below: 
"5 Does this partnership meet ALL THREE of the 
following requirements? 
  a The partnership’s total receipts for the tax year 
were less than $250,000; 
  b The partnership’s total assets at the end of the tax 
year were less than $600,000; AND 
  c Schedules K-1 are filed with the return and 
furnished to the partners on or before the due date 
(including extensions) for the partnership return. 
 If ’Yes,’ the partnership is not required to 
complete Schedules L, M-1, and M-2; Item F on the 
front page of Form 1065; or Item J on Schedule K-1." 
 The boundaries for total assets and receipts, shown 
in Figure 7, reflect this reporting exemption.  This 
exemption affects 47 of the key data elements we 
abstract.  In effect, this is regulation generated item 


nonresponse, and since whole schedules are affected, a 
weighting scheme can be effective.  This in turn 
suggests certain efficiencies if the adjustment cells 
coincide with strata. 
 The other boundary is not apparent from reading 
the filing instructions or forms, but arises out of the 
IRS restructuring around operating divisions that 
concentrate on different types of taxpayers.  One of 
these new divisions is "Large and Mid-Size 
Businesses," which had plans to process firms with 
Total Assets of $5 million or more at a single site under 
their organization. 
 At the moment, there are no plans to process these 
firms’ reports differently than smaller companies’ 
filings.  However, we plan to retain this design 
structure for several years and the process may change. 
 Indeed, well after the design was finalized there 
has been such a change.  As of October 1, 2001, the 
boundary for the Large and Mid-Size Businesses was 
raised to $10 million.  Unfortunately, we cannot amend 
the design at this late date, so this constraint will have 
to wait for inclusion in a few years.  
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Figure 7: Tax Year 2001 Partnership Sample Design and Sampling Rates 
 


Extreme and Special Cases: 
Total Assets $250,000,000 or more, or Receipts or Net Income $50,000,000 or more . . . . . . . .  100% 
 
Publicly Traded Partnerships or Firms With 100 or more Partners    . . . . . . .  . . . . . . . . . . . . . . . 100% 
 
 Total Assets 100,000,000 Under 250,000,000 and Receipts or Net Income Under 50,000,000, or 
 Total Assets Under 100,000,000 and Receipts or Net Income 25,000,000 Under 50,000,000 . . .   35% 


Real Estate 
Absolute Value of Receipts/Income ($) 


            Under  50,000 100,000 250,000  500,000     1,000,000           5,000,000 
   Assets ($)     50,000   under   under  under   under        under                   under 


                         100,000          250,000       500,000        1,000,000         5,000,000          25,000,000     
Under 250,000        0.12%           0.20%     0.30%    {                       1.50%                     }   
250,000 under 
      600,000       0.17    0.19     0.30    {                       1.10          }                       
 
600,000 under 
     2,500,000    {           0.27             }     0.35      0.50   {               1.50             }                  10% 
                                              
 2,500,000 under                                              
     5,000,000    {                         0.50                       }       0.80         0.90             1.90                     
 
5,000,000 under 
    25,000,000    {                         1.00                        }       1.00         1.70             2.50                    ____ 
 
25,000,000 under                            
    100,000,000    {                                         7.0%                                      }                  15% 


All Other Industries 
   Under 40,000            100,000  250,000    1,000,000      2,500,000           5,000,00 
   Assets ($)   40,000  under    under    under       under         under                  under 


                        100,000          250,000         1,000,000        2,500,000       5,000,000          25,000,000 
Under 200,000     0.35%   0.50%    0.75%     0.12%     {              3.8%                }              
 200,000 under                                              | 
      600,000    0.40   0.80    0.95     1.40     {              2.50                 } 
 
600,000 under   
     2,000,000 {              0.65             }    0.95     1.80         3.00            4.50                  14.%  
                                           
2,000,000 under                                             
     5,000,000 {              1.50             }    2.50      3.00     {               6.00                }                      
 
5,000,000 under 
    10,000,000 {                         2.50                      }      3.00          5.00             6.50 
 
10,000,000 under 
    25,000,000 {                        5.00                       } {                  6.00              }          10.00                ____ 
 
25,000,000 under 
    100,000,000    {             14.%                               }             30.%  


Information, and Health, Education and Social Services 
Under 40,000  100,000 250,000     500,000        1,000,000           5,000,000 


   Assets ($) 40,000  under   under   under       under           under                   under  
                        100,000            250,000        500,000          1,000,000         5,000,000          25,000,000 


Under 150,000   0.35%  0.90%   1.50%   1.50%    {                3.50%             }                
150,000 under  
      600,000  {            3.00              }    20.0  {              3.00              }              4.00   
                              
600,000 under                                            13.%    
     5,000,000  {            4.00              }    12.0  {          3.00              }             7.00                  
                                                
5,000,000 under 
    25,000,000  {                      25.0                          }  {          20.0              }              7.00 
                                             _    . 
25,000,000 under 
    100,000,000  {                           40.%                                                          }             30.% 
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	Introduction


Studies of businesses based on tax and information 
returns filed with the Internal Revenue Service (IRS) 
have generally focused on the financial activities or be-
haviors of one or more business legal or organizational 
types.  The motives for these studies have generally been: 
(1) to examine and analyze data on one form of business 
over time, or (2) to examine the dynamics of shifting 
from one organizational form to another based on vari-
ous factors, including incentives (or disincentives) in the 
Internal Revenue Code (IRC).  Studies in IRS’s Statistics 
of Income (SOI) Division have most often been the first 
type.  This approach has contributed to the understand-
ing of the effect of taxation on the business sector, but 
has not taken into consideration the dynamic and “zero 
sum” dimensions of business activity--that businesses 
conduct profit-seeking activities in a variety of legal 
modes, and that they examine various alternative forms 
of organizational structure to optimize growth and after-
tax profits.  The SOI Integrated Business Database (IBD) 
is being developed to provide evidence that businesses 
do, in fact, pursue optimal organizational structures.  This 
initiative is an extension of earlier work in SOI, expanded 
to include Tax Years 1980-2002, incorporating the latest 
years for which complete SOI data are available. 1- 8  


This paper is divided into four sections.  The first 
section briefly provides background information on the 
tax treatment of business income.  The second section 
briefly summarizes major tax law changes that affected 
the taxation of business income in the period 1980-2002.  
The third section presents and analyzes data from annual 
SOI cross-sectional business studies, and the final section 
notes some conclusions and plans for future research.


	Taxation of Business Income


The tax treatment of the many organizational forms 
is complicated and varies considerably; so, only brief 
summaries of Federal taxation of business income are 
provided.  The major legal forms of economic organiza-


tion are: corporations, partnerships, and nonfarm sole 
proprietorships.  


Corporations--Corporations, in this analysis, are 
subdivided into those taxed at corporate rates (taxable or 
C corporations), and those electing to be taxed through 
their shareholders at individual income tax rates.  The 
latter group includes Subchapter S corporations (or sim-
ply S corporations), Regulated Investment Companies 
(RICs), and Real Estate Investment Trusts (REITs), all 
of which are not taxed at the enterprise level but whose 
income similarly flows through to their owners, where it 
is subject to tax.  C or taxable corporate income is gen-
erally taxed directly at the business level, then again at 
the shareholder level, at the applicable rates on dividend 
income.  However, certain provisions in the Federal 
tax code lessen this effect.  First, the corporate income 
potentially taxable at the shareholder level excludes the 
taxes paid by the corporation; so, income distributed to 
corporate shareholders is only taxable on the after-tax 
profits earned by the corporation.  Second, the after-tax 
income of the corporation is not taxable at the share-
holder level until it is paid out in dividends or until the 
shareholder realizes capital gains by selling shares that 
appreciated in value.


Subchapter S corporations are usually small, closely 
held corporations that are not taxed directly.  With some 
exceptions, their incomes are subject to tax only at the 
owner level, much like the flowthrough treatment of 
partnerships.  Owners of S corporations report their pro 
rata shares of income or loss on their own tax returns.  
Although S corporations have attractive features, they do 
face restrictions, including limitations on the number and 
type of shareholders and on the classes of stock permit-
ted, and prohibition of foreign or corporate ownership.  
Similar to S corporations, the profits of RICs and REITs 
are not taxed at the enterprise level but flow through to 
their owners, where they are subject to tax.  


Partnerships--Like an S corporation, a partnership 
serves as a conduit between a business and its owners, 
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in this case, its partners.  The partnership entity is thus 
not taxed directly.  Each partnership files an annual in-
formation return, which includes an income statement, 
balance sheet (in most cases), and a schedule of alloca-
tions or distributions made to each partner.  Partners are 
predominately, though not exclusively, individuals who 
report their allocated shares of income and expenses 
on their own tax returns.  Partnerships may be general 
partnerships, limited partnerships, or limited liability 
companies (LLCs).  General partnerships, and general 
partners as well, face personal liability limited only by 
their personal resources and the applicable bankruptcy 
laws.  Limited partners are more like corporate share-
holders, with liability limited to the amount invested 
and with no active participation in management of the 
business. 


A relative newcomer among for-profit businesses 
is the limited liability company, or LLC.  These entities 
have the limited liability of corporations, but are taxed 
in the partnership model--income and expenses flow 
through the LLC to the owners, who are taxed on their 
pro rata shares.  Unlike S corporations, however, LLCs 
do not have the extensive restrictions on the number 
and composition of owners.  LLCs report their financial 
activities on their applicable business tax forms, most 
commonly the partnership information return (Form 
1065), and indicate that they are filing as an LLC.  The 
SOI partnership program began identifying these entities 
for Tax Year 1993.  To provide some perspective on their 
prevalence and the scope of their financial activities, 
summary data on partnership LLCs are included in the 
next section. 


Sole proprietorships--The profits of nonfarm sole 
proprietorships are taxed only at the personal (i.e., 
owner) level.  The income statement of sole proprietor-
ships, which summarizes the income and expenses of 
the business, is completed on Schedule C (or C-EZ) 
of the owner’s individual income tax return.  The net 
income or loss from the business is added to personal 
income from all other sources and taxed at the applicable 
individual income tax rates.  In effect, the proprietorship 
also acts as a conduit through which the income of the 
business is passed through to the business owner where 
it is subject to tax.  


Summary--While it is generally presumed that all 
corporate income is subject to double taxation, at both 
the entity and shareholder levels, the profits of S cor-
porations, RICs, and REITs are all untaxed at the entity 
level and flow through to the owners or shareholders, 
similar to the treatment for partnerships.  As a result, 
in the third section of the paper, we examine profits for 
each organizational type and subsequently aggregate 
data from all entities with flowthrough characteristics 
(including proprietorships) and compare them to C 
corporations that are taxed directly and whose incomes 
are potentially subject to double taxation.   


	Tax Law Changes


The Tax Reform Act of 1986 (TRA86), the most 
comprehensive revision of the Internal Revenue Code 
since 1954, had a major impact on business decisions in 
the period after 1986 through broadening of the tax base 
of both individuals and corporations, tightening the cor-
poration “alternative minimum tax,” limiting losses from 
passive activities, and repealing the long-term capital 
gain exclusion.  The most marked effect has been on the 
changes made to the individual and corporate marginal 
tax rates.  In pre-TRA86, the highest individual rate 
(50 percent) exceeded the highest corporation rate (46 
percent) by 4 percentage points.  TRA86 reversed this 
trend, starting in 1987 and continuing with the phase-in 
of lowered rates in 1988-1990 of 34 percent for corpora-
tions and 28 percent for individuals.  However, for 1991 
and 1992, this difference between the corporate and 
individual marginal rates was cut in half when the top 
rate for the latter was increased to 31 percent.  


Beginning for Tax Year 1993, the top individual rate 
increased to 39.6 percent, surpassing the rate of 35 per-
cent for the highest corporation incomes, and restoring 
the pre-TRA relationship where the highest individual 
rate exceeded the top corporate rate.  In fact, the differ-
ence of 4.6 percentage points between the individual 
rate and the corporation rate is similar to the pre-TRA86 
difference of 4 percentage points, providing a reversal 
of the post-TRA incentive to switch to business types 
taxed solely at the individual level.  However, this incen-
tive declined with the lowering of top individual rates 
beginning for 2001.
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The Small Business Job Protection Act of 1996 
(SBJPA) made several noteworthy changes that af-
fected S corporation filings.  First, the Act increased 
the maximum number of shareholders from 35 to 75.  
Second, it enabled financial institutions that did not use 
the reserve method of accounting for bad debts to make 
an S election.  Third, small business trusts electing to 
be S corporations were permitted to be shareholders in 
an S corporation.  Finally, restrictions on the percent-
age of another corporation’s stock that an S corporation 
might hold were eliminated, enabling S corporations to 
make an election to treat the assets, liabilities, income, 
deductions, and credits of wholly owned subsidiaries as 
those of the parent S corporation.


Even though the SBJPA eased restrictions on S 
corporations, the number of S corporation entities has 
not grown as rapidly as partnership limited liability 
companies (LLCs).  The IRS ruled in late 1988 (Rev-
enue Ruling 88-76, 1988-2 C.B.360) that any Wyoming 
LLC would be treated as a partnership, and the door was 
opened for other States to consider LLC legislation.  By 
1993, 36 States allowed LLCs as a legal entity, and that 
number grew to 46 States plus the District of Columbia 
a year later.  By 1997, all 50 States and the District of 
Columbia had enacted LLC legislation.  The “check-
the-box” regulations, implemented by IRS in January 
1997, relaxed the requirements for LLCs to obtain a 
favorable partnership tax classification, leading to a 
wider acceptance of LLCs.


	Analysis of Business Data


The SOI Integrated Business Dataset (IBD) has 
been compiled at the table level from the annual SOI 
cross-sectional studies of corporations (C and S corpora-
tions), partnerships, and nonfarm sole proprietorships for 
1980-2002.9 Data from these annual statistical studies 
are generally publicly available and are published in a 
variety of SOI reports. (See the References section.)  
They represent weighted estimates of U.S. totals by year 
for each legal form or organizational type.  The database 
combines data from these types of organizations for a 
22-year period to enable examination of changes in busi-
ness composition. The IBD is composed of 3 subsets; (1) 
selected financial data on businesses for all industries 
for 1980-2002 (Table 1); (2) selected financial data by 


size of business receipts for 1998-2002 (Tables 2A-2E); 
and selected financial data on businesses for 21 North 
American Industrial Classification System (NAICS) 
sectors for 1998-2002 (Tables 3A-3E).  Although some 
of the data in the IBD have already been published, this 
is the first time that they have been compiled for this 
duration, and work on analysis of significant trends and 
findings is just beginning. 10


This section is divided into three parts.  First, sum-
mary data by organizational type for 1980-2002 are 
presented and analyzed.  In the next two subsections, 
trends in the data between 1998 and 2002 by receipt size 
and industrial sector are examined.  The period for the 
industry data has been restricted since, beginning with 
1998, all SOI business studies adopted the new NAICS 
industrial classification system.  Previously, SOI busi-
ness studies, and most economic statistics produced by 
Federal agencies, used an industry coding system based 
on the Standard Industrial Classification (SIC) System.  
Although NAICS has substantially improved coverage 
on newer, emerging industries, there is a major disconti-
nuity between 1997 and 1998, and, for some industries, 
it is difficult or even impossible to derive a consistent 
time series.


	Data for All Industries, 1980-2002 


The all-industry data compiled and discussed in this 
section include: the number of entities, total and busi-
ness receipts, net income (less deficit), net income, and 
deficit. Although this is limited financial detail, these data 
comprise a consistent time series for the 22-year period 
for all types of businesses.  Table 1 presents these data 
in its most detailed format, while Figures A-G highlight 
some of the most significant trends.11 


Number of Business Entities--The number of 
businesses doubled between 1980 and 2002, from 13 
million in 1980 to over 26 million in 2002.  Overall, 
the growth was relatively steady, with increases in all 
years, including even those with declines in real GDP  
(1980-1982, 1990-1991, and 2000-2001).  However, 
unlike the steady overall growth in the number of enti-
ties, the composition of businesses by organizational 
type varied considerably.  Figure A shows the percent-
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age composition in the number of business entities for 
C corporations, S corporations, partnerships, and sole 
proprietorships. 


Sole proprietorships were the largest and most 
stable component of business entities, accounting for 
between 68.6 percent and 74.5 percent of overall busi-
ness entities in all years and growing by 3 percentage 
points in the 22-year period, from 68.6 percent in 1980 
to 71.6 percent in 2002. C corporations, on the other 
hand, accounted for 16.6 percent of business entities in 
1980, but their percentage fell steadily to 8.0 percent 
in 2002.  S corporations accounted for only 4.2 percent 


of business entities in 1980, but their share increased 
substantially, particularly in the period following the 
1986 Tax Reform, to 11.9 percent in 2002.  Partnerships 
were also a relatively stable portion of the business entity 
types, declining modestly from 10.6 percent in 1980 to 
8.5 percent in 2002.  While the number of partnerships 
increased between 1980 and 1988, their proportion of 
the overall number of business entities declined, mainly 
due to the higher growth rates of S corporations and 
proprietorships.


Figure B presents annualized growth rates in the 
number of business entities with some additional detail 
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Figure A--Composition of the Number of Businesses, Tax Years 1980-2002
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by business organizational type.12 Overall, the number of 
businesses increased at a 3.2-percent annual rate for the 
22-year period, but this percentage varied by business 
type.  Although the total number of corporations showed 
an annual 3.0-percent increase, this was composed of 
a -0.1-percent annual decline for C corporations and a 
robust 8.0-percent annual increase by S corporations.  
C corporations had 2-percent annual increases in 1980-
1987 and 1993-1997 but declines in both 1987-1993 
and 1997-2002.  S corporations increased in all periods, 
though the annual rate of increase declined steadily from 
10.4 percent in the 1980-1987 period, to 6.4 percent for 
1993-1997, and 5.0 percent for 1997-2002.  Partnerships 
had an overall 2.2-percent growth rate for the 22-year 
period but declined in number between 1987-1993 before 
restoring growth between 4 percent to 5 percent for the 
later periods.  Complete data for all types of partnerships 
are unavailable for years prior to 1993 but indicate a 
clear pattern between 1993 and 2002.  In these years, 
general partnerships declined in number at an increasing 
rate, while limited partnerships grew at increasing rates.  
However, these data are dominated by the 75.1-increase 
for LLC’s in the 1993-1997 period, which slowed 


considerably but still grew at a robust 19.9 percent for 
1997-2002.  As noted, sole proprietorships were the most 
stable entity type with an overall rate of growth of 3.4 
percent, which was comprised of an annual growth rate 
of 5.5 percent for 1980-1987 that steadily declined to 
1.9 percent for 1997-2002. 


Since most types of business income are essentially 
taxed at the individual level, a total for all business types 
other than C corporations was computed and is also 
shown in Figure B.   This aggregation includes the data 
for 1120-RICs, 1120-REITs, S corporations, all types of 
partnerships, and sole proprietorships--essentially, all 
business organizational forms except for C corporations.  
Since proprietorships dominate the statistics on the num-
ber of business entities and were also a relatively stable 
component, it is not surprising that the growth pattern 
for the aggregation of businesses less C corporations 
mirrored that of  proprietorships.  These entities grew 
at an annual rate of 3.7 percent for the entire period, and 
the rate of growth steadily declined from 5.4 percent for 
the earliest period (1980-1987) to a low of 2.6 percent 
for 1997-2002.  However, they avoided the reductions 


Figure B--Annual Growth Rates for the Number of Businesses, Tax Years 1980-2002


Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 3.2            4.9            2.5            2.6            2.2            


  Corporations........................................ 3.0            4.1            1.6            4.3            2.2            


           C corporations............................ -0.1            2.0            -3.1            2.2            -1.4            


           1120-RIC and 1120-REIT............ 9.0            11.5            10.6            7.8            4.4            


           S corporations............................ 8.0            10.4            8.7            6.4            5.0            


  Partnerships........................................ 2.2            2.5            -1.9            4.5            4.9            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            -2.1            -5.0            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            4.3            6.5            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            75.1            19.9            


  Sole proprietorships........................... 3.4            5.5            3.2            2.0            1.9            


  Total less C corporations................... 3.7            5.4            3.2            2.7            2.6            


                  Annual Growth Rates (Percent)


Tax Years
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in numbers that C corporations had in both 1987-1993 
and 1997-2002.


Business Receipts--Unlike data on the numbers 
of business entities, the business receipts data include 
double counting, since intercompany sales and purchases 
are included. However, they are still an important metric 
of business activity by organizational type.  Data on the 
composition and growth of business receipts by type of 
entity are presented in Figures C and D, respectively.  C 
corporations dominated business receipts for the 22-year 
period, although their share has declined throughout 
the period from a high of 87.5 percent for 1981 to 64.9 
percent for 2002.  


So, where did this share of C corporation business 
receipts go?  First, S corporations increased their share of 
receipts from about 3 percent for the 1980-1982 period 
to 18.5 percent for 2002.  Although the rate of growth 


was steady for most years, between 1986 and 1987, the 
S corporation share jumped from 5.5 percent to 10.1 
percent in this one year, with enactment of the 1986 Tax 
Reform Act, which lowered the top marginal rate on busi-
ness income taxed at the individual rate in comparison to 
the top marginal tax rate on corporate profits.  Although 
the share of business receipts accruing to proprietorships 
declined from 6.4 percent to 5.0 percent in the period, 
the share of partnerships grew from 3 percent - 4 percent 
in the earliest years to 11.6 percent for 2002.


As shown in Figure D, overall business receipts grew 
at an annual rate of 5.3 percent over the 22-year period, 
peaking at 7.5 percent for 1993-1997.12  Similarly, cor-
poration receipts grew at a 5.0-percent annual rate for the 
entire period and also peaked in the 1993-1997 period at 
7.1 percent.  Although C corporations held the dominant 
share of receipts, receipts of S corporations grew at a 
13.3-percent rate throughout the period, peaking at 21.9 


Figure C--Composition of Business Receipts, Tax Years 1980-2002
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percent between 1980-1987 before steadily declining.  
Partnerships had an overall 9.9-percent rate of growth 
in business receipts for the 22-year period, which was 
led by increases of 17.8 percent and 15.0 percent during 
the 1993-1997 and 1997-2002 periods, respectively.  As 
for the entity data, the growth in partnership data was 
led by the increases for LLC’s, which had 90.7-percent 
and 26.7-percent annual growth rates for the periods 
1993-1997 and 1997-2002, respectively.  Proprietor-
ships exhibited the most stable growth, with an overall 
rate of 4.2 percent, which started at 5.7 percent in the 
1980-1987 period and declined steadily to 3.4 percent 
in the latest years.  Unlike for the number of entities, 
proprietorships do not dominate the receipts data; so, the 
pattern for the total excluding C corporations was much 
more like those for S corporations and partnerships, 
with 9.6-percent growth throughout, ranging from 11.4 
percent in the earliest period and staying above 8 percent 
for all later periods.


Net Income (Less Deficit)--Figures E and F show 
data on the composition and growth of net income (less 
deficit), respectively.13 Overall, as for business receipts, 
data for net income (less deficit) show the dominance of 
C corporations, although their share of the total declined 
precipitously, plummeting from 80 percent for 1980-


1981 to 39.1 percent for 2002. This is a very significant 
turn of events since revenue from the corporation income 
tax has been a significant component of overall tax col-
lections.14  This phenomenon is even more noteworthy 
considering the relative stability of corporate statutory 
tax rates in the post-TRA period.  


Once again, profits of proprietorships were the most 
stable of any entity type, increasing from 18.2 percent for 
1980 to 20.9 percent for 2002; however, the proprietor-
ship share had increased to 25.6 percent for 1982 and 
stayed above 20 percent through 1994 before bottoming 
out in 1997.  The flowthrough entities, S corporations and 
partnerships, together accounted for less than 2 percent 
of net income (less deficit) for 1981-1986, partly because 
partnerships had losses in all of these years. However, 
beginning with 1987, their combined net income (less 
deficit) grew rapidly from about 4 percent for 1987 to 
nearly 40 percent for 2002, a tenfold increase in just 
15 years.


Concerning the growth rates for net income (less 
deficit), overall business had profits increasing at increas-
ing rates in all of the pre-1997 periods before falling at a 
3.7-percent annual rate in the 1997-2002 period, largely 
due to corporate profit declines in the 2001-2002 eco-


Figure D--Annual Growth Rates for Business Receipts, Tax Years 1980-2002


Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 5.3            5.5            4.3            7.5            4.6            


  Corporations........................................ 5.0            5.5            4.3            7.1            3.6            


           C corporations............................ 4.0            4.3            2.9            6.7            2.9            


           S corporations............................ 13.3            21.9            12.1            9.2            6.0            


  Partnerships........................................ 9.9            6.0            5.2            17.8            15.0            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            6.4            0.7            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            18.1            15.7            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            90.7            26.7            


  Sole proprietorships........................... 4.2            5.7            3.6            3.5            3.4            


  Total less C corporations................... 9.6            11.4            8.5            9.7            8.1            


  ¹ Data not available for all years.


                  Annual Growth Rates (Percent)


Tax Years
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nomic downturn.12   C corporation profits had a similar, 
though more prominent trend, with steady increases 
peaking at 12.5 percent for the 1993-1997 period before 
falling at an annual 17.1-percent rate for 1997-2002.  
The flowthrough entities, S corporations and partner-
ships, both had substantial growth in profitability, with 
overall 19.5-percent and 15.9-percent annual rates of 
growth throughout the 22-year period, respectively.  S 
corporation profits increased at over 32 percent for the 
1980-1987 period and stayed in the double-digit range, 
until dropping to a modest 3.6-percent rate of increase 
for 1997-2002.  Partnership had overall losses from 
1981 through 1987, became profitable in 1988, and then 
had increases of over a 20-percent level for 1993-1997, 
before dropping to 9.5 percent for 1997-2002.


Once again, proprietorships were the most stable 
component experiencing overall growth in profits of 


6.3 percent for the entire period, with growth of 9.3 
percent for 1980-1987 that steadily declined to 3.4 per-
cent for the 1997-2002 period.  For entities excluding 
C corporations, profitability growth patterns mirrored 
a combination of the rapid profit growth in the earlier 
periods of the flowthrough entities with the greater stabil-
ity of proprietorships.  Overall, profit growth was 11.5 
percent for the entire 22-year period, with double-digit 
growth through 1997 before declining to 3.3 percent for 
1997-2002.15


Deficits--Information on business losses or deficits 
is shown in Figures G and H for all entity types.  C 
corporation losses ranged from about 48 percent to just 
under 63 percent for the entire period, substantially lower 
than the percentages for receipts and profits. The only 
years that C corporation losses exceeded 60 percent of 
the total were for the last 3 years, 2000-2002, a period 
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Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 5.8            5.8            8.0            14.5            -3.7            


  Corporations........................................ 4.2            4.5            7.4            15.7            -9.4            


           C corporations............................ 0.4            0.8            6.4            12.5            -17.1            


           1120-RIC and 1120-REIT............ 10.7            18.4            5.7            24.0            -4.8            


           S corporations............................ 19.5            32.3            16.8            20.9            3.6            


  Partnerships........................................ 15.9            ( ² )            ( ² )            23.1            9.5            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            11.8            2.7            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            42.8            13.1            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            104.3            20.9            


  Sole proprietorships........................... 6.3            9.3            6.6            4.4            3.4            


  Total less C corporations................... 11.5            11.7            14.9            16.5            3.3            


  ¹ Data not available for all years.
  ² Value not computed due to negative values.


Figure F--Annual Growth Rates for Business Net Income (Less Deficit), Tax Years 1980-2002


Tax Years


                  Annual Growth Rates (Percent)


Figure G--Composition of Business Losses, Tax Years 1980-2002
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that included three quarters of decline in real GDP. Other 
recessionary periods seemed to have had less effect on 
the C corporation share of losses.  S corporation losses 
grew starting after 1980, peaking in 1995 at 14.6 percent, 
before beginning a steady decline to around 9 percent 
for 2001 and 2002. 


Interestingly, partnerships have had a substantial 
share of deficits throughout the 22-year period, growing 
from the mid-30 percents in the pre-TRA period, peak-
ing at 47 percent for 1987 and 1988, before beginning a 
gradual decline to the low 20-percent range in the 2000-
2002 period.  Clearly, the TRA passive loss limitations 
had an effect.  Proprietorships once again held a stable 
but small share of losses, which peaked for 1980, and 
gradually declined throughout the period to about 5 
percent for the 2000-2002 period.


From a growth perspective, overall losses, which 
increased at nearly 9 percent in the 1980-1987 period, 
declined to around 5 percent from 1987-1997, then 
jumped to over 15 percent in the 1997-2002 period.12 
C corporations had a similar pattern, though growth in 
deficits was larger in periods of large deficit growth and 
smaller in periods when deficits grew at slower rates, im-


plying more stability for the other types of entities.  For 
businesses other than C corporations, losses averaged 7.3 
percent over the entire period, ranging between 5 percent 
and 7 percent during 1980-1997 before increasing to 
11.1 percent for the 1997-2002 period.  S corporations 
had an 18.9-percent increase for 1980-1987, but the 
growth in losses dropped for 1987-1993 and again for 
1997-1997 before increasing to nearly a 10-percent rate 
for 1997-2002.  For partnerships, losses increased in all 
periods, with the exception of the 1987-1993 period, 
where the post-TRA passive loss limitations disallowed 
an increasing share of partnership losses to offset other 
(positive) income.


	Data by Size of Business Receipts,  
 1998-2002


In this section, we focus on business activity dur-
ing the period of 1998 through 2002 by size of business 
receipts.  As noted, selected financial data by size of 
business receipts for 1998-2002 are included in Tables 
2A-2E. 11  When the data are segmented by size of busi-
ness receipts, some notable characteristics of business 
composition are apparent.   Composition percentages on 
the number of businesses by size of business receipts 


Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 8.5            8.7            4.2            5.4            15.7            


  Corporations........................................ 9.7            12.3            2.6            5.4            18.0            


           C corporations............................ 9.5            11.4            1.5            5.4            19.4            


           1120-RIC and 1120-REIT............ 23.6            15.0            29.7            15.8            34.5            


           S corporations............................ 11.0            18.9            7.3            4.7            9.6            


  Partnerships........................................ 6.9            13.3            -4.6            7.1            11.7            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            -4.6            -0.2            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            3.6            4.3            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            83.7            26.7            


  Sole proprietorships........................... 4.6            4.8            4.2            0.3            8.4            


  Total less C corporations................... 7.3            5.6            7.4            5.4            11.1            


  ¹ Data not available for all years.


Tax Years


                  Annual Growth Rates (Percent)


Figure H--Annual Growth Rates for Business Losses, Tax Years 1980-2002
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are shown for Tax Year 2002 in Figure I, while business 
receipts and net income (less deficit) by size of business 
receipts are shown in Figure J. 


Overall, the numbers of business entities are domi-
nated by small proprietorships, particularly those with 
receipts under $1 million.  C corporations, on the other 
hand, comprise less than 25 percent of business entities 
for each size-class under $1 million, but their share grows 
from 37 percent to nearly 58 percent with increasingly 
larger receipt size-classes.  The flowthrough entities, S 
corporations and partnerships, show their largest com-
position shares in the middle receipt size-classes.  S 
corporations account for between 35 percent-41 percent 


of entities for all classes between $250,000 and $50 mil-
lion, and partnerships also have their largest composition 
percentages in these midsized receipt classes.


From Figure J, and as previously discussed, C corpo-
rations dominate activity in business receipts, accounting 
for nearly 65 percent of receipts for 2002.  However, 
their share of receipts is strongly associated with size 
of receipts. The smallest C corporations account for 
only 2 percent of receipts, but this share grows rapidly 
to nearly 81 percent for businesses with $50 million or 
more in business receipts.  As with data on the numbers 
of entities, the flowthrough businesses show their largest 
composition shares in the middle size-classes, with their 
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largest composition percentages in receipt size-classes 
between $250,000 and $50 million.  Proprietorships, as 
would be expected, comprise the majority of small orga-
nizations, accounting for 92 percent of businesses with 
receipts under $25,000 but with a rapidly diminishing 
share with increases in receipt size.  For the largest size 
receipt size-class ($50 million or more), proprietorships 
comprise only 0.2 percent of the total.


The composition of net income (less deficit) or 
profits among receipt sizes also shows some interesting 
and well-defined patterns.   First, for the under $25,000 
receipt size-class, there was an overall $46-billion loss 
for all types of businesses, and only proprietorships had 
positive net income.  Although C corporations accounted 
for 39 percent of business profits for 2002, they show 
losses in all receipt size-classes below $10 million.  
However, C corporations become profitable for size-
classes over $10 million, and those with receipts above 
$50 million earned over $440 billion in profits, nearly 42 
percent of the total.  S corporations once again show their 
largest composition shares in the middle receipt size-
classes, with composition shares ranging from nearly 25 


percent to almost 46 percent for businesses with receipts 
between $250,000 and $50 million.  Partnerships had 
nearly $35 billion in losses for the smallest size-class, 
but were profitable for all larger receipt size-classes.  For 
receipt sizes above $25,000, partnerships had profits of 
at least $13 billion and accounted for 22 percent to 55 
percent of total profits.  Proprietorships, which include 
nearly 21 percent of overall profits, are the only business 
type with profitability in the under $25,000 receipt size-
class.  Above $25,000, proprietorships show a rapidly 
decreasing share of profits, with nearly 90 percent in the 
$25,000-$250,000 receipt size-class but only $0.5 billion 
and 0.1 percent for the largest class.


	Data by Industrial Sector, 1998-2002


In this section, we focus on specific sectors that 
showed significant activity during the period 1998 
through 2002.  During this timeframe, a number of 
national and international events impacted economic 
activity, including the end of the uninterrupted GDP 
growth of the 1990’s; the technology boom and bust; 
the September 11, 2001, attacks; real estate volatility; 


[Money amounts are in billions of dollars]


Income item and under $25,000 $250,000 $1,000,000 $5,000,000 $10,000,000 $50,000,000


type of business Total $25,000 under under under under under or


$250,000 $1,000,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8)


     Business receipts:


  All businesses.......................... 20,741.0    94.6    641.8    1,070.8    1,876.7    908.3    2,311.6    13,837.2    


       C corporations..................... 13,455.8    2.3    72.3    275.5    732.0    378.9    930.3    11,064.5    


       S corporations..................... 3,841.3    3.5    123.1    402.3    775.7    389.1    1,028.6    1,119.0    


       Partnerships........................ 2,414.2    1.7    34.2    97.1    216.4    114.6    325.0    1,625.1    


       Sole proprietorships............ 1,029.7    87.2    412.2    295.8    152.5    25.7    27.7    28.5    


     Net income (less deficit):


  All businesses.......................... 1,055.4    -46.2    142.9    97.0    73.2    36.9    117.2    646.9    


       C corporations..................... 413.0    -19.1    -8.4    -11.2    -10.4    -0.2    21.9    440.6    


       S corporations..................... 150.6    -8.4    9.4    24.1    33.3    16.3    37.6    38.4    


       Partnerships........................ 270.7    -34.9    13.6    25.1    35.7    19.5    50.8    161.0    


       Sole proprietorships............ 221.1    16.4    128.3    59.0    14.6    1.3    1.0    0.5    


Business Receipts


Figure J--Business Receipts and Net Income (Less Deficit) by Size of Business Receipts, Tax Year 2002
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accounting scandals; and enactment of the Small Busi-
ness Job Protection Act of 1996.   All of these potentially 
impacted business activity in specific sectors.  As noted, 
selected financial data for 21 NAICS sectors for 1998-
2002 are included in Tables 3A-3E and summary data 
for eight key sectors are presented in Figures K, L, and 
M and discussed below.  


Utilities--As shown in Tables 3A-3E, the number of 
business entities in the Utilities sector decreased by 2.1 
percent from 17,662 for 1998 to 17,283 for 2002.  The 
most notable aspect of the decline was the 19.3-percent 
decrease in S corporation returns, from 2,124 to 1,715.  
The number of C corporations and partnerships classified 
as Utilities increased slightly, with only the large decline 
in S corporations and a slight decline in proprietorship 
Utilities, reducing the total for all businesses.  The large 
decline in S corporation Utilities was mostly attributable 
to the smallest business receipt class, those returns with 
less than $25,000 in business receipts.  


The Utilities sector experienced a large decline in 
net income (less deficit) over the period, most of which 
was attributable to the largest receipt size-class for C 
corporations.  C corporations reporting $50 million or 
more in business receipts saw their net income (less 
deficit) decline from $30.7 billion for 1998 to a loss of 
$95.4 million for 2002.  S corporations and partnership 
net income (less deficit) increased slightly both overall 
and in the largest receipt size-class.


Construction--The Construction industry accounted 
for roughly 12 percent of the total number of busi-
ness entities.  The number of businesses in this sector 
increased 4.8 percent over the 5-year period, from 2.9 
million to 3.1 million.  However, over the 1998–2002 
period, the number of C corporations declined from 
246,404 to 229,765 (6.8 percent), while the number of 
S corporations increased from 305,531 to 418,770 (37.1 
percent). 


Between 1998 and 2002, businesses showed signifi-
cant increases in all data items, with the largest increases 
in S corporations, partnerships, and proprietorships.  
Business receipts of S corporations increased by 46.0 
percent, from $391.9 billion to $572.1 billion; those 
of partnerships increased by 59.5 percent from $106.3 
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billion to $169.6 billion; and those of proprietorships 
increased by 17.0 percent, from $143.9 billion to $168.5 
billion.  Significant increases were also seen in salaries 
and wages of these entities, as well as in depreciation.


Manufacturing--For 1998, 706,002 businesses 
classified themselves in the Manufacturing sector.  By 
2002, the number had dropped to 628,868, a 10.9-per-
cent decrease in business return filers for this sector.  
Of the four entity types, all declined in number with 
the exception of partnerships, which showed a 10.1-
percent increase to 38,364.  The increase in number of 
partnerships did little, however, to alter the distribution 
of partnerships among receipt size-classes.  For 1998, 
47.1 percent of partnerships classified in Manufactur-
ing reported business receipts under $100,000.  For 
2002, 45.2 percent of manufacturers still fell under this 
threshold.  


C corporations and sole proprietorships accounted 
for most of the decline in the number of manufacturers.  
C corporations dropped by 27,141 (16.6 percent), and 
proprietorships dropped by 50,935 (14.1 percent).  The 


distribution of C corporation manufacturers across busi-
ness receipt classes changed little from 1998 to 2002, 
with all classes but one ($100,000 under $250,000) 
showing decreases.  Despite a decreasing number of 
sole proprietorships engaged in manufacturing, the 
period 1998–2002 saw growth in the number of large 
manufacturing proprietorships, with those reporting 
between $5 million and $50 million in business receipts 
increasing by 52.6 percent from 116 for 1998 to 177 
for 2002. These changes in the manufacturing sector 
did little to change the composition of the sector, with 
each entity type making up roughly the same share of 
all Manufacturing for 1998 as for 2002. 


Growth in business receipts for partnerships in 
Manufacturing exceeded that of partnerships in all sec-
tors.  Partnership business receipts in Manufacturing 
grew by 96 percent to $485.0 million between 1998 
and 2002.  This growth could be traced to partnerships 
with $50 million or more in business receipts.  For 1998, 
73.6 percent, or $182.2 million, of business receipts of 
manufacturing partnerships were in the $50 million or 
more business receipt size-class, while, for 2002, 81.4 
percent, or $394.9 million, were in this class.  


Transportation and Warehousing--Growth in the 
overall number of business filers in this sector outpaced 
the growth of all sectors.  The number of business entities 
classified in Transportation and Warehousing increased 
from 969,104 to 1,153,198, an increase of 19.0 percent.  
The number of each separate entity type increased over 
the period 1998–2002, but the largest percentage in-
creases were seen in partnerships, S corporations, and 
proprietorships.  Partnerships increased by 35.5 percent, 
or 6,814 returns; S corporations by 21.3 percent, or 
17,290 returns; and proprietorships by 20.1 percent, or 
159,181 returns.  Although C corporations did show posi-
tive growth, their numbers increased by only 1 percent, 
from 78,342 for 1998 to 79,150 for 2002.


Well over half of all growth in Transportation and 
Warehousing partnerships can be traced to the smallest 
two receipt size-classes.  The number of partnerships 
reporting $100,000 or less in business receipts accounted 
for 59.5 percent, or 4,051, of new partnership returns in 
this sector.  Sole proprietorships showed increases in all 
receipt size-classes, but growth was concentrated on the 


Finance
8.8%


Management of
Companies


0.9% Professional, 
Scientific,
Technical
Services


4.8%


Real Estate
1.6%


All Others
45.1%


Transportation
and


Warehousing
3.0%


Manufacturing
25.7%


Utilities
3.3% Construction


6.8%


Figure M--Business Receipts as Percent of Total by Selected 
Sector, Tax Year 2002
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lower end, with 99.3 percent, or 157,999, of new returns 
reporting less than $250,000 in business receipts.  S 
corporation growth was more evenly distributed among 
the various receipt size-classes.  As with Manufacturing, 
the composition of the Transportation and Warehous-
ing sector changed little.  Of the 5 years studied, each 
entity’s share of this sector remained relatively constant. 
Business receipts increased 13.6 percent to $617.9 bil-
lion across all entities, while net income (less deficit) 
decreased 91.9 percent to $2.5 billion over this period.  
Both C corporations and S corporations were responsible 
for the decrease in net income (less deficit).


Finance and Insurance--C corporations represent 
the majority of business income for the Finance and In-
surance sector, while all other business entities combined 
represent 88.8 percent of all businesses in the sector.  The 
number of C corporations declined over the period 1998-
2002 by 12.0 percent, from 115,309 to 101,495.  This 
decline was particularly noticeable in the smallest receipt 
size-classes.  C corporations reporting less than $25,000 
in business receipts declined from 30,440 to 22,464.  
Partnerships reported the largest increase in number of 
businesses from 209,150 for 1998 to 263,024 for 2002, or 
25.8 percent.  Growth in the number of partnerships was 
also concentrated in smaller receipt size-classes, with the 
number of returns reporting less than $25,000 in business 
receipts, increasing from 152,559 to 176,425.


Although net income (less deficit) for the Finance 
and Insurance sector declined from 1998 to 2002, part-
nerships were an exception.  Net income (less deficit) 
for partnerships in this sector increased by 41.1 percent, 
from $63.3 billion to $89.3 billion.  However, partnership 
net income (less deficit) represented only 25.2 percent 
of the $354.8 billion in net income (less deficit) for all 
entity types for 2002.


Real Estate--The overall number of business entities 
in Real Estate increased 17.2 percent to 2,585,914 be-
tween 1998 and 2002. With this increase in the number of 
entities, there was also an increase of business receipts, 
which increased by 25.3 percent to $326.4 billion.  For 
all businesses, interest paid increased until 2002, when 
the overall interest paid declined by 26.0 percent from 
2001 to $19.6 billion.  


The number of partnerships in Real Estate grew by 
23.1 percent to 999,786 entities during the period 1998 
through 2002, faster than any other entity type.  Partner-
ships also displayed the largest amount of net income 
(less deficit) ($55 billion) for the same time period, 
representing 68.0 percent of net income (less deficit) 
for all business entities.  This growth could be traced 
to the $5 million to under $10 million class of business 
receipts, where net income (less deficit) increased from 
$4.1 billion to $8.0 billion, a 95.5-percent increase.  C 
corporations were the only entity type in Real Estate 
to experience a decline in numbers.  C corporation net 
income (less deficit) declined for the period 1998-2002, 
decreasing from $4.9 billion in 1998 to almost -$0.9 
billion in 2002.  Nearly all this decline was found in the 
C corporations reporting business receipts with $50.0 
million or more.


Professional, Scientific, and Technical Services--
Overall, the number of businesses in the Professional, 
Scientific, and Technical Services sector showed a 12-
percent increase, from 3.2 million for 1998 to 3.6 mil-
lion for 2002.  The increase was due to a 29.4-percent 
increase in S corporations, from 371,152 to 480,120, 
and a 9.9-percent increase for proprietorships, from 2.4 
million to 2.7 million.  Most of the growth for both S cor-
porations and proprietorships could be traced to smaller 
receipt size-classes rather than to a single class. 


For 2001, partnerships surpassed proprietorships 
as the leader in net income (less deficit), accounting 
for $49.9 billion of the nearly $93.2 billion reported 
for all business entities.  Beginning for 1999, total net 
income (less deficit) for C corporations decreased to a 
$4.5-billion loss and has remained negative for each 
year through 2002 when C corporations reported -$19.7 
billion.  Despite this decline, C corporations continued 
to show the largest total receipts, business receipts, and 
total business deductions for this sector.


Since 1999, all entities excluding C corporations 
have displayed positive amounts for the total net income 
(less deficit), while C corporations displayed negative 
amounts for total net income (less deficit) during the 
same time period.  Entities other than C corporations 
represented over 50 percent of all total receipts and 
business receipts for all business entities. 
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Management of Companies--The number of busi-
ness entities in the Management of Companies (holding 
companies) sector increased 55.7 percent over the period 
1998-2002, from 42,918 to 66,826 entities.  However, 
one entity type, proprietorships, is not represented in this 
sector.   S corporations displayed the largest percentage 
increase in number of businesses for this industry, 89.9 
percent, an increase from 11,471 for 1998 to 21,779 for 
2002.  The largest increases were in smaller receipt size-
classes, i.e., entities with business receipts under $25,000 
grew from 9,460 entities to 17,729 entities.   This growth 
of S corporations can be attributed partly to the Small 
Business Job Protection Act of 1996, which permitted fi-
nancial institutions that use the specific chargeoff method 
of Section 166 to account for the writeoff of bad debts 
to elect Subchapter S status.  This provision has also led 
to a significant increase in the number of bank holding 
companies, which are also included in this sector.  


Cost of goods sold for all Management of Companies 
more than tripled over the 5-year period of 1998-2002. 
C corporations nearly tripled their cost of goods sold for 
this period with an increase of $7.2 billion, from nearly 
$3.8 billion for 1998 to $11.1 billion for 2002.  Almost all 
of this growth was concentrated in C corporations with 
$50 million or more in business receipts.  C corporations 
in this class alone saw cost of goods sold rise from $3.5 
billion for 1998 to $10.9 billion for 2002.  Partnerships 
accounted for the largest percentage increase for cost 
of goods sold during this 5-year span, increasing 576.9 
percent, to $6.5 billion.  


	Conclusions and Plans for Future  
 Research


The most significant findings for the 22-year period 
are the shift in overall business activity away from C cor-
porations to those organizations whose profits are taxed 
at the individual level. Overall, the data for net income 
(less deficit) show the dominance of C corporations, 
although their share of the total declined precipitously, 
plummeting from 80 percent for 1980-1981 to 39 percent 
for 2002.  This is a very significant development since 
revenue from the corporation income tax has been a 
significant source of overall tax collections.  This phe-
nomenon is even more noteworthy considering the rela-
tively stable corporation statutory tax rates, especially 


in the post-TRA period.   C corporations accounted for 
nearly 17 percent of business entities in 1980, but their 
percentage fell steadily to 8 percent in 2002.  Although 
C corporations dominated business receipts, their share 
likewise declined throughout the period from a high of 
87 percent in 1981 to 65 percent in 2002.   Sole propri-
etorships were the largest and most stable component of 
business entities for this period, accounting for between 
69 percent and 74 percent of overall business entities in 
all years.  When the data are classified by size of business 
receipts, the largest number of entities fell into the small-
est receipt size-class, but the vast majority of business 
receipts for most entity types generally accrued to those 
in the largest receipt class.  C corporations dominated 
the receipts data in the largest class, accounting for ap-
proximately 80 percent of business receipts and nearly 
72 percent of profits.  


Although economic events affected different in-
dustrial sectors in very different ways, the data showed 
a particularly substantial trend in the 1998-2002 pe-
riod.  The data by industrial sector illustrated that the 
trend of shifting overall business activity away from C 
corporations to those organizations whose profits are 
taxed at the individual level was prevalent throughout 
all sectors of the economy.  The most notable trend by 
industrial sector was the rapid growth in the number 
of businesses organized as flowthrough entities.  In 
many industrial sectors, the number of C corporations 
grew very slightly or even declined.  Across industrial 
sectors, almost without exception, S corporations and 
partnerships showed rapid growth in number of entities.  
S corporations showed large nominal increases, while 
partnerships typically grew at the fastest rates.  In almost 
all sectors, the most notable growth in net income (less 
deficit) was also isolated in businesses organized as 
flowthrough entities.


Finally, opinions expressed in this paper are those of 
the authors and should not be attributed to the Internal 
Revenue Service or the U.S. Department of the Treasury 
although comments are welcome.


	Endnotes


1  Legel, Ellen; Bennett, Kelly; and Parisi, Mi-
chael (2004), The Effects of Tax Reform on the 
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Structure of U.S. Business, 2003 Proceedings of 
the American Statistical Association, Section on 
Government Statistics.


2  Petska, Tom (1998), Taxes and Business Organiza-
tional Choice: Deja Vu All Over Again? 1997 Pro‑
ceedings of the American Statistical Association, 
Section on Business and Economic Statistics.


3  Wittman, Susan M. and Gill, Amy, S Corporation 
Elections After the Tax Reform Act of 1986, pre-
sented at the 1996 Allied Social Science Meetings 
and published in Statistics of Income Bulletin, 
Spring 1998, Volume 17, Number 4.


4  Nutter, Sarah E.; Young, Jim; and Wilkie, Patrick, 
Tax Legislation and Business Form Choice: C 
Corporation Behavior Before and After TRA86, 
presented at the 1996 Allied Social Science Meet-
ings and published in Statistics of Income Bulletin, 
Winter 1995-96, Volume 15, Number 3.


5  Petska, Tom, Taxes and Organizational Choice: An 
Analysis of Trends, 1985-1992, Statistics of Income 
Bulletin, Spring 1996, Volume 15, Number 4.


6  Petska, Tom, Do Taxes Affect Business Legal 
Structure? An Analysis of IRS Data, presented at 
the 1996 Allied Social Science Meetings. 


7  Petska, Tom and Wilson, Robert, Trends in Busi-
ness Structure and Activity, 1980-1990, Statistics 
of Income Bulletin, Spring 1994, Volume 13, 
Number 4.


8  Petska, Tom (1994), The Effects of Tax Reform on 
the Structure of U.S. Business, 1993 Proceedings 
of the American Statistical Association, Section on 
Business and Economic Statistics.


9  As noted, the Integrated Business Dataset is a 
compilation of table level data from SOI cross-
sectional business studies.  Future plans are to 
construct a true Integrated Business Database 
consisting of microdata from SOI C and S 
corporations, partnerships, and nonfarm sole 
proprietorships.


10  Data on financial activity by size of business 
receipts by NAICS sectors are included in an 
extended version of Tables 2A-2E for this paper 
on the SOI Tax Stats Web site at http://www.irs.gov/
taxstats/bustaxstats/article/0,,id=152029,00.html.


11  In Table 1, Regulated Investment Companies 
(RIC’s) and Real Estate Investment Trusts (RE-
IT’s), which are not taxed at the enterprise level 
but whose income similarly flows through to their 
owners, are excluded from C corporations and 
shown separately.  However, in all other tables and 
figures, they are included with C corporations.  


12  Annual growth rates were computed as follows:


          Gt = (lnXt - lnXt-n) 100 / n


 where  Gt = the annual growth rate in the value of 
X between periods t and n,


         lnXt = the natural logarithm of the value of X for 
period t,


    lnXt-n = the natural logarithm of the value of X for  
period t-n, and


          n = the number of years on which the computation 
is based.


13  Unlike data in the SOI Corporation Income Tax 
Returns and Source Book of Corporation Income 
Tax Returns, net income (less deficit) used in this 
paper includes the more comprehensive “total net 
income” for S corporations.  This item includes 
trade or business income plus portfolio income, 
as well as real estate and rental activity incomes 
distributed directly to shareholders.


14  From Table 7 in the IRS 2004 Data Book, for 1980, 
the corporation income tax accounted for nearly 
14 percent of total Internal Revenue collections.  
For 2002, this share had declined to about 10.5 
percent. 


15  In this paper, we assume that all partnership profits 
and losses accrue to individuals.  However, from 
the Partnership Schedule K, data are available on 
distributions by type of partner.  For 2002, $156.1 
billion, or 54.2 percent, of allocated income was 
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distributed to nonindividual partners (which 
include corporate, partnership, tax-exempt, and 
nominees).  The SOI Bulletin article, Partnership 
Returns, 2002, referenced below, has additional 
information.
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Table 1.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business,
Tax Years 1980-2002
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Form of business, item 1980 1981 1982 1983 1984 1985 1986 1987


(1) (2) (3) (4) (5) (6) (7) (8)
  All Businesses
Number of businesses........................................... 13,021,904   13,857,712   14,545,660   15,244,531   16,076,714   16,919,395   17,525,167   18,351,297   
Total receipts......................................................... 7,064,487,840   7,725,544,701   7,754,452,966   7,891,981,399   8,751,940,681   9,305,441,171   9,626,065,304   10,634,345,667   
Business receipts................................................... 6,413,930,882   6,901,768,455   6,842,267,893   7,043,019,718   7,782,861,217   8,212,317,757   8,422,295,127   9,436,817,505   
Net income (less deficit)......................................... 316,874,165   263,985,693   197,592,719   246,063,040   300,167,182   310,007,924   342,583,143   434,130,755   
Net income............................................................. 424,569,277   420,560,759   396,557,182   435,858,670   508,725,907   539,687,640   599,572,585   680,068,330   
Deficit..................................................................... 107,695,112   156,575,064   198,964,461   189,795,629   208,558,725   229,679,718   256,989,442   245,937,575   
  Corporations
Number of businesses........................................... 2,710,538   2,812,420   2,925,933   2,999,071   3,170,743   3,277,219   3,428,515   3,612,133   
Total receipts......................................................... 6,361,284,012   7,026,351,839   7,024,097,766   7,135,494,059   7,860,711,226   8,398,278,426   8,669,378,501   9,580,720,701   
Business receipts................................................... 5,731,616,337   6,244,678,064   6,156,994,009   6,334,602,711   6,948,481,893   7,369,538,953   7,535,482,221   8,414,537,647   
Net income (less deficit)( ¹ )................................... 253,678,291   213,648,962   154,334,143   188,313,928   232,900,596   240,119,020   269,530,240   334,089,233   
Net income............................................................. 311,497,470   301,440,778   274,352,942   296,932,146   349,179,415   363,867,384   408,860,760   468,631,779   
Deficit..................................................................... 57,819,180   87,791,816   120,018,799   108,618,218   116,278,819   123,748,365   139,330,520   134,542,546   
           C Corporations
      Number of businesses..................................... 2,163,458   2,268,966   2,359,272   2,348,162   2,465,843   2,549,091   2,598,271   2,480,440   
      Total receipts................................................... 6,133,036,929   6,782,602,310   6,746,286,554   6,801,022,254   7,440,141,155   7,920,235,884   8,115,394,384   8,538,869,502   
      Business receipts............................................. 5,526,725,253   6,038,269,090   5,921,937,283   6,043,788,300   6,575,574,080   6,953,447,173   7,068,730,197   7,463,209,264   
      Net income (less deficit) .................................. 236,487,630   185,868,913   120,180,204   154,156,433   196,435,483   192,991,940   203,018,630   250,706,247   
      Net income....................................................... 288,701,762   266,981,510   232,171,007   253,219,429   300,847,319   303,127,497   326,576,008   366,764,203   
      Deficit............................................................... 52,214,132   81,112,597   111,990,802   99,062,994   104,411,836   110,135,558   123,557,378   116,057,956   
           1120-RIC and 1120-REIT 
      Number of businesses..................................... 1,691   1,965   2,442   2,642   3,561   3,379   4,030   3,788   
      Total receipts................................................... 17,924,659   31,235,499   34,754,643   34,223,383   35,543,228   47,400,761   69,997,816   69,604,933   
      Business receipts............................................. 3,716   51,060   45,971   49,473   175,374   50,592   39,187   22,551   
      Net income (less deficit)................................... 14,671,749   25,909,303   31,105,996   29,082,144   29,558,446   39,524,630   58,218,369   53,365,950   
      Net income....................................................... 14,710,269   26,005,246   31,189,913   29,137,568   29,625,752   39,580,022   58,342,246   53,476,411   
      Deficit............................................................... 38,521   95,943   83,918   55,426   67,306   55,392   123,877   110,461   
           S Corporations
      Number of businesses..................................... 545,389   541,489   564,219   648,267   701,339   724,749   826,214   1,127,905   
      Total receipts................................................... 210,322,424   212,514,030   243,056,569   300,248,422   385,026,843   430,641,781   483,986,301   972,246,266   
      Business receipts............................................. 204,887,368   206,357,914   235,010,755   290,764,938   372,732,439   416,041,188   466,712,837   951,305,832   
      Total net income (less deficit) ( ² ).................... 2,518,912   1,870,746   3,047,943   5,075,351   6,906,667   7,602,450   8,293,241   30,017,036   
      Net income....................................................... 8,085,439   8,454,022   10,992,022   14,575,149   18,706,344   21,159,865   23,942,506   48,391,165   
      Deficit............................................................... 5,566,527   6,583,276   7,944,079   9,499,798   11,799,677   13,557,415   15,649,265   18,374,129   
  Partnerships
Number of businesses........................................... 1,379,654   1,460,502   1,514,212   1,541,539   1,643,581   1,713,603   1,702,952   1,648,032   
Total receipts ( ³ )................................................... 291,998,115   272,129,807   296,690,303   291,318,703   375,192,511   367,117,315   397,302,544   442,802,234   
Business receipts................................................... 271,108,832   230,027,336   251,608,987   243,248,370   318,342,380   302,733,374   327,428,647   411,457,126   
Net income (less deficit)......................................... 8,248,655   -2,734,897   -7,314,587   -2,610,041   -3,500,024   -8,883,674   -17,370,860   -5,419,105   
Net income............................................................. 45,061,756   50,567,190   53,556,856   60,308,114   69,696,922   77,044,693   80,214,873   87,654,011   
Deficit..................................................................... 36,813,100   53,302,086   60,871,442   62,918,155   73,196,946   85,928,367   97,585,733   93,073,116   
          General ( 4 )
      Number of businesses..................................... 1,209,318   1,252,298   1,288,328   n.a.   n.a.   n.a.   1,429,876   1,385,824   
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
          Limited ( 5 )
      Number of businesses..................................... 170,336   208,204   225,886   n.a.   n.a.   n.a.   273,076   262,210
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
           LLC
      Number of businesses..................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
  Nonfarm Sole Proprietorships
Number of businesses........................................... 8,931,712   9,584,790   10,105,515   10,703,921   11,262,390   11,928,573   12,393,700   13,091,132   
Total receipts......................................................... 411,205,713   427,063,055   433,664,897   465,168,637   516,036,944   540,045,430   559,384,259   610,822,732   
Business receipts................................................... 411,205,713   427,063,055   433,664,897   465,168,637   516,036,944   540,045,430   559,384,259   610,822,732   
Net income (less deficit)......................................... 54,947,219   53,071,628   50,573,163   60,359,153   70,766,610   78,772,578   90,423,763   105,460,627   
Net income............................................................. 68,010,051   68,552,791   68,647,384   78,618,410   89,849,570   98,775,563   110,496,952   123,782,540   
Deficit..................................................................... 13,062,832   15,481,162   18,074,220   18,259,256   19,082,960   20,002,986   20,073,189   18,321,913   
Footnotes at end of table.
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Table 1.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business, 
Tax Years 1980-2002--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Form of business, item 1988 1989 1990 1991 1992 1993 1994 1995


(9) (10) (11) (12) (13) (14) (15) (16)
  All Businesses
Number of businesses........................................... 18,896,336   19,560,585   20,052,917   20,498,855   20,849,195   21,280,315   21,990,203   22,478,939   
Total receipts......................................................... 11,435,215,490   12,133,006,886   12,659,120,980   12,664,503,877   13,030,765,631   13,633,127,677   14,854,464,587   16,161,117,843   
Business receipts................................................... 10,085,772,195   10,585,040,288   11,074,465,157   11,161,361,183   11,612,337,830   12,183,757,092   13,330,403,562   14,353,779,041   
Net income (less deficit)......................................... 563,932,180   548,157,101   541,253,496   523,452,364   611,007,348   733,369,871   843,984,176   1,012,514,546   
Net income............................................................. 818,548,839   829,704,453   n.a.   818,176,732   877,227,604   987,904,144   1,095,275,051   1,270,904,560   
Deficit..................................................................... 254,616,660   281,547,353   n.a.   294,724,370   266,220,258   254,534,273   251,290,875   258,390,016   
  Corporations
Number of businesses........................................... 3,562,789   3,627,863   3,716,650   3,802,788   3,869,024   3,964,629   4,342,369   4,474,167   
Total receipts......................................................... 10,264,867,461   10,934,973,405   11,409,520,074   11,436,474,767   11,742,134,728   12,269,721,709   13,360,007,157   14,539,050,115   
Business receipts................................................... 8,949,846,244   9,427,277,533   9,860,441,633   9,965,628,799   10,360,428,795   10,865,542,520   11,883,614,940   12,785,797,708   
Net income (less deficit)( ¹ )................................... 423,115,815   401,320,146   383,213,763   360,529,974   414,130,453   510,258,780   595,002,432   736,423,014   
Net income............................................................. 561,646,539   563,402,110   n.a.   542,341,802   581,920,697   670,480,179   756,502,169   900,524,657   
Deficit..................................................................... 138,530,724   162,081,965   n.a.   181,811,828   167,790,244   160,221,400   161,499,736   164,101,644   
           C Corporations
      Number of businesses..................................... 2,299,896   2,199,081   2,136,032   2,098,641   2,077,518   2,055,982   2,310,703   2,312,382   
      Total receipts................................................... 8,929,061,395   9,381,129,704   9,689,007,338   9,656,969,832   9,821,791,797   10,154,952,821   11,020,933,534   11,955,289,941   
      Business receipts............................................. 7,712,940,028   7,992,750,467   8,272,370,751   8,310,147,728   8,569,591,965   8,897,605,783   9,710,160,635   10,419,343,855   
      Net income (less deficit) .................................. 327,131,666   289,721,555   270,925,138   248,113,316   291,866,888   368,912,105   426,082,290   514,751,182   
      Net income....................................................... 445,141,000   425,910,498   416,617,439   401,582,120   426,078,044   496,151,930   554,083,672   641,753,805   
      Deficit............................................................... 118,009,334   136,188,943   145,692,301   153,468,803   134,211,156   127,239,826   128,001,382   127,002,623   
           1120-RIC and 1120-REIT 
      Number of businesses..................................... 5,702   5,815   5,526   5,876   6,135   7,142   7,912   8,666   
      Total receipts................................................... 71,817,689   89,877,386   99,810,072   96,520,359   98,459,970   117,172,085   128,128,279   178,686,713   
      Business receipts............................................. --   --   --   --   --   --   --   --   
      Net income (less deficit)................................... 52,447,631   66,819,244   67,457,384   67,671,565   63,933,826   75,113,178   77,243,699   122,543,160   
      Net income....................................................... 52,596,709   67,087,163   67,983,981   68,188,117   64,704,531   75,770,157   78,447,581   123,812,233   
      Deficit............................................................... 149,078   267,920   526,597   516,553   770,705   656,979   1,203,881   1,269,074   
           S Corporations
      Number of businesses..................................... 1,257,191   1,422,967   1,575,092   1,698,271   1,785,371   1,901,505   2,023,754   2,153,119   
      Total receipts................................................... 1,263,988,377   1,463,966,315   1,620,702,664   1,682,984,576   1,821,882,961   1,997,596,803   2,210,945,344   2,405,073,461   
      Business receipts............................................. 1,236,906,216   1,434,527,066   1,588,070,882   1,655,481,071   1,790,836,830   1,967,936,737   2,173,454,305   2,366,453,853   
      Total net income (less deficit) ( ² ).................... 43,536,518   44,779,347   44,831,241   44,745,093   58,329,739   66,233,497   91,676,443   99,128,672   
      Net income....................................................... 63,908,830   70,404,449   n.a.   72,571,565   91,138,122   98,558,092   123,970,916   134,958,619   
      Deficit............................................................... 20,372,312   25,625,102   n.a.   27,826,472   32,808,383   32,324,595   32,294,473   35,829,947   
  Partnerships
Number of businesses........................................... 1,654,245   1,635,164   1,553,529   1,515,345   1,484,752   1,467,567   1,493,963   1,580,900   
Total receipts ( ³ )................................................... 498,378,098   505,222,543   518,994,886   515,461,121   551,548,871   606,190,516   703,827,410   814,704,090   
Business receipts................................................... 463,956,020   464,951,817   483,417,504   483,164,395   514,827,003   560,999,120   656,158,602   760,617,695   
Net income (less deficit)......................................... 14,493,114   14,099,275   16,609,540   21,406,607   42,916,649   66,652,288   82,183,076   106,829,196   
Net income............................................................. 111,384,545   113,885,966   116,317,801   113,408,221   121,834,358   137,440,684   150,927,743   178,650,950   
Deficit..................................................................... 96,891,431   99,786,691   99,708,261   92,001,615   78,917,710   70,788,396   68,744,668   71,821,755   
          General ( 4 )
      Number of businesses..................................... 1,369,093   1,341,527   1,267,760   1,244,665   1,214,004   1,174,395   1,161,800   1,163,376   
      Total receipts ( ³ )............................................. n.a.   n.a.   349,839,034   349,793,551   354,750,145   369,030,331   394,825,973   417,535,888   
      Business receipts............................................. n.a.   n.a.   334,184,309   333,189,600   336,912,510   348,350,203   375,032,602   395,396,396   
      Net income (less deficit)................................... 38,503,534   35,660,018   37,770,771   38,108,885   46,194,340   55,028,590   58,721,349   63,625,642   
      Net income....................................................... n.a.   n.a.   81,903,253   78,330,522   81,313,616   85,128,982   87,680,812   92,586,762   
      Deficit............................................................... n.a.   n.a.   44,132,482   40,221,637   35,119,276   30,100,391   28,959,463   28,961,119   
          Limited ( 5 )
      Number of businesses..................................... 285,152   293,637   285,769   270,681   270,748   275,837   284,346   298,965   
      Total receipts ( ³ )............................................. n.a.   n.a.   169,155,852   165,667,570   196,799,726   229,703,974   284,624,411   330,681,486   
      Business receipts............................................. n.a.   n.a.   149,233,195   149,974,795   177,914,493   205,554,303   257,887,113   302,336,684   
      Net income (less deficit)................................... -24,010,711   -21,560,743   -21,161,231   -16,702,278   -3,277,692   11,360,424   21,410,503   38,319,799   
      Net income....................................................... n.a.   n.a.   34,414,548   35,077,700   40,520,742   51,238,208   59,544,970   76,029,542   
      Deficit............................................................... n.a.   n.a.   55,575,779   51,779,978   43,798,434   39,877,784   38,134,467   37,709,743   
           LLC
      Number of businesses..................................... n.a.   n.a.   n.a.   n.a.   n.a.   17,335   47,816   118,559   
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   7,456,210   24,377,026   66,486,715   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   7,094,614   23,238,886   62,884,616   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   263,274   2,051,224   4,883,755   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   1,073,495   3,701,961   10,034,647   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   810,221   1,650,737   5,150,892   
  Nonfarm Sole Proprietorships
Number of businesses........................................... 13,679,302   14,297,558   14,782,738   15,180,722   15,495,419   15,848,119   16,153,871   16,423,872   
Total receipts......................................................... 671,969,931   692,810,938   730,606,020   712,567,989   737,082,032   757,215,452   790,630,020   807,363,638   
Business receipts................................................... 671,969,931   692,810,938   730,606,020   712,567,989   737,082,032   757,215,452   790,630,020   807,363,638   
Net income (less deficit)......................................... 126,323,251   132,737,680   141,430,193   141,515,783   153,960,246   156,458,803   166,798,668   169,262,336   
Net income............................................................. 145,517,755   152,416,377   161,657,252   162,426,709   173,472,549   179,983,281   187,845,139   191,728,953   
Deficit..................................................................... 19,194,505   19,678,697   20,227,059   20,910,927   19,512,304   23,524,477   21,046,471   22,466,617   
Footnotes at end of table.
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Table 1.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business, 
Tax Years 1980-2002--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Form of business, item 1996 1997 1998 1999 2000 2001 2002


(17) (18) (19) (20) (21) (22) (23)
  All Businesses
Number of businesses..................................................... 23,240,648   23,645,197   24,113,044   24,448,466   25,007,504   25,605,898   26,434,293   
Total receipts.................................................................... 17,371,531,836   18,729,888,900   19,717,102,456   21,616,705,144   23,845,405,224   23,752,254,090   23,361,178,481   
Business receipts............................................................. 15,418,548,555   16,473,284,387   17,285,188,902   18,899,080,667   20,719,272,866   20,799,323,834   20,741,003,999   
Net income (less deficit)................................................... 1,160,565,585   1,311,621,607   1,284,131,816   1,421,748,416   1,470,658,335   1,142,478,029   1,088,304,478   
Net income....................................................................... 1,444,416,590   1,628,080,417   1,668,090,251   1,864,354,418   2,046,212,168   1,851,745,212   1,781,234,413   
Deficit............................................................................... 283,851,005   316,458,810   383,959,436   442,606,001   575,553,831   709,267,183   692,929,934   
  Corporations
Number of businesses..................................................... 4,631,369   4,710,083   4,848,887   4,935,904   5,045,273   5,135,591   5,266,607   
Total receipts.................................................................... 15,525,718,006   16,609,707,302   17,323,955,004   18,892,385,693   20,605,808,071   20,272,957,625   19,749,426,052   
Business receipts............................................................. 13,659,470,309   14,460,928,696   15,010,264,802   16,313,971,384   17,636,551,348   17,504,288,630   17,297,125,146   
Net income (less deficit)( ¹ )............................................. 838,591,644   956,736,971   895,152,469   985,363,334   986,952,279   648,758,089   596,524,023   
Net income....................................................................... 1,016,135,059   1,155,242,666   1,144,026,382   1,282,481,469   1,391,008,755   1,155,497,718   1,084,179,817   
Deficit............................................................................... 177,543,415   198,505,695   248,873,914   297,118,135   404,056,474   506,739,630   487,655,794   
           C Corporations
      Number of businesses............................................... 2,317,886   2,248,065   2,249,970   2,198,740   2,172,705   2,136,756   2,100,074   
      Total receipts.............................................................. 12,709,004,468   13,445,458,022   13,996,499,545   15,238,422,201   16,607,287,993   16,214,520,589   15,582,601,688   
      Business receipts....................................................... 11,087,481,313   11,620,304,753   12,006,145,868   13,071,173,955   14,078,901,182   13,813,168,479   13,455,844,040   
      Net income (less deficit) ............................................ 574,553,924   607,541,446   532,246,228   535,289,061   517,937,235   270,774,336   258,673,938   
      Net income................................................................. 714,272,006   765,753,475   736,810,215   783,499,456   859,530,894   709,003,929   676,337,238   
      Deficit......................................................................... 139,718,081   158,212,028   204,563,988   248,210,395   341,593,657   438,229,593   417,663,300   
           1120-RIC and 1120-REIT 
      Number of businesses............................................... 9,067   9,764   10,829   11,389   12,090   12,349   12,156
      Total receipts.............................................................. 198,619,366   269,011,761   266,322,290   353,094,730   381,042,973   296,924,686   255,897,663   
      Business receipts....................................................... --   --   --   --   --   --   --   
      Net income (less deficit)............................................. 138,792,224   196,132,514   181,117,938   256,317,862   270,479,156   190,296,836   154,371,152   
      Net income................................................................. 139,966,673   197,367,117   183,243,257   258,420,380   277,261,656   197,629,943   161,308,952   
      Deficit......................................................................... 1,174,450   1,234,604   2,125,319   2,102,518   6,782,500   7,333,108   6,937,800   
           S Corporations
      Number of businesses............................................... 2,304,416   2,452,254   2,588,088   2,725,775   2,860,478   2,986,486   3,154,377   
      Total receipts.............................................................. 2,618,094,172   2,895,237,519   3,061,133,169   3,300,868,762   3,617,477,105   3,761,512,350   3,910,926,701   
      Business receipts....................................................... 2,571,988,996   2,840,623,943   3,004,118,934   3,242,797,429   3,557,650,166   3,691,120,151   3,841,281,106   
      Total net income (less deficit) ( ² ).............................. 125,245,496   153,063,011   181,788,303   193,756,411   198,535,888   187,686,917   183,478,933   
      Net income................................................................. 161,896,380   192,122,074   223,972,910   240,561,633   254,216,205   248,863,846   246,533,627   
      Deficit......................................................................... 36,650,884   39,059,063   42,184,607   46,805,222   55,680,317   61,176,929   63,054,694   
  Partnerships
Number of businesses..................................................... 1,654,256   1,758,627   1,855,348   1,936,919   2,057,500   2,132,117   2,242,169   
Total receipts ( ³ )............................................................. 1,002,579,987   1,249,789,312   1,474,879,256   1,754,972,413   2,218,639,870   2,462,461,787   2,582,060,669   
Business receipts............................................................. 915,844,403   1,141,963,405   1,356,655,904   1,615,762,245   2,061,764,235   2,278,200,526   2,414,187,093   
Net income (less deficit)................................................... 145,218,248   168,240,726   186,704,627   228,438,105   268,990,758   276,334,824   270,667,169   
Net income....................................................................... 228,157,635   262,373,206   297,874,299   348,467,958   409,972,787   446,069,172   439,761,741   
Deficit............................................................................... 82,939,388   94,132,480   111,170,672   120,029,853   140,982,029   169,734,347   169,094,572   
          General ( 4 )
      Number of businesses............................................... 1,121,195   1,081,363   1,015,678   950,608   936,564   885,457   841,299   
      Total receipts ( ³ )....................................................... 458,690,125   482,362,036   428,936,952   414,879,711   460,800,631   508,569,485   506,554,952   
      Business receipts....................................................... 430,892,523   451,004,863   399,306,152   382,760,263   425,752,004   464,251,886   467,422,866   
      Net income (less deficit)............................................. 77,446,760   88,235,026   82,766,449   85,767,233   101,786,779   101,830,079   100,914,057   
      Net income................................................................. 106,074,272   113,264,997   107,709,809   108,487,666   127,059,152   128,591,551   125,748,798   
      Deficit......................................................................... 28,627,513   25,029,971   24,943,359   22,720,432   25,272,374   26,761,472   24,834,741   
          Limited ( 5 )
      Number of businesses............................................... 311,563   328,210   369,012   396,907   402,232   437,968   454,741   
      Total receipts ( ³ )....................................................... 386,373,126   474,480,710   585,636,689   701,845,221   884,397,372   935,891,900   987,064,490   
      Business receipts....................................................... 338,916,079   423,968,766   534,248,684   644,246,861   830,429,874   876,234,279   931,055,315   
      Net income (less deficit)............................................. 55,458,035   62,946,099   79,328,818   107,937,194   119,512,213   127,448,902   121,126,936   
      Net income................................................................. 97,721,530   109,035,802   131,493,455   157,244,765   170,929,457   187,146,566   178,135,683   
      Deficit......................................................................... 42,263,496   46,089,703   52,164,637   49,307,571   51,417,244   59,697,664   57,008,747   
           LLC
      Number of businesses............................................... 221,498   349,054   470,657   589,403   718,704   808,692   946,130   
      Total receipts ( ³ )....................................................... 157,516,736   292,946,566   460,305,616   638,247,481   873,441,868   1,018,000,402   1,088,441,226   
      Business receipts....................................................... 146,035,802   266,989,776   423,101,069   588,755,121   805,582,357   937,714,361   1,015,708,912   
      Net income (less deficit)............................................. 12,313,453   17,059,601   24,609,360   34,733,678   47,691,767   47,055,843   48,626,175   
      Net income................................................................. 24,361,833   40,072,407   58,672,036   82,735,527   111,984,178   130,331,055   135,877,260   
      Deficit......................................................................... 12,048,379   23,012,806   34,062,676   48,001,849   64,292,411   83,275,212   87,251,084   
  Nonfarm Sole Proprietorships
Number of businesses..................................................... 16,955,023   17,176,487   17,408,809   17,575,643   17,904,731   18,338,190   18,925,517   
Total receipts.................................................................... 843,233,843   870,392,286   918,268,196   969,347,038   1,020,957,283   1,016,834,678   1,029,691,760   
Business receipts............................................................. 843,233,843   870,392,286   918,268,196   969,347,038   1,020,957,283   1,016,834,678   1,029,691,760   
Net income (less deficit)................................................... 176,755,693   186,643,910   202,274,720   207,946,977   214,715,298   217,385,116   221,113,286   
Net income....................................................................... 200,123,896   210,464,545   226,189,570   233,404,991   245,230,626   250,178,322   257,292,855   
Deficit............................................................................... 23,368,202   23,820,635   23,914,850   25,458,013   30,515,328   32,793,206   36,179,568   
n.a. - not available.
1 For Tax Years beginning in 1987, Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 Prior to Tax Year 1987, "Total net income (less deficit)" from S Corporations only includes "Net income (less deficit)" from S Corporations and is not as comprehensive as data in future years.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts." 
4 For Tax Years 1980-1995 General Partnerships include Partnerships listed on the tax return as General and not reported.  For Tax Years 1996-1999 General Partnerships include Partnerships listed on the 
tax return as General, Other and not reported.  For Tax Years 2000-2002 General Partnerships include Partnerships listed on the tax return as General, Foreign, Other and not reported.
5 For Tax Years 1980-1992 Limited Partnerships include Partnerships listed on the tax return as Limited Partnerships.  For Tax Years 1993-1995 Limited Partnerships include Partnerships listed on the 
tax return as Limited Partnerships, General Limited Liability Partnerships, and Limited Liability Partnerships.  For Tax Years 1996-1997 Limited Partnerships include Partnerships listed on the tax return
as Limited Partnerships.  For Tax Years 1998-1999 Limited Partnerships include Partnerships listed on the tax return as Limited Partnerships and Limited Liability Partnerships.  For Tax Years 2000-2002 
Limited Partnerships include Partnerships listed on the tax return as Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to totals due to rounding.
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Table 2A.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 1998
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Form of business, item Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses........................ 24,113,044   13,974,466   4,764,739   2,281,237   1,209,764   804,946   587,772   227,203   125,237   110,594   27,086   
Total receipts...................................... 19,717,102,456   145,339,982   246,322,213   358,333,168   422,586,745   563,180,360   912,928,460   800,598,575   873,218,257   2,266,633,395   13,127,961,301   
Business receipts............................... 17,285,188,902   85,639,587   240,382,492   349,657,141   412,604,563   549,320,085   884,928,347   768,825,657   826,613,784   2,096,136,446   11,071,080,801   
Total business deductions.................. 18,591,694,169   155,884,135   183,938,754   299,717,900   380,718,555   528,827,085   878,482,933   774,074,954   840,548,353   2,157,081,858   12,392,419,644   
Costs of goods sold............................ 10,440,760,907   11,029,952   45,206,264   99,084,131   149,492,786   234,496,702   453,722,764   445,908,980   512,174,772   1,429,001,070   7,060,643,487   
Salaries and wages............................ 1,842,782,787   12,727,121   13,789,306   39,623,419   59,375,350   80,619,370   120,138,290   92,978,628   95,136,901   209,767,332   1,118,627,067   
Taxes paid.......................................... 392,122,646   3,693,573   4,508,918   9,533,042   12,204,453   16,303,360   24,973,128   19,578,789   18,747,658   39,635,950   242,943,776   
Interest paid........................................ 1,051,224,941   8,451,747   4,647,506   6,673,745   7,441,285   8,696,842   15,346,138   14,420,702   20,333,600   62,471,555   902,741,822   
Depreciation........................................ 614,850,813   10,060,618   11,850,625   12,590,142   12,049,870   13,433,911   19,989,400   16,210,411   16,648,705   42,525,385   459,491,746   
Net income (less deficit)..................... 1,284,131,816   -3,653,627   68,583,858   69,311,628   54,164,474   44,141,002   46,483,727   37,507,870   44,552,749   129,836,572   793,203,564   
Net income.......................................... 1,668,091,252   80,919,485   86,299,688   85,829,167   68,956,178   60,519,836   69,185,361   54,528,990   63,068,635   173,540,405   925,243,507   
Deficit.................................................. 383,959,436   84,573,112   17,715,830   16,517,539   14,791,704   16,378,834   22,701,634   17,021,120   18,515,886   43,703,835   132,039,943   
  Corporations
Number of businesses........................ 4,848,888   1,169,591   748,636   840,006   644,396   553,217   467,642   193,800   110,302   97,757   23,542   
Total receipts...................................... 17,323,955,004   39,623,284   48,941,501   145,033,825   236,229,500   398,875,148   740,658,271   691,966,841   776,786,140   2,018,310,740   12,227,529,752   
Business receipts............................... 15,010,264,802   5,300,644   43,751,193   137,548,602   228,043,316   386,956,560   717,709,500   664,080,283   735,051,410   1,864,328,275   10,227,495,018   
Total business deductions.................. 16,489,425,015   54,731,670   48,616,050   140,187,075   229,891,774   388,472,729   721,740,000   673,104,667   751,274,323   1,925,953,257   11,555,453,469   
Costs of goods sold............................ 9,362,392,237   1,885,708   9,502,361   39,239,176   78,685,074   162,112,523   365,234,999   389,020,858   463,572,404   1,300,437,747   6,552,701,386   
Salaries and wages............................ 1,613,559,231   7,809,413   4,724,016   17,648,108   33,476,727   56,928,888   97,605,030   79,260,362   83,821,262   184,327,501   1,047,957,925   
Taxes paid.......................................... 354,578,692   2,370,314   2,140,059   5,600,640   8,449,897   13,135,995   21,782,476   17,687,538   17,200,808   36,236,540   229,974,425   
Interest paid........................................ 966,659,473   4,681,406   1,761,072   3,260,359   4,388,991   6,022,030   11,828,246   11,719,663   17,321,956   52,631,514   853,044,236   
Depreciation........................................ 542,490,397   2,298,498   2,672,944   4,845,891   6,718,133   9,472,406   16,057,327   13,809,655   14,213,582   35,166,394   437,235,565   
Net income (less deficit)( ¹ )................ 895,152,469   -910,825   1,702,940   7,161,929   10,775,691   12,972,958   22,109,880   22,492,339   28,983,818   90,719,519   699,144,220   
Net income.......................................... 1,144,026,383   26,222,152   8,629,334   15,901,949   20,293,561   24,228,279   38,628,136   34,678,078   42,972,894   122,108,029   810,363,971   
Deficit   248,873,914   27,132,977   6,926,394   8,740,020   9,517,870   11,255,320   16,518,256   12,185,739   13,989,076   31,388,511   111,219,751   
          C Corporations ( 2 )
      Number of businesses.................. 2,260,799   470,111   329,244   362,513   313,723   280,738   260,136   109,405   63,741   54,310   16,878   
      Total receipts................................ 14,262,821,835   29,249,069   22,437,425   64,782,917   117,893,376   205,782,983   412,764,768   393,832,755   452,086,050   1,127,121,724   11,436,870,768   
      Business receipts......................... 12,006,145,868   2,275,358   18,743,409   58,884,625   111,843,093   197,067,452   395,248,776   371,438,609   415,277,551   985,996,990   9,449,370,004   
      Total business deductions............ 13,554,140,784   39,762,936   23,869,740   65,662,274   118,618,761   205,965,971   410,061,999   388,293,413   441,210,912   1,067,676,214   10,793,018,563   
      Costs of goods sold...................... 7,428,465,189   861,989   4,140,648   16,719,545   37,439,053   79,976,046   196,040,981   216,389,192   262,788,953   663,093,941   5,951,014,842   
      Salaries and wages...................... 1,308,886,018   6,479,696   2,260,393   7,897,407   16,224,492   30,136,317   54,216,388   44,947,695   47,199,391   106,876,525   992,647,716   
      Taxes paid.................................... 291,957,071   1,705,661   1,183,724   2,840,967   4,496,637   7,233,702   12,897,239   10,541,705   10,275,254   21,732,303   219,049,880   
      Interest paid.................................. 929,505,767   3,715,329   1,037,833   1,801,328   2,442,550   3,339,876   7,668,306   8,093,580   13,275,774   43,168,291   844,962,899   
      Depreciation.................................. 491,004,497   1,440,500   1,344,518   2,455,012   3,702,106   5,408,595   9,725,130   8,350,120   8,769,602   22,909,846   426,899,067   
      Net income (less deficit)............... 713,364,166   -10,319,604   -1,450,902   -911,784   -762,586   -284,015   2,247,725   4,385,537   8,616,383   48,709,017   663,134,394   
      Net income.................................... 920,053,473   6,426,278   2,346,378   4,086,802   4,835,441   6,815,357   13,679,620   13,701,808   20,029,156   75,865,733   772,266,900   
      Deficit............................................ 206,689,307   16,745,882   3,797,280   4,998,586   5,598,027   7,099,371   11,431,895   9,316,271   11,412,773   27,156,716   109,132,506   
           S Corporations
      Number of businesses.................. 2,588,088   699,480   419,392   477,493   330,673   272,479   207,505   84,395   46,561   43,447   6,664   
      Total receipts................................ 3,061,133,169   10,374,216   26,504,076   80,250,908   118,336,124   193,092,165   327,893,502   298,134,086   324,700,090   891,189,016   790,658,985   
      Business receipts......................... 3,004,118,934   3,025,287   25,007,785   78,663,977   116,200,223   189,889,107   322,460,724   292,641,674   319,773,859   878,331,285   778,125,014   
      Total business deductions............ 2,935,284,231   14,968,734   24,746,310   74,524,801   111,273,014   182,506,758   311,678,001   284,811,254   310,063,412   858,277,043   762,434,906   
      Costs of goods sold...................... 1,933,927,048   1,023,719   5,361,714   22,519,631   41,246,021   82,136,476   169,194,018   172,631,666   200,783,451   637,343,806   601,686,544   
      Salaries and wages...................... 304,673,212   1,329,717   2,463,623   9,750,701   17,252,235   26,792,571   43,388,642   34,312,668   36,621,871   77,450,976   55,310,209   
      Taxes paid.................................... 62,621,621   664,652   956,335   2,759,674   3,953,260   5,902,294   8,885,236   7,145,833   6,925,554   14,504,238   10,924,546   
      Interest paid.................................. 37,153,706   966,077   723,239   1,459,030   1,946,442   2,682,154   4,159,939   3,626,083   4,046,183   9,463,224   8,081,336   
      Depreciation.................................. 51,485,899   857,999   1,328,426   2,390,879   3,016,027   4,063,811   6,332,197   5,459,535   5,443,980   12,256,549   10,336,498   
      Total net income (less deficit)....... 181,788,303   9,408,779   3,153,842   8,073,713   11,538,277   13,256,973   19,862,155   18,106,802   20,367,435   42,010,502   36,009,826   
      Net income.................................... 223,972,910   19,795,874   6,282,956   11,815,147   15,458,120   17,412,922   24,948,516   20,976,270   22,943,738   46,242,296   38,097,071   
      Deficit............................................ 42,184,607   10,387,095 3,129,114   3,741,434   3,919,843   4,155,949   5,086,361   2,869,468   2,576,303   4,231,795   2,087,245   
  Partnerships
Number of businesses........................ 1,855,348   1,037,571   314,120   206,432   113,816   76,622   56,792   22,638   12,217   11,696   3,443   
Total receipts ( ³ )................................ 1,474,879,256   26,723,342   9,234,457   22,587,046   32,041,217   45,937,124   80,480,503   72,533,863   78,474,189   227,575,321   879,292,195   
Business receipts............................... 1,356,655,904   1,345,587   8,485,044   21,396,242   30,245,219   43,995,438   75,429,160   68,647,503   73,604,446   211,060,836   822,446,430   
Total business deductions.................. 1,386,111,725   42,155,084   10,514,909   21,657,153   29,327,138   41,783,909   73,947,653   67,078,913   72,509,511   211,233,618   815,903,837   
Costs of goods sold............................ 737,235,839   599,393   2,330,873   7,047,658   11,076,713   16,722,295   31,427,483   31,850,267   35,733,664   111,683,919   488,763,575   
Salaries and wages............................ 142,910,961   3,844,711   723,649   2,141,603   3,957,195   6,656,976   11,262,534   9,978,110   9,877,000   24,329,514   70,139,667   
Taxes paid.......................................... 23,813,223   594,961   234,092   480,318   729,413   1,010,086   1,730,346   1,437,053   1,366,728   3,278,105   12,952,121   
Interest paid........................................ 73,406,067   2,642,013   503,273   729,857   1,004,563   1,412,735   2,569,823   2,396,681   2,808,954   9,656,507   49,681,662   
Depreciation........................................ 42,579,701   2,883,828   541,827   880,804   916,074   1,429,159   2,334,977   1,922,477   2,223,844   7,225,713   22,220,998   
Net income (less deficit)..................... 186,704,627   -22,949,829   3,538,893   9,308,886   10,584,311   11,400,164   15,379,479   12,804,592   14,391,407   38,264,385   93,982,338   
Net income.......................................... 297,875,299   20,084,633   9,807,102   15,056,844   14,679,860   15,852,414   21,078,876   17,419,377   18,755,679   50,371,059   114,769,455   
Deficit.................................................. 111,170,672   43,034,462   6,268,209   5,747,958   4,095,549   4,452,250   5,699,397   4,614,785   4,364,272   12,106,674   20,787,117   
  Nonfarm Sole Proprietorships
Number of businesses........................ 17,408,809   11,767,304   3,701,983   1,234,799   451,552   175,107   63,338   10,765   2,718   1,141   101   
Total receipts...................................... 918,268,196   78,993,356   188,146,255   190,712,297   154,316,028   118,368,087   91,789,686   36,097,871   17,957,928   20,747,334   21,139,354   
Business receipts............................... 918,268,196   78,993,356   188,146,255   190,712,297   154,316,028   118,368,087   91,789,686   36,097,871   17,957,928   20,747,334   21,139,354   
Total business deductions.................. 716,157,430   58,997,381   124,807,795   137,873,672   121,499,642   98,570,447   82,795,280   33,891,374   16,764,518   19,894,983   21,062,338   
Costs of goods sold............................ 341,132,831   8,544,851   33,373,029   52,797,297   59,730,999   55,661,884   57,060,283   25,037,855   12,868,704   16,879,404   19,178,526   
Salaries and wages............................ 86,312,596   1,072,998   8,341,642   19,833,708   21,941,428   17,033,506   11,270,726   3,740,156   1,438,639   1,110,317   529,475   
Taxes paid.......................................... 13,730,731   728,299   2,134,767   3,452,083   3,025,143   2,157,279   1,460,306   454,198   180,122   121,304   17,230   
Interest paid........................................ 11,159,400   1,128,328   2,383,161   2,683,529   2,047,731   1,262,076   948,069   304,358   202,690   183,534   15,925   
Depreciation........................................ 29,780,715   4,878,291   8,635,854   6,863,448   4,415,663   2,532,346   1,597,096   478,279   211,279   133,277   35,182   
Net income (less deficit)..................... 202,274,720   20,207,027   63,342,025   52,840,813   32,804,472   19,767,880   8,994,368   2,210,938   1,177,524   852,668   77,006   
Net income.......................................... 226,189,570   34,612,700   67,863,252   54,870,374   33,982,757   20,439,144   9,478,348   2,431,535   1,340,061   1,061,317   110,081   
Deficit.................................................. 23,914,850   14,405,673   4,521,227   2,029,562   1,178,285   671,264   483,981   220,596   162,538   208,650   33,075   
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE: Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 2B.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items, 
by Form of Business, Industry, and Business Receipt Size, Tax Year 1999
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Form of business, item Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses............................ 24,448,466   14,045,632   4,925,838   2,279,078   1,260,910   812,137   611,773   240,694   129,061   114,155   29,189   
Total receipts........................................... 21,616,705,144   153,000,907   251,787,730   357,382,981   442,443,531   570,557,969   949,707,439   844,241,774   899,797,960   2,355,160,627   14,792,624,228   
Business receipts.................................... 18,899,080,668   86,911,643   245,278,507   348,987,172   432,862,629   556,233,812   924,781,255   813,294,007   853,876,284   2,174,985,391   12,461,869,970   
Total business deductions...................... 20,375,890,789   163,641,493   190,720,264   299,558,909   400,262,479   535,158,804   915,231,457   816,280,898   866,494,625   2,241,316,628   13,947,225,232   
Costs of goods sold................................ 11,556,334,280   12,144,724   45,596,195   93,002,502   156,771,916   231,109,602   468,547,249   468,567,517   519,234,963   1,468,827,054   8,092,532,557   
Salaries and wages................................. 2,042,858,325   14,487,290   14,045,130   39,670,637   63,039,835   84,119,734   127,909,401   100,809,447   102,175,772   224,847,037   1,271,754,043   
Taxes paid............................................... 412,079,823   3,947,901   4,543,953   9,221,743   12,867,658   16,696,108   25,569,657   19,779,595   19,085,301   40,637,428   259,730,481   
Interest paid............................................ 1,104,625,540   8,415,095   4,533,570   6,701,759   7,539,017   9,142,672   14,628,875   14,573,912   19,011,899   61,970,647   958,108,093   
Depreciation............................................ 666,721,794   11,566,406   12,229,006   13,044,327   12,658,547   14,114,750   20,846,207   17,197,829   17,735,800   47,019,748   500,309,173   
Net income (less deficit).......................... 1,421,748,416   -262,352   70,508,986   68,968,646   52,863,279   45,701,921   48,581,874   38,327,547   43,318,053   138,731,743   915,008,716   
Net income.............................................. 1,864,354,417   91,122,770   90,552,915   87,778,675   69,838,682   63,077,928   75,083,080   57,534,265   64,421,776   191,281,206   1,073,663,121   
Deficit...................................................... 442,606,001   91,385,122   20,043,930   18,810,028   16,975,404   17,376,005   26,501,205   19,206,718   21,103,724   52,549,462   158,654,404   
  Corporations
Number of businesses............................ 4,935,904   1,188,676   783,455   823,942   676,133   546,171   478,601   202,646   111,873   99,380   25,026   
Total receipts........................................... 18,892,385,693   41,690,487   51,608,391   142,551,136   249,595,329   396,870,550   760,349,543   721,490,198   789,324,352   2,069,063,871   13,669,841,835   
Business receipts.................................... 16,313,971,385   5,320,054   46,336,764   135,409,300   241,723,679   385,772,814   739,541,842   695,125,280   749,373,499   1,909,148,657   11,406,219,496   
Total business deductions...................... 17,966,972,060   58,065,223   52,863,919   139,219,322   243,501,542   386,818,661   742,977,358   702,199,592   765,043,705   1,971,734,403   12,904,548,335   
Costs of goods sold................................ 10,284,098,039   2,526,763   10,536,416   36,001,808   83,293,982   157,029,884   372,638,094   403,704,309   464,077,146   1,320,832,938   7,433,456,697   
Salaries and wages................................. 1,783,025,584   8,436,138   4,997,985   17,960,931   36,019,144   58,272,613   102,652,390   85,166,178   89,189,063   194,446,549   1,185,884,593   
Taxes paid............................................... 371,183,229   2,570,791   2,151,175   5,405,983   9,052,334   13,160,400   22,074,901   17,728,081   17,335,095   36,818,322   244,886,146   
Interest paid............................................ 1,018,972,484   4,284,267   1,748,137   3,076,147   4,651,184   6,159,057   10,837,164   11,729,534   15,743,969   51,026,577   909,716,449   
Depreciation............................................ 583,799,586   2,684,792   2,696,629   5,022,993   7,086,316   9,850,040   16,538,625   14,414,944   14,896,667   36,684,895   473,923,686   
Net income (less deficit)( ¹ ).................... 985,363,333   1,800,919   1,295,110   5,870,499   7,870,261   11,611,525   21,284,660   21,298,855   24,603,836   96,093,707   793,633,962   
Net income.............................................. 1,282,481,469   33,088,241   10,191,580   16,237,884   18,522,833   23,788,385   40,701,750   35,373,742   40,443,551   132,416,595   931,716,911   
Deficit...................................................... 297,118,135   31,287,322   8,896,470   10,367,385   10,652,572   12,176,859   19,417,089   14,074,887   15,839,716   36,322,888   138,082,949   
          C Corporations ( 2 )
      Number of businesses...................... 2,210,129   473,987   322,385   343,211   304,663   264,643   257,151   110,294   62,635   53,605   17,555   
      Total receipts..................................... 15,591,516,931   31,119,510   22,350,928   61,313,454   115,034,275   195,517,231   415,023,993   396,729,766   444,172,775   1,129,134,158   12,781,120,842   
      Business receipts.............................. 13,071,173,955   2,308,441   18,691,583   55,835,226   109,397,822   187,234,409   398,979,937   374,940,207   409,382,461   983,094,514   10,531,309,356   
      Total business deductions................ 14,804,802,646   42,283,764   25,351,909   63,896,939   117,099,156   197,336,398   415,817,327   391,938,482   435,190,488   1,069,025,467   12,046,862,715   
      Costs of goods sold.......................... 8,224,778,365   1,700,022   4,117,351   14,198,913   37,954,085   74,122,799   197,282,132   217,225,887   253,435,981   660,354,022   6,764,387,173   
      Salaries and wages........................... 1,447,235,089   6,796,789   2,462,164   8,094,401   15,907,701   29,157,499   56,935,202   46,462,681   50,149,397   110,075,850   1,121,193,406   
      Taxes paid......................................... 304,321,709   1,802,407   1,161,487   2,638,037   4,460,985   6,918,740   12,775,553   10,286,950   10,143,624   21,305,174   232,828,751   
      Interest paid...................................... 978,621,092   3,288,315   1,023,522   1,606,183   2,319,301   3,364,961   6,709,858   7,822,220   11,391,036   40,986,576   900,109,121   
      Depreciation...................................... 526,925,540   1,610,292   1,425,281   2,471,795   3,591,522   5,399,831   9,678,254   8,503,951   8,976,255   23,400,267   461,868,092   
      Net income (less deficit).................... 791,606,922   -10,740,380   -2,979,824   -2,630,113   -2,132,368   -1,918,054   -1,262,008   3,677,030   6,450,674   49,448,455   753,693,512   
      Net income........................................ 1,041,919,836   8,179,895   2,422,338   3,620,136   4,457,317   6,440,613   12,915,929   14,525,130   19,361,933   81,561,530   888,435,017   
      Deficit................................................ 250,312,913   18,920,275   5,402,162   6,250,249   6,589,685   8,358,667   14,177,937   10,848,100   12,911,260   32,113,075   134,741,505   
           S Corporations
      Number of businesses...................... 2,725,775   714,689   461,070   480,730   371,471   281,528   221,450   92,352   49,238   45,775   7,471   
      Total receipts..................................... 3,300,868,762   10,570,977   29,257,463   81,237,683   134,561,054   201,353,320   345,325,550   324,760,432   345,151,577   939,929,713   888,720,993   
      Business receipts.............................. 3,242,797,429   3,011,613   27,645,182   79,574,074   132,325,857   198,538,404   340,561,905   320,185,073   339,991,038   926,054,143   874,910,141   
      Total business deductions................ 3,162,169,414   15,781,458   27,512,010   75,322,383   126,402,386   189,482,263   327,160,031   310,261,111   329,853,217   902,708,936   857,685,619   
      Costs of goods sold.......................... 2,059,319,673   826,740   6,419,065   21,802,895   45,339,897   82,907,086   175,355,962   186,478,422   210,641,165   660,478,916   669,069,524   
      Salaries and wages........................... 335,790,494   1,639,349   2,535,821   9,866,530   20,111,443   29,115,114   45,717,189   38,703,497   39,039,666   84,370,699   64,691,186   
      Taxes paid......................................... 66,861,519   768,384   989,687   2,767,946   4,591,350   6,241,660   9,299,349   7,441,131   7,191,471   15,513,148   12,057,395   
      Interest paid...................................... 40,351,393   995,952   724,615   1,469,964   2,331,883   2,794,096   4,127,306   3,907,313   4,352,933   10,040,002   9,607,328   
      Depreciation...................................... 56,874,046   1,074,500   1,271,347   2,551,198   3,494,794   4,450,209   6,860,371   5,910,993   5,920,412   13,284,628   12,055,594   
      Total net income (less deficit)........... 193,756,411   12,541,299   4,274,934   8,500,612   10,002,629   13,529,579   22,546,668   17,621,825   18,153,162   46,645,252   39,940,450   
      Net income........................................ 240,561,633   24,908,346   7,769,242   12,617,748   14,065,516   17,347,772   27,785,821   20,848,612   21,081,618   50,855,065   43,281,894   
      Deficit................................................ 46,805,222   12,367,047   3,494,308   4,117,136   4,062,887   3,818,192   5,239,152   3,226,787   2,928,456   4,209,813   3,341,444   
  Partnerships
Number of businesses............................ 1,936,919   1,036,339   356,913   212,438   125,787   83,799   64,757   25,094   14,375   13,437   3,981   
Total receipts ( ³ ).................................... 1,754,972,413   31,042,309   10,391,869   23,471,292   34,875,981   50,555,407   91,042,927   79,786,794   91,715,629   261,383,977   1,080,706,229   
Business receipts.................................... 1,615,762,245   1,323,477   9,154,272   22,217,320   33,166,729   47,328,987   86,924,445   75,203,945   85,744,805   241,123,955   1,013,574,310   
Total business deductions...................... 1,647,491,152   44,613,112   12,262,491   23,283,924   32,366,753   45,779,823   83,689,916   74,113,049   84,175,045   245,974,396   1,001,232,643   
Costs of goods sold................................ 902,157,018   980,414   2,623,624   7,320,780   12,087,758   17,778,260   36,388,551   34,809,446   42,362,235   127,850,796   619,955,153   
Salaries and wages................................. 169,905,010   5,002,752   887,756   2,425,227   4,427,127   7,125,707   13,000,939   11,175,584   11,368,460   29,092,877   85,398,582   
Taxes paid............................................... 26,896,235   646,924   236,070   550,037   817,543   1,109,282   1,955,513   1,524,080   1,556,255   3,693,307   14,807,224   
Interest paid............................................ 74,428,567   2,937,392   411,785   997,477   994,215   1,577,263   2,851,744   2,465,984   3,030,913   10,786,371   48,375,422   
Depreciation............................................ 51,730,335   3,557,058   655,798   900,880   1,162,038   1,472,709   2,656,720   2,180,415   2,616,705   10,162,868   26,365,144   
Net income (less deficit).......................... 228,438,105   -21,404,559   5,070,087   8,782,761   11,406,100   13,512,509   17,538,266   14,023,177   17,241,255   41,529,671   120,738,837   
Net income.............................................. 348,467,958   23,041,871   11,826,153   15,120,849   16,411,103   17,982,694   24,066,610   18,874,845   22,282,030   57,600,793   141,261,009   
Deficit...................................................... 120,029,853   44,446,430   6,756,067   6,338,088   5,005,003   4,470,185   6,528,344   4,851,668   5,040,775   16,071,122   20,522,172   
  Nonfarm Sole Proprietorships
Number of businesses............................ 17,575,643   11,820,617   3,785,470   1,242,698   458,990   182,167   68,415   12,953   2,813   1,338   182   
Total receipts........................................... 969,347,038   80,268,111   189,787,470   191,360,552   157,972,221   123,132,011   98,314,968   42,964,782   18,757,979   24,712,779   42,076,163   
Business receipts.................................... 969,347,038   80,268,111   189,787,470   191,360,552   157,972,221   123,132,011   98,314,968   42,964,782   18,757,979   24,712,779   42,076,163   
Total business deductions...................... 761,427,577   60,963,158   125,593,854   137,055,663   124,394,184   102,560,320   88,564,183   39,968,256   17,275,875   23,607,828   41,444,255   
Costs of goods sold................................ 370,079,223   8,637,547   32,436,154   49,679,914   61,390,176   56,301,458   59,520,604   30,053,763   12,795,582   20,143,320   39,120,706   
Salaries and wages................................. 89,927,731   1,048,400   8,159,390   19,284,479   22,593,564   18,721,414   12,256,072   4,467,685   1,618,249   1,307,611   470,868   
Taxes paid............................................... 14,000,359   730,186   2,156,708   3,265,723   2,997,780   2,426,426   1,539,242   527,434   193,951   125,799   37,111   
Interest paid............................................ 11,224,488   1,193,436   2,373,648   2,628,135   1,893,618   1,406,352   939,967   378,394   237,017   157,699   16,222   
Depreciation............................................ 31,191,872   5,324,555   8,876,579   7,120,454   4,410,193   2,792,001   1,650,863   602,471   222,429   171,986   20,343   
Net income (less deficit).......................... 207,946,977   19,341,288   64,143,789   54,315,387   33,586,918   20,577,888   9,758,948   3,005,515   1,472,962   1,108,366   635,917   
Net income.............................................. 233,404,991   34,992,658   68,535,182   56,419,942   34,904,747   21,306,849   10,314,721   3,285,678   1,696,195   1,263,818   685,201   
Deficit...................................................... 25,458,013   15,651,370   4,391,393   2,104,555   1,317,829   728,962   555,772   280,163   223,233   155,452   49,284   
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.
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Table 2C.-- Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 2000
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses....................... 25,007,504   14,323,761   5,044,551   2,339,518   1,261,215   863,856   631,317   256,111   134,946   121,005   31,226   
Total receipts..................................... 23,845,405,223   157,049,812   258,732,605   367,481,725   443,025,048   601,296,628   976,329,999   898,103,068   941,224,209   2,485,556,859   16,716,605,269   
Business receipts.............................. 20,719,272,866   89,207,037   252,373,284   358,161,770   432,215,830   587,639,402   949,118,435   865,986,458   894,354,516   2,295,267,190   13,994,948,943   
Total business deductions................. 22,597,449,332   181,945,234   196,815,975   311,124,577   402,389,404   565,292,207   945,806,680   874,005,483   915,105,217   2,390,301,738   15,814,662,818   
Costs of goods sold........................... 12,748,297,892   11,274,422   43,898,992   96,361,476   150,568,425   234,887,831   474,583,770   487,221,982   536,289,847   1,544,581,653   9,168,629,496   
Salaries and wages........................... 2,251,927,584   17,949,521   14,359,720   40,975,312   64,401,650   92,135,775   135,667,511   112,347,486   110,038,621   243,242,680   1,420,809,312   
Taxes paid......................................... 435,168,334   4,133,603   4,418,811   9,380,045   12,743,848   17,618,060   26,167,996   20,790,089   19,909,885   42,711,239   277,294,761   
Interest paid....................................... 1,376,663,337   9,050,941   4,872,806   7,272,703   7,737,944   10,055,255   16,229,234   16,173,654   20,435,409   71,629,925   1,213,205,467   
Depreciation...................................... 706,107,104   11,907,931   12,662,894   13,878,648   12,758,995   15,493,569   21,853,826   18,382,838   18,627,208   47,744,527   532,796,667   
Net income (less deficit).................... 1,470,658,334   -15,047,369   69,578,410   67,673,841   51,430,798   47,117,312   45,585,699   37,423,472   38,259,307   123,941,181   1,004,695,686   
Net income........................................ 2,046,212,168   94,696,194   93,436,476   90,469,148   72,872,893   68,945,708   78,614,695   63,620,215   67,867,370   196,641,163   1,219,048,308   
Deficit................................................ 575,553,833   109,743,562   23,858,065   22,795,306   21,442,095   21,828,397   33,028,997   26,196,744   29,608,064   72,699,981   214,352,622   
  Corporations
Number of businesses....................... 5,045,274   1,220,003   782,747   837,072   677,480   581,940   487,533   212,496   115,106   104,524   26,372   
Total receipts..................................... 20,605,808,070   44,380,488   51,077,677   146,174,039   250,539,810   418,959,740   770,734,628   754,821,357   814,040,211   2,164,472,050   15,190,608,071   
Business receipts.............................. 17,636,551,348   5,491,907   45,779,274   138,446,952   241,515,388   407,815,578   748,446,965   727,755,456   773,334,342   1,996,366,609   12,551,598,878   
Total business deductions................. 19,691,591,726   70,783,003   53,932,571   143,619,156   246,273,323   410,164,819   757,604,529   738,909,494   795,091,119   2,086,976,141   14,388,237,571   
Costs of goods sold........................... 11,135,287,909   1,799,913   9,711,853   36,293,813   83,003,692   160,966,315   373,506,201   411,062,657   470,727,263   1,374,616,895   8,213,599,305   
Salaries and wages........................... 1,957,812,570   11,705,836   5,547,031   19,064,459   37,236,221   64,933,511   107,329,549   94,499,429   94,297,994   209,222,591   1,313,975,949   
Taxes paid......................................... 390,067,115   2,763,938   2,166,809   5,450,593   8,862,929   14,038,073   22,333,620   18,498,477   17,779,674   38,379,106   259,793,897   
Interest paid....................................... 1,271,678,744   4,618,482   1,849,778   3,374,102   4,601,284   6,816,168   11,654,376   12,906,464   16,780,821   60,085,625   1,148,991,644   
Depreciation...................................... 614,372,700   3,216,011   2,792,121   5,183,637   7,099,495   10,723,382   16,744,022   14,703,544   15,157,154   38,661,334   500,091,999   
Net income (less deficit)( ¹ ).............. 986,952,279   -9,843,613   -1,130,701   3,563,967   5,989,908   10,827,328   16,598,640   19,667,017   20,005,711   77,528,687   843,745,335   
Net income........................................ 1,391,008,755   32,784,125   9,499,059   16,613,183   19,777,917   26,185,419   40,208,246   38,736,118   41,677,076   131,662,989   1,033,864,623   
Deficit................................................ 404,056,476   42,627,738   10,629,760   13,049,216   13,788,008   15,358,092   23,609,607   19,069,101   21,671,366   54,134,301   190,119,288   
          C Corporations ( 2 )
      Number of businesses................. 2,184,795   473,111   312,248   343,804   290,666   262,547   255,443   111,573   61,995   55,334   18,073   
      Total receipts............................... 16,988,330,966   34,802,542   21,564,795   62,482,405   109,589,610   193,014,491   412,749,259   400,454,455   442,057,984   1,156,040,424   14,155,575,002   
      Business receipts........................ 14,078,901,182   2,197,494   17,986,624   56,691,627   103,297,434   184,552,959   395,726,244   378,468,011   406,823,175   1,002,716,239   11,530,441,375   
      Total business deductions........... 16,214,559,976   53,510,760   26,472,510   66,914,698   114,415,388   197,305,969   418,621,397   400,447,623   438,678,408   1,115,030,793   13,383,162,430   
      Costs of goods sold..................... 8,870,607,003   947,771   4,080,571   14,747,835   35,015,985   72,510,542   193,038,476   213,245,821   244,905,415   666,289,369   7,425,825,217   
      Salaries and wages..................... 1,586,268,656   9,342,167   3,103,803   8,714,694   16,396,073   30,422,948   58,991,593   50,702,628   52,333,629   117,502,107   1,238,759,014   
      Taxes paid................................... 318,150,036   1,964,909   1,166,774   2,689,827   4,302,065   6,926,143   12,869,057   10,632,853   10,323,869   21,522,265   245,752,274   
      Interest paid................................. 1,224,269,431   3,494,625   1,002,169   1,731,712   2,417,073   3,381,109   6,895,199   8,474,815   11,710,569   48,010,138   1,137,152,020   
      Depreciation................................ 552,820,948   1,986,320   1,446,096   2,650,532   3,446,940   5,438,385   9,751,529   8,590,291   8,780,380   24,454,335   486,276,141   
      Net income (less deficit).............. 788,416,391   -18,618,635   -4,948,454   -4,463,713   -4,870,710   -4,374,969   -6,336,624   -980,895   964,384   30,140,109   801,905,897   
      Net income.................................. 1,136,792,550   8,982,412   2,073,206   4,236,412   4,316,944   6,343,904   11,907,151   14,002,234   19,164,422   78,191,379   987,574,486   
      Deficit.......................................... 348,376,159   27,601,047   7,021,660   8,700,125   9,187,653   10,718,873   18,243,775   14,983,129   18,200,038   48,051,270   185,668,589   
           S Corporations
      Number of businesses................. 2,860,478   746,892   470,499   493,268   386,814   319,392   232,090   100,923   53,112   49,190   8,298   
      Total receipts............................... 3,617,477,105   9,577,946   29,512,882   83,691,635   140,950,200   225,945,249   357,985,369   354,366,903   371,982,227   1,008,431,626   1,035,033,069   
      Business receipts........................ 3,557,650,166   3,294,413   27,792,650   81,755,325   138,217,954   223,262,619   352,720,721   349,287,445   366,511,167   993,650,369   1,021,157,503   
      Total business deductions........... 3,477,031,750   17,272,243   27,460,061   76,704,458   131,857,936   212,858,849   338,983,132   338,461,871   356,412,711   971,945,348   1,005,075,141   
      Costs of goods sold..................... 2,264,680,905   852,142   5,631,282   21,545,978   47,987,707   88,455,773   180,467,725   197,816,835   225,821,848   708,327,526   787,774,088   
      Salaries and wages..................... 371,543,914   2,363,670   2,443,228   10,349,765   20,840,148   34,510,564   48,337,956   43,796,801   41,964,365   91,720,484   75,216,934   
      Taxes paid................................... 71,917,080   799,030   1,000,035   2,760,765   4,560,864   7,111,930   9,464,563   7,865,624   7,455,805   16,856,841   14,041,623   
      Interest paid................................. 47,409,313   1,123,857   847,608   1,642,389   2,184,211   3,435,059   4,759,177   4,431,649   5,070,252   12,075,487   11,839,624   
      Depreciation................................ 61,551,752   1,229,691   1,346,026   2,533,105   3,652,555   5,284,997   6,992,492   6,113,254   6,376,774   14,206,999   13,815,858   
      Total net income (less deficit)...... 198,535,888   8,775,022   3,817,753   8,027,680   10,860,618   15,202,297   22,935,264   20,647,912   19,041,327   47,388,578   41,839,438   
      Net income.................................. 254,216,205   23,801,713   7,425,853   12,376,771   15,460,973   19,841,515   28,301,095   24,733,884   22,512,654   53,471,610   46,290,137   
      Deficit.......................................... 55,680,317   15,026,691   3,608,100   4,349,091   4,600,355   4,639,219   5,365,832   4,085,972   3,471,328   6,083,031   4,450,699   
  Partnerships
Number of businesses....................... 2,057,500   1,105,074   370,358   225,771   127,043   92,392   71,489   29,579   16,277   14,907   4,610   
Total receipts ( ³ ).............................. 2,218,639,870   30,495,031   10,392,827   24,480,295   34,710,820   56,037,004   99,920,879   95,923,270   103,605,325   291,579,200   1,471,495,219   
Business receipts.............................. 2,061,764,235   1,540,837   9,331,909   22,887,427   32,926,025   53,523,939   94,996,978   90,872,562   97,441,501   269,394,972   1,388,848,085   
Total business deductions................. 2,099,471,504   46,629,590   12,896,766   25,086,596   33,393,537   51,552,439   93,386,157   90,925,380   98,039,798   275,222,986   1,372,338,256   
Costs of goods sold........................... 1,225,628,897   1,097,008   2,188,370   7,655,273   11,683,062   19,332,549   38,313,145   43,226,319   49,228,313   146,672,108   906,232,751   
Salaries and wages........................... 201,350,844   5,247,107   1,102,352   2,645,448   4,793,832   8,426,283   14,917,390   12,940,994   13,485,353   32,600,848   105,191,239   
Taxes paid......................................... 31,145,304   626,327   306,887   593,011   845,209   1,212,790   2,252,245   1,757,577   1,913,773   4,180,375   17,457,111   
Interest paid....................................... 92,751,748   3,088,369   652,403   1,079,794   1,071,594   1,741,748   3,469,457   2,814,473   3,387,853   11,271,315   64,174,743   
Depreciation...................................... 58,912,624   3,317,587   816,377   1,094,159   1,076,331   1,655,762   3,216,287   3,037,116   3,166,059   8,863,705   32,669,241   
Net income (less deficit).................... 268,990,758   -22,936,889   3,454,060   9,692,339   10,380,367   13,569,499   18,119,607   14,565,822   16,609,437   45,006,046   160,530,472   
Net income........................................ 409,972,787   25,584,756   11,862,617   16,704,693   16,644,791   19,150,083   26,570,557   21,352,290   24,272,086   63,183,837   184,647,077   
Deficit................................................ 140,982,029   48,521,645   8,408,557   7,012,354   6,264,424   5,580,584   8,450,950   6,786,469   7,662,649   18,177,791   24,116,605   
  Nonfarm Sole Proprietorships
Number of businesses....................... 17,904,731   11,998,684   3,891,446   1,276,675   456,691   189,524   72,294   14,035   3,563   1,574   244   
Total receipts..................................... 1,020,957,283   82,174,294   197,262,101   196,827,391   157,774,417   126,299,885   105,674,492   47,358,440   23,578,673   29,505,610   54,501,979   
Business receipts.............................. 1,020,957,283   82,174,294   197,262,101   196,827,391   157,774,417   126,299,885   105,674,492   47,358,440   23,578,673   29,505,610   54,501,979   
Total business deductions................. 806,386,102   64,532,642   129,986,638   142,418,824   122,722,543   103,574,949   94,815,994   44,170,609   21,974,300   28,102,611   54,086,991   
Costs of goods sold........................... 387,381,087   8,377,501   31,998,769   52,412,390   55,881,671   54,588,967   62,764,424   32,933,006   16,334,270   23,292,650   48,797,440   
Salaries and wages........................... 92,764,170   996,577   7,710,337   19,265,405   22,371,597   18,775,981   13,420,572   4,907,062   2,255,274   1,419,242   1,642,124   
Taxes paid......................................... 13,955,915   743,338   1,945,115   3,336,441   3,035,710   2,367,197   1,582,130   534,035   216,438   151,758   43,753   
Interest paid....................................... 12,232,846   1,344,090   2,370,625   2,818,807   2,065,066   1,497,339   1,105,402   452,717   266,735   272,985   39,080   
Depreciation...................................... 32,821,780   5,374,333   9,054,396   7,600,851   4,583,169   3,114,425   1,893,518   642,178   303,995   219,488   35,427   
Net income (less deficit).................... 214,715,298   17,733,133   67,255,051   54,417,536   35,060,523   22,720,485   10,867,452   3,190,633   1,644,159   1,406,447   419,879   
Net income........................................ 245,230,626   36,327,313   72,074,800   57,151,272   36,450,185   23,610,206   11,835,892   3,531,808   1,918,207   1,794,336   536,607   
Deficit................................................ 30,515,328   18,594,179   4,819,749   2,733,736   1,389,663   889,721   968,440   341,174   274,048   387,889   116,729   
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 2D.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 2001
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses............................. 25,605,897 14,723,359 5,098,349 2,430,206 1,251,739 902,086 660,467 253,212 135,936 119,490 31,054
Total receipts........................................... 23,752,254,089 155,030,082 262,947,981 379,486,354 440,619,886 633,667,554 1,022,436,632 886,318,474 950,524,043 2,458,059,014 16,563,164,070
Business receipts..................................... 20,799,323,834 92,938,069 256,574,208 369,920,033 427,758,387 617,312,718 995,886,086 855,124,273 904,232,340 2,276,128,145 14,003,449,576
Total business deductions....................... 22,830,860,232 190,442,838 198,314,117 319,436,008 402,547,429 598,204,439 995,149,387 864,930,664 927,849,625 2,377,854,832 15,956,130,892
Costs of goods sold................................. 12,743,003,300 14,128,405 43,283,117 93,869,907 144,764,697 243,022,579 481,365,303 479,919,667 534,659,586 1,516,622,647 9,191,367,393
Salaries and wages................................. 2,291,598,628 17,028,803 13,875,078 40,658,938 61,816,869 99,864,817 147,622,542 112,150,757 116,305,869 246,366,804 1,435,908,151
Taxes paid............................................... 441,299,097 4,133,318 4,204,103 9,495,149 12,490,157 18,518,100 28,184,526 21,309,786 20,252,822 43,492,401 279,218,736
Interest paid............................................. 1,312,833,856 9,278,832 4,650,049 7,259,948 10,991,405 10,156,970 16,900,300 15,222,860 19,437,678 65,808,414 1,153,127,400
Depreciation............................................ 756,298,215 14,083,334 12,667,160 14,530,796 13,143,511 16,192,247 24,259,084 18,819,327 20,012,177 52,241,879 570,348,699
Net income (less deficit).......................... 1,142,478,028   -32,154,371 72,739,997 73,153,340 48,445,392 48,128,875 43,051,010 34,130,677 36,657,969 109,446,591 708,878,551
Net income.............................................. 1,851,745,212 90,989,291 96,276,474 96,036,319 71,257,796 72,636,715 81,092,988 62,065,111 67,068,196 185,195,531 1,029,126,790
Deficit....................................................... 709,267,183 123,143,662 23,536,477 22,882,980 22,812,404 24,507,840 38,041,979 27,934,434 30,410,227 75,748,942 320,248,239
  Corporations
Number of businesses............................. 5,135,591   1,248,183   780,365   877,052   672,623   601,468   507,184   207,320   114,073   101,459   25,862   
Total receipts........................................... 20,272,957,624   40,603,449   51,621,782   152,408,375   252,126,775   438,077,167   803,504,379   739,037,691   811,555,585   2,109,015,526   14,875,006,896   
Business receipts..................................... 17,504,288,630   5,727,667   46,329,927   144,783,542   240,759,596   425,848,994   783,400,650   713,185,544   772,832,567   1,950,715,950   12,420,704,193   
Total business deductions....................... 19,682,982,949   69,345,468   53,946,305   148,664,968   247,239,076   428,837,176   793,247,679   727,151,404   796,928,855   2,046,619,455   14,371,002,562   
Costs of goods sold................................. 11,041,533,030   2,134,165   9,715,098   36,508,299   79,464,316   164,487,891   377,389,929   403,360,800   464,892,716   1,333,242,273   8,170,337,542   
Salaries and wages................................. 1,968,876,180   10,937,615   5,213,590   19,382,112   36,361,955   69,522,956   116,513,857   92,848,299   98,927,784   207,820,456   1,311,347,555   
Taxes paid............................................... 392,458,475   2,695,707   2,034,139   5,688,754   8,641,548   14,546,169   23,912,089   18,763,889   17,916,074   38,359,556   259,900,550   
Interest paid............................................. 1,203,045,923   4,947,715   1,698,230   3,486,000   7,659,276   6,464,068   12,241,981   11,902,286   15,846,420   54,540,349   1,084,259,599   
Depreciation............................................ 649,988,724   3,763,369   2,821,601   5,374,174   7,018,765   10,853,042   18,307,972   15,175,483   16,363,442   41,297,611   529,013,264   
Net income (less deficit)( ¹ )..................... 648,758,089   -15,097,850   -946,419   6,110,042   5,214,678   11,034,908   12,408,237   12,621,740   15,549,982   59,181,921   542,680,851   
Net income.............................................. 1,155,497,718 28,574,988 9,333,558 18,836,306 18,976,139 27,328,387 39,599,276 33,587,594 38,092,569 114,991,883 826,177,019
Deficit....................................................... 506,739,630   43,672,838   10,279,977   12,726,264   13,761,461   16,293,480   27,191,040   20,965,856   22,542,586   55,809,962   283,496,168   
          C Corporations (2)


Number of businesses....................... 2,149,104 477,423 300,465 340,776 279,879 260,923 253,822 108,022 57,992 52,640 17,161
Total receipts..................................... 16,511,445,274 31,246,155 21,138,778 61,060,755 105,672,345 191,922,913 408,903,899 388,441,383 415,663,220 1,099,814,334 13,787,581,492
Business receipts............................... 13,813,168,479 2,414,666 17,357,351 56,247,962 99,594,626 183,697,650 394,141,225 367,473,891 382,559,183 958,255,611 11,351,426,314
Total business deductions................. 16,065,395,745 51,511,983 25,211,836 65,720,846 109,888,682 197,359,217 418,305,708 391,768,298 416,232,725 1,072,411,693 13,316,984,757
Costs of goods sold........................... 8,722,914,095 1,292,341 3,817,796 14,884,554 33,021,754 70,425,847 184,491,593 207,667,832 227,827,051 629,382,466 7,350,102,862
Salaries and wages........................... 1,576,363,400 8,503,556 2,682,308 8,651,822 15,991,526 30,802,892 61,529,306 48,181,418 53,273,084 115,378,756 1,231,368,733
Taxes paid......................................... 315,490,007 1,959,517 1,065,093 2,613,043 4,012,741 7,031,135 13,152,493 10,633,888 9,640,249 21,175,044 244,206,804
Interest paid....................................... 1,153,625,573 3,686,169 962,677 1,788,174 2,227,109 3,240,018 7,056,850 7,373,097 10,943,818 42,881,468 1,073,466,195
Depreciation...................................... 582,949,925 2,393,952 1,362,498 2,649,728 3,334,638 5,497,908 10,080,018 8,787,945 9,202,533 25,749,766 513,890,939
Net income (less deficit).................... 461,071,172   -20,142,319   -4,100,916   -4,689,731   -4,255,188   -5,489,860   -9,743,971   -4,334,505   -2,809,559 16,151,549 500,485,672
Net income........................................ 906,633,872 7,232,399 2,185,230 3,520,436 4,163,942 5,668,182 10,826,052 11,892,197 15,939,651 65,194,122 780,011,662
Deficit................................................. 445,562,701 27,374,718 6,286,146 8,210,166 8,419,130 11,158,043 20,570,024 16,226,703 18,749,209 49,042,573 279,525,990


           S Corporations
Number of businesses....................... 2,986,486 770,761 479,900 536,276 392,744 340,545 253,362 99,298 56,081 48,819 8,702
Total receipts..................................... 3,761,512,350 9,357,294 30,483,003 91,347,620 146,454,430 246,154,254 394,600,480 350,596,307 395,892,365 1,009,201,192 1,087,425,404
Business receipts............................... 3,691,120,151 3,313,001 28,972,577 88,535,580 141,164,970 242,151,344 389,259,425 345,711,653 390,273,385 992,460,339 1,069,277,878
Total business deductions................. 3,617,587,204 17,833,486 28,734,468 82,944,122 137,350,394 231,477,959 374,941,971 335,383,106 380,696,130 974,207,762 1,054,017,805
Costs of goods sold........................... 2,318,618,934 841,824 5,897,302 21,623,745 46,442,562 94,062,045 192,898,336 195,692,968 237,065,665 703,859,807 820,234,680
Salaries and wages........................... 392,512,780 2,434,060 2,531,282 10,730,291 20,370,429 38,720,064 54,984,552 44,666,881 45,654,700 92,441,700 79,978,822
Taxes paid......................................... 76,968,469 736,190 969,046 3,075,711 4,628,807 7,515,034 10,759,596 8,130,001 8,275,825 17,184,512 15,693,746
Interest paid....................................... 49,420,350 1,261,547 735,553 1,697,826 5,432,167 3,224,050 5,185,131 4,529,189 4,902,602 11,658,881 10,793,404
Depreciation...................................... 67,038,798 1,369,417 1,459,103 2,724,446 3,684,128 5,355,134 8,227,954 6,387,537 7,160,909 15,547,845 15,122,326
Total net income (less deficit)........... 187,686,917 5,044,469 3,154,497 10,799,773 9,469,866 16,524,768 22,152,208 16,956,245 18,359,541 43,030,372 42,195,179
Net income........................................ 248,863,846 21,342,589 7,148,328 15,315,870 14,812,197 21,660,205 28,773,224 21,695,397 22,152,918 49,797,761 46,165,357
Deficit................................................. 61,176,929 16,298,120 3,993,831 4,516,098 5,342,331 5,135,437 6,621,016 4,739,153 3,793,377 6,767,389 3,970,178


  Partnerships
Number of businesses............................. 2,132,117 1,129,884 374,726 233,896 139,446 102,800 79,883 31,848 18,140 16,487 5,008
Total receipts ( ³ )..................................... 2,462,461,787 28,815,937 10,648,113 25,747,293 37,301,575 62,400,182 112,183,539 100,130,199 114,951,657 320,565,219 1,649,718,073
Business receipts..................................... 2,278,200,526 1,599,705 9,566,195 23,805,805 35,807,255 58,273,519 105,736,722 94,788,144 107,382,972 296,933,926 1,544,306,283
Total business deductions....................... 2,348,244,173 52,810,087 13,509,164 26,447,813 36,660,536 59,208,339 106,335,531 93,654,952 108,247,118 303,999,426 1,547,371,206
Costs of goods sold................................. 1,338,114,656 3,740,224 2,607,519 7,446,858 12,475,154 21,292,438 42,084,213 44,492,498 52,953,906 161,626,452 989,395,395
Salaries and wages................................. 230,874,139 5,011,512 1,004,782 2,994,508 4,825,441 9,561,577 17,220,066 14,518,171 15,170,777 36,699,909 123,867,396
Taxes paid............................................... 34,626,540 599,935 264,984 629,768 862,046 1,435,189 2,594,931 1,975,419 2,077,813 4,945,384 19,241,071
Interest paid............................................. 97,278,387 2,959,271 583,777 932,689 1,293,904 2,045,903 3,583,656 2,865,083 3,321,768 10,875,521 68,816,815
Depreciation............................................ 72,199,421 4,449,111 913,472 1,152,786 1,504,063 1,946,712 3,998,698 2,954,239 3,333,797 10,664,982 41,281,560
Net income (less deficit).......................... 276,334,824   -34,468,487 3,925,840 9,981,423 10,685,674 14,010,936 19,437,946 18,480,371 19,729,201 49,036,703 165,515,219
Net income.............................................. 446,069,172 25,099,386 12,176,465 17,595,165 18,198,510 20,957,296 29,371,661 24,929,440 27,279,776 68,494,229 201,967,243
Deficit....................................................... 169,734,347 59,567,873 8,250,625 7,613,742 7,512,836 6,946,360 9,933,716 6,449,069 7,550,575 19,457,527 36,452,025
  Nonfarm Sole Proprietorships
Number of businesses............................. 18,338,190 12,345,292 3,943,258 1,319,258 439,670 197,818 73,400 14,044 3,723 1,544 184
Total receipts........................................... 1,016,834,678 85,610,697 200,678,086 201,330,686 151,191,536 133,190,205 106,748,714 47,150,585 24,016,801 28,478,269 38,439,100
Business receipts..................................... 1,016,834,678 85,610,697 200,678,086 201,330,686 151,191,536 133,190,205 106,748,714 47,150,585 24,016,801 28,478,269 38,439,100
Total business deductions....................... 799,633,110 68,287,283 130,858,648 144,323,227 118,647,817 110,158,924 95,566,177 44,124,308 22,673,652 27,235,951 37,757,124
Costs of goods sold................................. 363,355,614 8,254,016 30,960,500 49,914,750 52,825,227 57,242,250 61,891,161 32,066,369 16,812,964 21,753,922 31,634,456
Salaries and wages................................. 91,848,309 1,079,675 7,656,706 18,282,317 20,629,472 20,780,285 13,888,619 4,784,287 2,207,308 1,846,440 693,200
Taxes paid............................................... 14,214,082 837,676 1,904,980 3,176,627 2,986,563 2,536,742 1,677,506 570,478 258,935 187,461 77,115
Interest paid............................................. 12,509,547 1,371,846 2,368,042 2,841,259 2,038,225 1,646,999 1,074,663 455,491 269,490 392,543 50,987
Depreciation............................................ 34,110,071 5,870,855 8,932,086 8,003,836 4,620,683 3,392,492 1,952,414 689,606 314,939 279,286 53,874
Net income (less deficit).......................... 217,385,116 17,411,966 69,760,576 57,061,874 32,545,040 23,083,032 11,204,827 3,028,567 1,378,785 1,227,966 682,482
Net income.............................................. 250,178,322 37,314,917 74,766,451 59,604,848 34,083,147 24,351,032 12,122,051 3,548,076 1,695,851 1,709,419 982,528
Deficit....................................................... 32,793,206 19,902,951 5,005,874 2,542,974 1,538,107 1,268,000 917,224 519,510 317,066 481,453 300,047
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.


All industries


Form of business, item
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Petska, Parisi, LuttreLL,  Davitian, anD scoffic


Table 2E.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 2002
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses............................. 26,434,293 15,202,645 5,318,640 2,484,778 1,294,887 918,926 668,699 256,345 137,587 120,986 30,803
Total receipts........................................... 23,361,178,481 158,287,542 273,216,155 384,486,871 451,453,173 643,349,197 1,035,489,736 895,421,534 952,525,155 2,486,021,062 16,080,928,056
Business receipts..................................... 20,741,003,999 94,623,867 266,112,890 375,700,789 442,258,534 628,537,583 1,011,167,258 865,492,105 908,346,592 2,311,588,821 13,837,175,560
Total business deductions....................... 22,463,630,938 189,439,969 208,087,137 324,116,768 411,662,071 608,173,280 1,005,173,751 873,716,273 926,726,567 2,394,360,316 15,522,174,806
Costs of goods sold................................. 12,389,402,643 11,137,601 43,445,479 95,473,645 146,955,332 244,083,483 485,274,766 471,758,737 538,458,939 1,514,356,816 8,838,457,844
Salaries and wages................................. 2,322,634,367 15,183,200 14,222,424 40,570,935 63,612,940 102,579,295 149,773,658 118,758,217 116,327,416 255,606,688 1,445,999,594
Taxes paid............................................... 447,889,738 4,176,027 4,660,884 9,435,166 12,954,735 19,035,887 28,592,443 22,233,837 20,739,552 44,355,212 281,705,995
Interest paid............................................. 992,318,790 8,266,714 4,559,313 6,551,377 6,862,157 8,957,269 14,281,321 12,851,625 16,684,192 51,823,571 861,481,252
Depreciation............................................ 831,111,969 14,167,232 14,332,408 16,109,773 14,246,100 18,581,791 26,880,034 20,741,549 22,135,501 55,554,641 628,362,940
Net income (less deficit).......................... 1,088,304,478   -35,207,003 71,225,703 73,497,961 51,123,474 48,206,107 44,135,280 32,541,039 38,735,299 117,160,769 646,885,849
Net income.............................................. 1,781,234,412 89,088,110 98,555,316 95,831,974 74,766,223 72,468,090 78,540,264 58,353,005 67,387,065 185,433,067 960,811,300
Deficit....................................................... 692,929,934 124,295,113 27,329,613 22,334,013 23,642,748 24,261,983 34,404,983 25,811,966 28,651,765 68,272,298 313,925,451
  Corporations
Number of businesses............................. 5,266,607   1,282,449   828,658   893,875   688,785   610,715   510,424   209,942   114,539   101,777   25,443   
Total receipts........................................... 19,749,426,052   38,458,278   53,727,669   153,639,962   253,596,745   442,377,560   808,490,681   743,724,722   805,258,852   2,108,934,069   14,341,217,514   
Business receipts..................................... 17,297,125,146   5,730,889   48,777,161   146,591,152   246,224,279   431,617,409   789,209,655   718,536,156   767,997,903   1,958,909,658   12,183,530,885   
Total business deductions....................... 19,198,882,117   66,039,533   56,592,652   149,698,092   250,581,925   432,390,571   795,994,369   731,819,176   786,788,633   2,038,781,145   13,890,196,023   
Costs of goods sold................................. 10,607,404,004   1,866,005   10,168,249   38,006,411   80,144,537   163,208,766   378,171,863   396,440,900   462,415,265   1,318,982,261   7,757,999,748   
Salaries and wages................................. 1,988,294,948   8,693,151   5,094,139   18,427,070   36,679,649   70,784,527   116,934,179   97,510,821   98,428,756   213,033,121   1,322,709,535   
Taxes paid............................................... 396,571,738   2,556,149   2,240,508   5,591,856   8,866,155   14,823,779   23,978,465   19,500,665   18,193,816   38,864,217   261,956,129   
Interest paid............................................. 912,751,562   4,417,226   1,645,291   3,009,756   3,993,239   5,850,328   9,987,556   9,754,194   13,059,364   42,625,382   818,409,225
Depreciation............................................ 710,881,312   3,470,361   3,589,714   6,151,023   7,653,132   12,144,892   20,047,986   16,569,681   17,684,046   44,082,666   579,487,809   
Net income (less deficit)( ¹ )..................... 596,524,023   -16,618,912   -1,956,564   4,819,272   3,749,595   11,469,724   13,713,879   12,678,754   17,945,354   65,391,437   485,331,483   
Net income.............................................. 1,084,179,817 24,970,657 8,758,595 16,866,762 19,031,190 27,054,800 37,818,772 31,910,085 37,999,291 115,118,704 764,650,961
Deficit....................................................... 487,655,794   41,589,569   10,715,159   12,047,490   15,281,595   15,585,076   24,104,893   19,231,331   20,053,936   49,727,266   279,319,478   
          C Corporations ( 2 )


Number of businesses....................... 2,112,230 472,469 304,702 336,437 276,819 250,744 240,579 105,620 57,831 50,702 16,326
Total receipts..................................... 15,838,499,350 28,504,846 20,731,910 59,710,978 104,169,660 184,240,237 388,704,542 376,515,006 410,275,152 1,062,957,229 13,202,689,791
Business receipts............................... 13,455,844,040 2,257,712 17,418,221 54,866,994 98,925,788 176,587,421 375,382,257 356,654,979 378,923,647 930,333,430 11,064,493,590
Total business deductions................. 15,439,803,663 47,818,120 24,943,962 63,845,753 110,153,988 189,373,466 395,508,821 378,798,010 408,300,820 1,030,741,791 12,790,318,932
Costs of goods sold........................... 8,220,579,884 803,602 3,896,827 14,480,167 33,921,090 66,012,464 174,303,365 195,474,791 224,588,717 594,582,839 6,912,516,022
Salaries and wages........................... 1,569,301,518 5,933,543 2,429,179 8,162,958 15,284,537 28,793,483 57,740,829 49,186,789 51,594,471 117,410,926 1,232,764,802
Taxes paid......................................... 315,744,047 1,758,778 1,086,518 2,565,602 4,081,924 6,743,821 12,507,701 10,563,613 9,789,494 21,302,098 245,344,498
Interest paid....................................... 873,968,319 3,391,045 871,385 1,495,425 1,882,783 2,820,419 5,435,940 5,922,761 8,689,533 33,453,167 810,005,862
Depreciation...................................... 632,581,809 2,067,413 1,465,393 2,727,110 3,479,247 5,629,286 10,264,171 8,834,280 9,725,392 26,535,600 561,853,917
Net income (less deficit).................... 413,045,090   -19,148,033   -4,218,962   -4,172,025   -5,995,410   -5,195,853   -7,110,483   -3,334,615   -246,489 21,853,336 440,613,623
Net income........................................ 837,646,190 7,054,427 1,886,041 3,193,915 3,823,261 5,067,070 9,695,354 10,729,547 15,707,804 64,559,522 715,929,248
Deficit................................................. 424,601,100 26,202,460 6,105,003 7,365,940 9,818,671 10,262,923 16,805,837 14,064,162 15,954,293 42,706,185 275,315,625


           S Corporations
Number of businesses....................... 3,154,377 809,980 523,956 557,438 411,966 359,971 269,845 104,321 56,708 51,075 9,117
Total receipts..................................... 3,910,926,701 9,953,432 32,995,759 93,928,985 149,427,085 258,137,323 419,786,138 367,209,716 394,983,700 1,045,976,840 1,138,527,723
Business receipts............................... 3,841,281,106 3,473,177 31,358,940 91,724,158 147,298,491 255,029,988 413,827,398 361,881,176 389,074,256 1,028,576,228 1,119,037,294
Total business deductions................. 3,759,078,454 18,221,412 31,648,689 85,852,338 140,427,937 243,017,105 400,485,548 353,021,166 378,487,813 1,008,039,354 1,099,877,091
Costs of goods sold........................... 2,386,824,120 1,062,403 6,271,423 23,526,244 46,223,446 97,196,302 203,868,497 200,966,108 237,826,549 724,399,421 845,483,726
Salaries and wages........................... 418,993,431 2,759,608 2,664,960 10,264,112 21,395,112 41,991,045 59,193,350 48,324,031 46,834,285 95,622,195 89,944,733
Taxes paid......................................... 80,827,691 797,371 1,153,991 3,026,254 4,784,231 8,079,958 11,470,764 8,937,052 8,404,321 17,562,118 16,611,631
Interest paid....................................... 38,783,242 1,026,182 773,906 1,514,331 2,110,456 3,029,909 4,551,617 3,831,433 4,369,831 9,172,215 8,403,363
Depreciation...................................... 78,299,503 1,402,949 2,124,321 3,423,912 4,173,886 6,515,606 9,783,815 7,735,401 7,958,655 17,547,066 17,633,892
Total net income (less deficit)........... 183,478,933 2,529,121 2,262,398 8,991,297 9,745,005 16,665,577 20,824,362 16,013,369 18,191,843 43,538,101 44,717,860
Net income........................................ 246,533,627 17,916,230 6,872,554 13,672,847 15,207,929 21,987,730 28,123,418 21,180,538 22,291,487 50,559,182 48,721,713
Deficit................................................. 63,054,694 15,387,109 4,610,156 4,681,550 5,462,924 5,322,153 7,299,056 5,167,169 4,099,643 7,021,081 4,003,853


  Partnerships
Number of businesses............................. 2,242,169 1,203,722 380,403 248,533 145,261 104,958 83,998 33,201 19,198 17,709 5,187
Total receipts ( ³ )..................................... 2,582,060,669 32,608,125 11,849,604 26,249,643 40,107,371 62,897,320 119,181,641 106,969,882 121,553,349 349,431,600 1,711,212,135
Business receipts..................................... 2,414,187,093 1,671,840 9,696,847 24,512,371 38,285,197 58,845,858 114,140,189 102,229,020 114,635,734 325,023,769 1,625,146,268
Total business deductions....................... 2,455,848,170 52,328,995 15,327,948 26,632,418 39,142,651 60,916,260 113,086,856 100,022,075 115,461,191 328,925,224 1,604,004,552
Costs of goods sold................................. 1,430,213,629 1,044,041 3,038,499 7,297,974 14,069,028 21,850,701 46,860,712 45,415,503 57,893,441 174,520,652 1,058,223,077
Salaries and wages................................. 237,882,426 5,511,544 1,204,394 2,882,053 5,336,723 9,524,195 18,391,405 16,538,950 15,568,867 40,555,992 122,368,302
Taxes paid............................................... 36,416,569 804,394 290,282 596,450 1,028,306 1,498,228 2,833,426 2,203,244 2,237,581 5,277,974 19,646,683
Interest paid............................................. 68,127,690 2,634,518 534,193 921,697 967,774 1,696,230 3,251,528 2,729,310 3,371,115 9,007,515 43,013,810
Depreciation............................................ 82,897,056 4,281,378 1,053,369 1,511,670 1,646,264 2,471,460 4,487,239 3,447,065 4,091,014 11,140,872 48,766,726
Net income (less deficit).......................... 270,667,169   -34,946,815 1,702,237 11,861,270 11,562,945 13,504,407 18,671,768 16,999,756 19,531,172 50,750,365 161,030,063
Net income.............................................. 439,761,741 25,759,194 12,511,429 19,073,137 18,106,027 20,842,847 27,979,207 23,157,217 27,789,869 68,981,239 195,561,575
Deficit....................................................... 169,094,572 60,706,009 10,809,192 7,211,867 6,543,082 7,338,440 9,307,438 6,157,461 8,258,697 18,230,874 34,531,512
  Nonfarm Sole Proprietorships
Number of businesses............................. 18,925,517 12,716,473 4,109,579 1,342,370 460,841 203,253 74,277 13,202 3,849 1,499 173
Total receipts........................................... 1,029,691,760 87,221,139 207,638,883 204,597,266 157,749,058 138,074,317 107,817,414 44,726,930 25,712,955 27,655,393 28,498,407
Business receipts..................................... 1,029,691,760 87,221,139 207,638,883 204,597,266 157,749,058 138,074,317 107,817,414 44,726,930 25,712,955 27,655,393 28,498,407
Total business deductions....................... 808,900,651 71,071,441 136,166,538 147,786,259 121,937,495 114,866,449 96,092,526 41,875,022 24,476,744 26,653,947 27,974,231
Costs of goods sold................................. 351,785,009 8,227,555 30,238,731 50,169,260 52,741,768 59,024,016 60,242,191 29,902,334 18,150,232 20,853,904 22,235,019
Salaries and wages................................. 96,456,993 978,505 7,923,891 19,261,812 21,596,568 22,270,573 14,448,073 4,708,446 2,329,792 2,017,575 921,757
Taxes paid............................................... 14,901,431 815,484 2,130,093 3,246,859 3,060,274 2,713,880 1,780,552 529,928 308,156 213,021 103,183
Interest paid............................................. 11,439,538 1,214,970 2,379,829 2,619,924 1,901,144 1,410,711 1,042,236 368,121 253,713 190,674 58,217
Depreciation............................................ 37,333,601 6,415,493 9,689,325 8,447,080 4,946,704 3,965,439 2,344,809 724,803 360,441 331,103 108,404
Net income (less deficit).......................... 221,113,286 16,358,724 71,480,030 56,817,419 35,810,934 23,231,976 11,749,632 2,862,529 1,258,773 1,018,966 524,303
Net income.............................................. 257,292,855 38,358,259 77,285,293 59,892,075 37,629,006 24,570,442 12,742,285 3,285,703 1,597,905 1,333,125 598,763
Deficit....................................................... 36,179,568 21,999,535 5,805,262 3,074,656 1,818,071 1,338,467 992,653 423,175 339,131 314,158 74,460
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.


All industries


Form of business, item
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3A.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1998
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses
Number of businesses............................ 24,113,045   539,643   179,941   17,662   2,920,802   706,002   3,813,207   969,101   335,332   1,026,302   
Business receipts................................... 17,285,188,902   131,665,240   147,677,818   499,833,981   1,109,402,772   4,865,936,073   5,041,650,550   543,877,331   771,910,696   1,435,257,053   
Net income (less deficit)......................... 1,284,131,818   3,143,718   6,394,789   33,386,649   65,318,955   268,147,759   117,285,087   24,421,428   31,289,380   367,427,885   
Net income............................................. 1,668,091,253   12,483,647   19,331,265   42,448,390   80,156,917   331,010,906   158,707,639   33,697,693   89,056,619   411,027,844   
Deficit..................................................... 383,959,435   9,339,929   12,936,476   9,061,740   14,837,964   62,863,149   41,422,552   9,276,265   57,767,239   43,599,957   


  Corporations
Number of businesses............................ 4,848,888   135,107   31,467   8,067   551,935   309,912   956,803   159,646   100,977   218,193   
Business receipts................................... 15,010,264,802   100,398,430   116,905,970   450,830,225   859,139,558   4,591,071,027   4,516,670,915   469,626,605   667,610,273   1,285,017,559   
Net income (less deficit)( ¹ ).................... 895,152,471   1,266,193   2,339,453   31,920,963   31,506,413   254,033,430   95,614,094   16,357,260   35,353,093   291,193,439   
Net income............................................. 1,144,026,384   6,021,329   10,017,694   38,343,308   40,340,592   307,995,283   127,371,881   22,464,817   70,780,532   322,289,879   


Deficit..................................................... 248,873,913   4,755,137   7,678,241   6,422,344   8,834,179   53,961,854   31,757,788   6,107,556   35,427,439   31,096,439   
          C Corporations (2)


      Number of businesses...................... 2,260,801   65,689   15,988   5,943   246,404   163,295   472,031   78,341   44,895   115,309   
      Business receipts............................. 12,006,145,868   56,012,640   102,328,023   448,214,333   467,247,448   4,107,930,264   3,241,722,259   384,935,892   620,177,682   1,226,629,994   
      Net income (less deficit)................... 713,364,168   231,736   -76,819   31,407,088   10,249,297   218,465,519   57,410,132   12,794,920   29,887,900   279,336,463   
      Net income....................................... 920,053,474   2,787,619   7,018,179   37,725,338   15,321,252   267,572,313   82,152,207   17,336,221   62,927,184   307,951,720   
      Deficit............................................... 206,689,306   2,555,883   7,094,998   6,318,249   5,071,954   49,106,794   24,742,076   4,541,300   33,039,284   28,615,256   


           S Corporations
      Number of businesses...................... 2,588,088   69,418   15,479   2,124   305,531   146,617   484,772   81,305   56,082   102,884   
      Business receipts............................. 3,004,118,934   44,385,790   14,577,947   2,615,892   391,892,110   483,140,763   1,274,948,656   84,690,713   47,432,591   58,387,565   
      Total net income (less deficit)........... 181,788,303   1,034,457   2,416,272   513,875   21,257,116   35,567,911   38,203,962   3,562,340   5,465,193   11,856,976   
      Net income....................................... 223,972,910   3,233,710   2,999,515   617,970   25,019,340   40,422,970   45,219,674   5,128,596   7,853,348   14,338,159   
      Deficit............................................... 42,184,607   2,199,254   583,243   104,095   3,762,225   4,855,060   7,015,712   1,566,256   2,388,155   2,481,183   


  Partnerships
Number of businesses............................ 1,855,348   115,614   29,098   2,448   125,823   34,836   130,288   19,193   21,900   209,150   
Business receipts................................... 1,356,655,904   15,572,293   25,711,768   48,837,758   106,320,658   247,438,628   304,069,914   31,009,687   98,387,504   88,996,302   
Net income (less deficit)......................... 186,704,627   500,178   4,201,775   1,398,864   7,808,640   10,237,101   5,722,617   1,505,717   -5,773,299   63,268,132   
Net income............................................. 297,875,299   4,148,941   8,556,138   4,034,991   11,973,217   18,574,043   9,967,695   3,488,257   16,204,642   74,310,012   
Deficit..................................................... 111,170,672   3,648,762   4,354,363   2,636,127   4,164,578   8,336,943   4,245,077   1,982,540   21,977,941   11,041,880   
          General (3)


      Number of businesses...................... 1,015,678   90,796   11,181   340   69,173   18,619   88,078   9,791   12,961   113,083   
      Business receipts............................. 399,306,152   5,592,102   8,271,842   10,833,116   38,642,807   73,335,482   72,443,611   6,442,068   32,426,530   23,391,638   
      Net income (less deficit)................... 82,766,449   1,460,571   575,260   784,292   3,217,570   4,455,912   2,580,004   1,082,522   2,303,426   18,626,318   
      Net income....................................... 107,709,809   3,133,629   3,495,446   1,166,756   4,492,334   6,421,416   3,491,361   1,330,410   6,264,782   21,121,278   
      Deficit............................................... 24,943,359   1,673,058   2,920,186   382,464   1,274,764   1,965,504   911,357   247,888   3,961,356   2,494,961   
          Limited (4)


      Number of businesses...................... 369,013   12,368   11,966   731   17,226   3,488   6,101   1,445   2,460   63,643
      Business receipts............................. 534,248,684   4,684,558   10,448,278   21,525,717   28,525,870   85,139,650   134,538,787   10,149,777   50,911,219   40,964,184   
      Net income (less deficit)................... 79,328,818   -471,446   3,178,831   522,013   1,796,126   3,668,785   1,618,212   1,052,098   -3,686,482   35,132,990   
      Net income....................................... 131,493,455   574,188   3,825,546   2,449,036   3,550,642   6,826,390   2,936,466   1,603,172   8,634,336   39,657,223   
      Deficit............................................... 52,164,637   1,045,634   646,715   1,927,023   1,754,516   3,157,605   1,318,254   551,074   12,320,818   4,524,233   


           LLC
      Number of businesses...................... 470,657   12,450   5,951   1,376   39,424   12,729   36,109   7,957   6,479   32,425
      Business receipts............................. 423,101,069   5,295,633   6,991,649   16,478,925   39,151,981   88,963,496   97,087,516   14,417,841   15,049,755   24,640,479   
      Net income (less deficit)................... 24,609,360   -488,947   447,685   92,559   2,794,944   2,112,403   1,524,401   -628,903   -4,390,243   9,508,825   
      Net income....................................... 58,672,036   441,124   1,235,146   419,198   3,930,241   5,326,237   3,539,868   554,675   1,305,525   13,531,511   
      Deficit............................................... 34,062,676   930,070   787,461   326,639   1,135,297   3,213,834   2,015,466   1,183,578   5,695,767   4,022,686   


  Nonfarm Sole Proprietorships
Number of businesses............................ 17,408,809   288,922   119,376   7,147   2,243,044   361,254   2,726,116   790,262   212,455   598,959   
Business receipts................................... 918,268,196   15,694,517   5,060,080   165,998   143,942,556   27,426,418   220,909,721   43,241,039   5,912,919   61,243,192   
Net income (less deficit)......................... 202,274,720   1,377,347   -146,439   66,822   26,003,902   3,877,228   15,948,376   6,558,451   1,709,586   12,966,314   
Net income............................................. 226,189,570   2,313,377   757,433   70,091   27,843,108   4,441,580   21,368,063   7,744,619   2,071,445   14,427,953   
Deficit..................................................... 23,914,850   936,030   903,872   3,269   1,839,207   564,352   5,419,687   1,186,169   361,859   1,461,638   
Footnotes at end of table.
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Table 3A.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1998--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,205,935   3,173,498   42,918   1,479,954   334,469   1,851,412   1,110,054   606,023   2,221,313   212,939   366,536   
Business receipts................................... 260,368,200   796,236,596   92,627,484   320,982,170   27,931,863   497,570,878   102,238,841   407,944,777   220,892,768   2,607,373   8,576,438   
Net income (less deficit)......................... 77,861,007   108,112,007   63,284,091   21,606,621   2,248,139   48,479,669   7,790,652   14,100,566   20,493,675   1,420,425   1,919,314   
Net income............................................. 120,638,642   132,646,277   71,848,728   28,656,644   3,096,368   61,528,291   16,520,105   25,832,332   25,137,968   1,495,125   2,769,852   
Deficit..................................................... 42,777,637   24,534,269   8,564,637   7,050,023   848,228   13,048,622   8,729,453   11,731,767   4,644,292   74,700   850,538   


  Corporations
Number of businesses............................ 521,917   623,784   30,931   200,449   36,959   307,258   92,966   245,334   300,313   N/A   16,870   
Business receipts................................... 175,701,248   540,924,209   90,497,966   263,655,627   23,196,929   357,156,938   60,387,702   295,686,536   143,395,451   N/A   2,391,635   
Net income (less deficit)( ¹ ).................... 20,032,614   23,825,752   57,992,086   11,319,256   952,453   4,703,934   2,665,760   8,708,478   5,570,156   N/A   -202,357   
Net income............................................. 31,165,308   42,062,770   62,833,377   16,412,398   1,447,682   14,339,113   5,929,494   15,734,084   8,127,748   N/A   349,095   


Deficit..................................................... 11,132,696   18,237,017   4,841,291   5,093,142   495,228   9,635,179   3,263,735   7,025,607   2,557,591   N/A   551,452   
          C Corporations (2)


      Number of businesses...................... 221,716   252,632   19,460   77,983   16,432   172,414   38,084   98,243   149,877   N/A   6,066   
      Business receipts............................. 120,932,399   361,250,574   87,283,096   170,634,628   12,899,509   278,203,449   35,087,417   197,416,935   86,169,085   N/A   1,070,241   
      Net income (less deficit)................... 4,871,421   3,531,659   55,306,953   3,180,597   285,851   -1,284,344   805,624   5,083,593   1,836,226   N/A   40,352   
      Net income....................................... 12,419,771   17,851,123   59,607,765   7,040,055   662,607   6,713,766   2,380,855   9,194,448   3,335,123   N/A   55,928   
      Deficit............................................... 7,548,352   14,319,463   4,300,812   3,859,458   376,756   7,998,110   1,575,232   4,110,856   1,498,897   N/A   15,576   


           S Corporations
      Number of businesses...................... 300,201   371,152   11,471   122,466   20,527   134,844   54,882   147,091   150,437   N/A   10,804   
      Business receipts............................. 54,768,849   179,673,635   3,214,870   93,020,999   10,297,420   78,953,489   25,300,285   98,269,601   57,226,366   N/A   1,321,394   
      Total net income (less deficit)........... 15,161,193   20,294,093   2,685,133   8,138,659   666,602   5,988,278   1,860,136   3,624,885   3,733,930   N/A   -242,709   
      Net income....................................... 18,745,537   24,211,647   3,225,612   9,372,343   785,075   7,625,347   3,548,639   6,539,636   4,792,625   N/A   293,167   
      Deficit............................................... 3,584,344   3,917,554   540,479   1,233,684   118,472   1,637,069   1,688,503   2,914,751   1,058,694   N/A   535,876   


  Partnerships
Number of businesses............................ 812,404   118,340   11,987   28,268   4,697   37,767   30,319   57,912   63,763   N/A   1,541   
Business receipts................................... 41,348,441   147,764,823   2,129,518   22,840,826   1,073,235   59,773,854   22,156,807   78,969,307   14,128,213   N/A   126,369   
Net income (less deficit)......................... 40,187,832   38,732,610   5,292,005   1,213,360   -14,143   7,913,211   26,492   3,374,509   1,070,062   N/A   38,964   
Net income............................................. 70,435,470   42,440,066   9,015,351   2,111,820   116,846   10,456,934   3,412,404   6,946,094   1,637,607   N/A   44,771   
Deficit..................................................... 30,247,638   3,707,456   3,723,346   898,460   130,989   2,543,723   3,385,911   3,571,585   567,545   N/A   5,807   
          General (3)


      Number of businesses...................... 399,000   64,124   3,077   15,597   2,734   20,159   16,801   30,899   48,119   N/A   1,146   
      Business receipts............................. 8,109,819   62,707,752   461,622   4,048,364   252,245   17,966,586   6,222,789   21,371,210   6,763,109   N/A   23,458   
      Net income (less deficit)................... 18,616,998   20,162,890   598,743   522,565   26,699   4,681,131   753,217   1,406,109   881,286   N/A   30,936   
      Net income....................................... 23,920,224   20,814,456   2,017,696   594,321   32,590   5,000,999   1,531,706   1,833,514   1,010,766   N/A   36,125   
      Deficit............................................... 5,303,226   651,566   1,418,953   71,755   5,892   319,868   778,489   427,404   129,480   N/A   5,189   
          Limited (4)


      Number of businesses...................... 212,838   12,630   3,944   1,214   98   4,995   2,889   8,588   2,015   N/A   375
      Business receipts............................. 17,700,146   51,478,821   195,939   7,956,966   289,017   22,588,714   10,056,807   35,117,416   1,976,313   N/A   505   
      Net income (less deficit)................... 14,931,331   14,074,114   3,069,115   581,525   -10,432   1,973,743   -54,373   1,849,712   97,494   N/A   5,463   
      Net income....................................... 33,253,393   15,271,996   3,999,473   828,100   39,928   2,920,711   1,356,212   3,565,697   195,430   N/A   5,514   
      Deficit............................................... 18,322,062   1,197,882   930,358   246,576   50,361   946,968   1,410,585   1,715,985   97,935   N/A   51   


           LLC
      Number of businesses...................... 200,566   41,587   4,966   11,457   1,864   12,613   10,629   18,425   13,629   N/A   20   
      Business receipts............................. 15,538,476   33,578,249   1,471,957   10,835,496   531,973   19,218,553   5,877,211   22,480,681   5,388,790   N/A   102,407   
      Net income (less deficit)................... 6,639,502   4,495,606   1,624,147   109,270   -30,410   1,258,336   -672,352   118,688   91,000   N/A   2,565   
      Net income....................................... 13,261,852   6,353,614   2,998,182   689,399   44,328   2,535,224   524,486   1,546,883   431,411   N/A   3,132   
      Deficit............................................... 6,622,350   1,858,008   1,374,035   580,129   74,737   1,276,887   1,196,837   1,428,195   340,129   N/A   567   


  Nonfarm Sole Proprietorships
Number of businesses............................ 871,614   2,431,374   N/A   1,251,237   292,813   1,506,387   986,769   302,777   1,857,237   212,939   348,125   
Business receipts................................... 43,318,511   107,547,564   N/A   34,485,717   3,661,699   80,640,086   19,694,332   33,288,934   63,369,104   2,607,373   6,058,434   
Net income (less deficit)......................... 17,640,561   45,553,645   N/A   9,074,005   1,309,829   35,862,524   5,098,400   2,017,579   13,853,457   1,420,425   2,082,707   
Net income............................................. 19,037,864   48,143,441   N/A   10,132,426   1,531,840   36,732,244   7,178,207   3,152,154   15,372,613   1,495,125   2,375,986   
Deficit..................................................... 1,397,303   2,589,796   N/A   1,058,421   222,011   869,720   2,079,807   1,134,575   1,519,156   74,700   293,279   
N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 1998 General Partnerships include partnerships listed on the tax return as General, Other and blank.
4 For Tax Year 1998 Limited Partnerships include Limited Partnerships and Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3B.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1999
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Information Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses


Number of businesses............................ 24,448,466   563,589   176,043   18,733   2,991,812   694,345   3,759,529   972,915   364,517   1,016,375   


Business receipts.................................... 18,899,080,668   134,816,195   142,755,807   541,101,464   1,253,264,625   5,138,844,358   5,390,347,492   569,394,999   884,229,947   1,928,698,837   


Net income (less deficit).......................... 1,421,748,414   4,963,514   6,843,334   40,915,599   73,542,134   272,261,935   121,558,071   20,354,248   38,286,294   463,708,734   


Net income.............................................. 1,864,354,420   13,937,084   20,261,718   46,130,529   88,518,927   344,567,830   173,366,185   32,202,024   119,994,339   506,510,894   


Deficit...................................................... 442,605,999   8,973,569   13,418,384   5,214,930   14,976,794   72,305,896   51,808,114   11,847,777   81,708,045   42,802,160   


  Corporations


Number of businesses............................ 4,935,904   141,678   30,849   7,044   580,302   297,714   948,371   160,195   107,628   217,780   


Business receipts.................................... 16,313,971,385   104,645,084   109,685,715   478,836,511   973,521,174   4,801,823,220   4,789,438,632   485,223,550   760,824,421   1,740,167,487   


Net income (less deficit)( ¹ ).................... 985,363,332   2,375,446   731,214   39,073,530   35,851,126   255,594,801   98,451,496   11,131,614   43,394,087   365,650,230   
Net income.............................................. 1,282,481,471   6,614,998   9,280,430   42,368,292   45,139,310   318,701,505   139,309,819   19,385,091   97,518,412   397,080,911   


Deficit...................................................... 297,118,133   4,239,551   8,549,216   3,294,762   9,288,185   63,106,705   40,858,323   8,253,478   54,124,325   31,430,681   
          C Corporations (2)


      Number of businesses...................... 2,210,129   70,306   14,772   5,584   246,775   151,824   454,773   72,675   49,160   114,026   


      Business receipts.............................. 13,071,173,955   57,328,751   96,063,482   475,658,599   516,969,690   4,303,643,709   3,431,344,964   397,193,258   709,929,597   1,682,078,285   


      Net income (less deficit).................... 791,606,921   1,010,347   -1,306,291   38,831,103   10,875,231   218,512,766   58,979,787   8,366,054   36,717,057   356,062,254   


      Net income........................................ 1,041,919,838   2,961,219   6,668,489   42,072,320   16,688,111   276,562,059   92,082,454   14,566,133   88,049,936   384,558,606   


      Deficit................................................ 250,312,911   1,950,871   7,974,780   3,241,217   5,812,880   58,049,293   33,102,667   6,200,079   51,332,879   28,496,352   


           S Corporations


      Number of businesses...................... 2,725,775   71,372   16,077   1,460   333,527   145,890   493,598   87,520   58,468   103,754   


      Business receipts.............................. 3,242,797,429   47,316,333   13,622,233   3,177,912   456,551,484   498,179,511   1,358,093,668   88,030,292   50,894,824   58,089,202   


      Total net income (less deficit)........... 193,756,411   1,365,099   2,037,505   242,427   24,975,895   37,082,035   39,471,709  2,765,560   6,677,030   9,587,976   


      Net income........................................ 240,561,633   3,653,779   2,611,941   295,972   28,451,199   42,139,446   47,227,365  4,818,958   9,468,476   12,522,305   


      Deficit................................................ 46,805,222   2,288,680   574,436   53,545   3,475,305   5,057,412   7,755,656  2,053,399   2,791,446   2,934,329   


  Partnerships


Number of businesses............................ 1,936,919   115,006   28,095   2,612   127,581   37,072   141,851   22,344   20,343   219,233   


Business receipts.................................... 1,615,762,245   13,518,418   28,635,592   62,156,799   125,518,084   309,693,927   372,693,889   38,182,156   116,417,632   102,140,730   


Net income (less deficit).......................... 228,438,105   1,343,662   6,252,201   1,819,162   9,360,698   13,058,214   6,441,214   2,046,745   -6,930,530   83,643,256   


Net income.............................................. 348,467,958   4,938,301   10,237,584   3,728,757   13,191,380   21,586,149   11,910,451   4,545,507   20,130,834   93,379,163   


Deficit...................................................... 120,029,853   3,594,639   3,985,383   1,909,595   3,830,682   8,527,935   5,469,238   2,498,762   27,061,363   9,735,907   
          General (3)


      Number of businesses...................... 950,608   85,161   10,815   562   64,934   18,022   85,523   10,210   10,461   106,696


      Business receipts.............................. 382,760,263   4,195,470   8,533,483   5,623,536   38,250,028   58,245,905   87,510,848   6,316,124   31,613,268   25,144,449   
      Net income (less deficit).................... 85,767,233   1,871,577   1,192,332   782,459   3,405,775   3,922,729   2,458,581   1,208,171   2,483,966   23,882,686   


      Net income........................................ 108,487,666   3,113,116   3,783,675   1,145,811   4,498,980   5,575,818   3,577,461   1,532,958   6,304,209   25,489,562   


      Deficit................................................ 22,720,433   1,241,539   2,591,343   363,351   1,093,205   1,653,089   1,118,880   324,788   3,820,243   1,606,876   
          Limited (4)


      Number of businesses...................... 396,908   12,532   9,907   1,113   13,998   2,987   8,444   1,947   2,036   68,007


      Business receipts.............................. 644,246,861   3,824,836   12,663,341   35,833,837   32,406,961   115,079,403   148,171,203   10,840,622   62,306,828   47,683,031   


      Net income (less deficit).................... 107,937,194   -361,913   4,342,538   1,171,164   2,538,434   6,212,157   2,246,290   1,368,209   -2,212,176   42,286,392   


      Net income........................................ 157,244,765   609,892   4,872,244   2,119,068   3,728,794   8,545,529   3,355,429   2,137,725   11,344,940   46,538,059   


      Deficit................................................ 49,307,571   971,805   529,706   947,904   1,190,360   2,333,372   1,109,139   769,516   13,557,116   4,251,666   


           LLC


      Number of businesses...................... 589,403   17,312   7,372   936   48,650   16,062   47,885   10,188   7,846   44,530


      Business receipts.............................. 588,755,121   5,498,111   7,438,768   20,699,426   54,861,096   136,368,619   137,011,837   21,025,410   22,497,536   29,313,251   


      Net income (less deficit).................... 34,733,678   -166,002   717,331   -134,461   3,416,489   2,923,328   1,736,342   -529,635   -7,202,319   17,474,178   


      Net income........................................ 82,735,527   1,215,293   1,581,665   463,879   4,963,606   7,464,802   4,977,561   874,824   2,481,685   21,351,542   


      Deficit................................................ 48,001,849   1,381,295   864,334   598,339   1,547,118   4,541,474   3,241,219   1,404,459   9,684,004   3,877,364   


  Nonfarm Sole Proprietorships


Number of businesses............................ 17,575,643   306,905   117,099   9,077   2,283,929   359,559   2,669,307   790,376   236,546   579,362   


Business receipts.................................... 969,347,038   16,652,693   4,434,500   108,154   154,225,367   27,327,211   228,214,971   45,989,293   6,987,894   86,390,620   


Net income (less deficit).......................... 207,946,977   1,244,406   -140,081   22,907   28,330,310   3,608,920   16,665,361   7,175,889   1,822,737   14,415,248   


Net income.............................................. 233,404,991   2,383,785   743,704   33,480   30,188,237   4,280,176   22,145,915   8,271,426   2,345,093   16,050,820   


Deficit...................................................... 25,458,013   1,139,379   883,785   10,573   1,857,927   671,256   5,480,553   1,095,537   522,357   1,635,572   
Footnotes at end of table.
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Table 3B.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1999--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,230,947   3,223,670   55,907   1,693,387   367,654   1,863,824   1,167,836   630,425   2,154,135   210,843   291,981   
Business receipts.................................... 280,466,415   855,476,153   95,722,386   352,129,454   26,048,213   519,887,619   115,655,479   436,626,093   222,514,017   2,209,867   8,891,250   
Net income (less deficit).......................... 82,461,634   103,489,041   73,997,346   20,955,739   2,383,814   49,983,138   8,222,183   15,954,203   19,343,018   1,208,280   1,316,153   
Net income.............................................. 129,509,061   136,420,383   85,042,620   27,631,217   3,396,647   64,051,082   17,723,489   27,562,816   24,280,677   1,320,620   1,926,279   
Deficit...................................................... 47,047,426   32,931,342   11,045,273   6,675,477   1,012,832   14,067,944   9,501,305   11,608,614   4,937,658   112,340   610,124   


  Corporations
Number of businesses............................ 521,447   657,153   43,246   205,011   35,196   303,499   93,922   252,113   305,725   N/A   27,031   
Business receipts.................................... 185,450,183   576,276,292   91,583,476   283,700,509   20,532,679   371,442,071   70,756,712   318,528,271   146,498,454   N/A   5,036,944   
Net income (less deficit)( ¹ ).................... 14,525,074   17,633,962   67,069,382   8,865,906   666,803   5,883,711   2,450,222   11,065,417   4,828,525   N/A   120,785   
Net income.............................................. 26,723,002   43,324,463   74,005,614   13,705,989   1,384,796   15,926,481   6,389,531   17,528,785   7,629,604   N/A   464,438   


Deficit...................................................... 12,197,926   25,690,502   6,936,231   4,840,083   717,992   10,042,770   3,939,308   6,463,368   2,801,078   N/A   343,651   
          C Corporations (2)


      Number of businesses...................... 214,262   259,460   23,526   71,327   14,353   165,886   35,576   94,577   140,920   N/A   10,348   
      Business receipts.............................. 126,943,155   370,936,482   87,892,147   186,717,710   11,615,065   286,220,509   38,832,310   208,611,516   82,132,863   N/A   1,061,862   
      Net income (less deficit).................... 2,810,303   -4,515,568   56,275,439   2,781,004   21,357   -1,716,764   -356,592   7,226,673   1,234,499   N/A   -201,738   
      Net income........................................ 11,028,235   17,205,755   60,573,733   6,205,359   628,573   6,715,148   1,774,765   10,656,829   2,878,130   N/A   43,984   
      Deficit................................................ 8,217,931   21,721,323   4,298,294   3,424,355   607,215   8,431,912   2,131,357   3,430,156   1,643,630   N/A   245,720   


           S Corporations
      Number of businesses...................... 307,185   397,693   19,720   133,684   20,843   137,613   58,346   157,536   164,805   N/A   16,683   
      Business receipts.............................. 58,507,028   205,339,810   3,691,329   96,982,799   8,917,614   85,221,562   31,924,402   109,916,755   64,365,591   N/A   3,975,082   
      Total net income (less deficit)........... 11,714,771   22,149,530   10,793,943   6,084,902   645,446   7,600,475   2,806,814   3,838,744   3,594,026   N/A   322,523   
      Net income........................................ 15,694,767   26,118,708   13,431,881   7,500,630   756,223   9,211,333   4,614,766   6,871,956   4,751,474   N/A   420,454   
      Deficit................................................ 3,979,995   3,969,179   2,637,937   1,415,728   110,777   1,610,858   1,807,951   3,033,212   1,157,448   N/A   97,931   


  Partnerships
Number of businesses............................ 858,066   122,773   12,661   32,508   6,015   39,890   33,705   63,162   51,822   N/A   2,182   
Business receipts.................................... 52,143,490   172,277,572   4,138,910   31,147,073   1,359,899   65,685,097   25,444,429   81,804,555   12,298,764   N/A   505,229   
Net income (less deficit).......................... 49,665,658   40,628,476   6,927,964   1,512,770   123,489   8,486,828   421,718   2,733,972   883,768   N/A   18,840   
Net income.............................................. 83,003,855   44,880,009   11,037,006   2,387,425   204,424   11,255,870   3,925,572   6,602,193   1,416,643   N/A   106,835   
Deficit...................................................... 33,338,198   4,251,533   4,109,042   874,654   80,935   2,769,042   3,503,854   3,868,222   532,875   N/A   87,995   
          General (3)


      Number of businesses...................... 377,717   54,360   2,709   17,423   3,448   17,602   16,184   30,563   37,457   N/A   762   
      Business receipts.............................. 9,209,131   52,980,673   294,875   5,339,017   234,885   16,510,480   6,072,807   21,365,619   5,245,444   N/A   74,221   
      Net income (less deficit).................... 19,373,161   15,887,529   1,386,583   510,427   17,022   4,442,354   866,692   1,438,950   655,267   N/A   -19,029   
      Net income........................................ 24,778,501   16,525,330   2,557,509   636,020   44,426   4,655,789   1,586,373   1,926,047   747,882   N/A   8,199   
      Deficit................................................ 5,405,340   637,801   1,170,926   125,592   27,404   213,435   719,681   487,097   92,615   N/A   27,228   
          Limited (4)


      Number of businesses...................... 229,572   16,945   4,745   2,701   180   6,245   4,132   9,016   2,101   N/A   300
      Business receipts.............................. 20,470,814   73,994,646   2,110,770   7,017,025   258,098   25,320,021   11,610,864   32,484,727   2,140,787   N/A   29,047   
      Net income (less deficit).................... 22,566,267   19,626,628   3,396,412   546,176   31,606   2,188,901   296,921   1,527,297   166,385   N/A   -493   
      Net income........................................ 40,399,430   20,424,639   4,426,640   740,350   39,237   3,138,158   1,529,429   3,066,015   228,512   N/A   676   
      Deficit................................................ 17,833,163   798,011   1,030,229   194,174   7,631   949,257   1,232,508   1,538,718   62,127   N/A   1,169   


           LLC
      Number of businesses...................... 250,777   51,468   5,207   12,384   2,387   16,042   13,389   23,583   12,264   N/A   1,120   
      Business receipts.............................. 22,463,545   45,302,253   1,733,265   18,791,031   866,917   23,854,596   7,760,757   27,954,209   4,912,533   N/A   401,961   
      Net income (less deficit).................... 7,726,230   5,114,319   2,144,969   456,167   74,861   1,855,573   -741,895   -232,276   62,116   N/A   38,361   
      Net income........................................ 17,825,925   7,930,041   4,052,857   1,011,055   120,761   3,461,923   809,770   1,610,131   440,249   N/A   97,960   
      Deficit................................................ 10,099,695   2,815,721   1,907,888   554,888   45,900   1,606,349   1,551,665   1,842,407   378,133   N/A   59,599   


  Nonfarm Sole Proprietorships
Number of businesses............................ 851,434   2,443,744   N/A   1,455,868   326,443   1,520,435   1,040,209   315,150   1,796,588   210,843   262,768   
Business receipts.................................... 42,872,742   106,922,289   N/A   37,281,872   4,155,635   82,760,451   19,454,338   36,293,267   63,716,799   2,209,867   3,349,077   
Net income (less deficit).......................... 18,270,902   45,226,603   N/A   10,577,063   1,593,522   35,612,599   5,350,243   2,154,814   13,630,725   1,208,280   1,176,528   
Net income.............................................. 19,782,204   48,215,911   N/A   11,537,803   1,807,427   36,868,731   7,408,386   3,431,838   15,234,430   1,320,620   1,355,006   
Deficit...................................................... 1,511,302   2,989,307   N/A   960,740   213,905   1,256,132   2,058,143   1,277,024   1,603,705   112,340   178,478   
N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 1999 General Partnerships include partnerships listed on the tax return as General, Other and blank.
4 For Tax Year 1999 Limited Partnerships include Limited Partnerships and Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3C.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry, 
Tax Year 2000
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses


Number of businesses............................ 25,007,505   532,328   165,304   24,441   2,958,179   678,953   3,797,576   1,076,305   427,654   1,043,242   


Business receipts.................................... 18,659,570,396   122,612,734   146,867,803   708,180,639   1,194,678,304   5,287,885,546   5,490,535,822   558,173,928   824,439,100   1,628,868,725   


Net income (less deficit).......................... 1,201,936,567   4,305,215   12,129,647   29,318,476   62,456,542   283,928,550   107,547,979   16,466,208   12,061,210   401,601,964   


Net income.............................................. 1,636,649,354   10,079,049   18,010,790   35,430,405   76,315,388   367,392,144   167,064,668   28,876,412   98,830,177   446,018,129   


Deficit...................................................... 434,712,784   5,773,836   5,881,144   6,111,928   13,858,846   83,463,593   59,516,688   12,410,204   86,768,967   44,416,166   


  Corporations


Number of businesses............................ 5,045,274   140,851   32,578   7,968   597,902   288,506   959,575   160,437   118,073   221,394   


Business receipts.................................... 17,636,551,349   106,085,760   140,917,053   707,815,083   1,034,087,166   5,259,173,394   5,267,581,835   505,713,781   817,186,647   1,525,629,096   


Net income (less deficit)( ¹ ).................... 986,952,278   2,771,799   11,568,288   29,268,805   35,757,665   279,610,134   92,637,276   8,959,964   10,171,572   387,653,903   
Net income.............................................. 1,391,008,755   7,549,336   16,664,668   35,355,913   46,969,598   362,321,332   145,734,841   19,984,584   96,384,845   429,289,049   


Deficit...................................................... 404,056,474   4,777,538   5,096,381   6,087,107   11,211,933   82,711,197   53,097,565   11,024,620   86,213,273   41,635,148   
          C Corporations (2)


      Number of businesses...................... 2,184,795   68,555   14,892   5,413   232,294   141,687   453,838   71,417   55,995   104,563   


      Business receipts.............................. 14,078,901,184   57,708,101   122,891,531   703,863,380   522,979,306   4,737,156,398   3,767,376,961   414,456,985   764,211,744   1,452,461,321   


      Net income (less deficit).................... 788,416,390   1,099,041   7,610,738   29,085,238   9,873,890   246,352,850   54,099,727   6,716,444   4,031,594   373,773,331   


      Net income........................................ 1,136,792,550   3,070,493   12,155,823   35,048,390   16,460,765   323,064,519   96,649,397   14,990,511   86,311,839   411,646,454   


      Deficit................................................ 348,376,157   1,971,453   4,545,086   5,963,151   6,586,875   76,711,668   42,549,670   8,274,067   82,280,245   37,873,124   


           S Corporations


      Number of businesses...................... 2,860,478   72,296   17,686   2,555   365,608   146,819   505,737   89,020   62,078   116,831   


      Business receipts.............................. 3,557,650,166   48,377,659   18,025,522   3,951,703   511,107,860   522,016,996   1,500,204,874   91,256,796   52,974,903   73,167,775   


      Total net income (less deficit)........... 198,535,888   1,672,758   3,957,550   183,567   25,883,775   33,257,284   38,537,549   2,243,520   6,139,978   13,880,572   


      Net income........................................ 254,216,205   4,478,843   4,508,845   307,523   30,508,833   39,256,813   49,085,444   4,994,073   10,073,006   17,642,595   


      Deficit................................................ 55,680,317   2,806,085   551,295   123,956   4,625,058   5,999,529   10,547,895   2,750,553   3,933,028   3,762,024   


  Partnerships


Number of businesses............................ 2,057,500   113,931   26,084   2,453   115,509   37,950   148,305   26,941   26,945   251,657   


Business receipts.................................... 2,061,764   16,320   57,347   107,719   140,387   411,568   493,306   43,745   139,237   131,752   


Net income (less deficit).......................... 268,991   214   15,898   3,608   10,320   17,284   7,045   2,676   -3,497   99,656


Net income.............................................. 409,973   4,668   20,474   5,896   14,034   26,947   14,372   5,491   20,517   115,087   


Deficit...................................................... 140,982   4,454   4,576   2,288   3,714   9,663   7,327   2,815   24,014   15,431   
          General (3)


      Number of businesses...................... 936,564   80,041   10,442   261   54,608   17,908   85,311   13,753   13,772   115,364


      Business receipts.............................. 425,752   5,258   13,740   8,015   37,885   67,696   99,816   6,574   39,208   26,317   
      Net income (less deficit).................... 101,787   1,252   5,067   1,253   3,595   4,621   2,435   1,177   2,915   32,836


      Net income........................................ 127,059   2,810   7,770   1,558   4,471   6,088   3,392   1,816   6,312   36,385   


      Deficit................................................ 25,272   1,558   2,704   305   876   1,467   957   639   3,397   3,548
          Limited (4)


      Number of businesses...................... 402,232   12,469   7,482   682   10,352   1,933   8,242   1,487   1,503   78,455


      Business receipts.............................. 830,430   3,705   19,978   54,237   36,292   155,576   212,811   12,241   63,814   73,544   


      Net income (less deficit).................... 119,512   -401   7,867   1,553   2,877   8,189   3,959   2,397   580   40,192


      Net income........................................ 170,929   654   8,530   2,725   4,089   10,673   5,238   2,872   10,558   46,406   


      Deficit................................................ 51,417   1,055   663   1,172   1,212   2,484   596   475   9,977   6,214   


           LLC


      Number of businesses...................... 718,704   21,421   8,160   1,510   50,548   18,109   54,752   11,702   11,669   57,838   


      Business receipts.............................. 805,582   7,357   23,629   45,467   66,210   188,295   180,679   24,930   36,215   31,891   


      Net income (less deficit).................... 47,692   -636   2,964   802   3,848   4,475   651   -898   -6,992   26,628  


      Net income........................................ 111,984   1,204   4,174   1,613   5,474   10,187   5,741   802   3,647   32,297   


      Deficit................................................ 64,292   1,840   1,210   811   1,626   5,712   5,090   1,701   10,639   5,669   


  Nonfarm Sole Proprietorships


Number of businesses............................ 17,904,731   277,546   106,642   14,020   2,244,768   352,497   2,689,696   888,927   282,636   570,191   


Business receipts.................................... 1,020,957,283   16,510,654   5,893,403   257,837   160,450,751   28,300,584   222,460,681   52,416,402   7,113,216   103,107,877   


Net income (less deficit).......................... 214,715,298   1,533,202   545,461   46,063   26,688,557   4,301,132   14,903,658   7,503,568   1,893,135   13,848,405   


Net income.............................................. 245,230,626   2,525,045   1,325,648   68,596   29,331,756   5,043,865   21,315,455   8,886,337   2,424,815   16,613,993   


Deficit...................................................... 30,515,328   991,844   780,187   22,533   2,643,199   742,733   6,411,796   1,382,769   531,680   2,765,587   
Footnotes at end of table.
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Table 3C.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 2000--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,373,298   3,270,162   64,278   1,798,842   394,803   1,945,785   1,208,571   642,061   2,103,502   226,867   275,355   
Business receipts.................................... 315,146,764   931,622,176   133,216,727   394,519,709   28,858,868   563,805,144   123,169,925   473,426,560   244,741,572   2,933,690   5,748,721   
Net income (less deficit).......................... 87,077,469   87,155,800   92,033,462   19,334,538   2,637,723   54,806,309   6,304,888   15,221,225   20,845,350   1,498,270   1,277,086   
Net income.............................................. 142,901,801   147,126,920   102,671,023   29,520,694   4,010,504   68,237,725   17,552,136   28,772,909   26,614,063   1,679,507   1,849,846   
Deficit...................................................... 55,824,333   59,971,120   11,037,559   10,186,155   1,372,780   13,431,416   11,247,248   13,551,683   5,768,714   181,237   572,759   


  Corporations
Number of businesses............................ 532,426   689,412   47,542   211,993   36,756   306,352   97,866   257,525   316,138   N/A   21,980   
Business receipts.................................... 204,519,672   623,368,137   127,242,280   313,932,798   22,021,416   403,580,914   64,157,666   346,989,626   164,175,721   N/A   2,373,305   
Net income (less deficit)( ¹ ).................... 14,935,833   -3,906,788   84,733,578   5,987,563   816,534   8,171,921   1,232,220   11,155,487   5,828,456   N/A   -1,933   
Net income.............................................. 29,322,559   45,913,867   90,006,013   13,622,169   1,811,683   17,428,292   5,630,381   17,775,976   9,022,211   N/A   221,437   


Deficit...................................................... 14,386,726   49,820,656   5,672,434   7,634,605   995,148   9,256,371   4,398,161   6,620,488   3,193,756   N/A   223,369   
          C Corporations (2)


      Number of businesses...................... 212,680   263,494   26,357   72,978   15,125   163,465   35,395   93,618   141,282   N/A   11,747   
      Business receipts.............................. 138,723,611   400,696,546   122,928,517   204,978,744   13,743,225   304,962,586   34,866,246   227,687,772   85,900,693   N/A   1,307,517   
      Net income (less deficit).................... 1,450,889   -26,918,719   75,886,309   -487,166   96,848   -1,287,652   -405,031   6,497,107   1,021,006   N/A   -80,054   
      Net income........................................ 10,906,984   17,834,015   80,199,791   5,527,204   964,208   6,549,491   1,901,142   10,435,175   2,987,290   N/A   89,059   
      Deficit................................................ 9,456,094   44,752,734   4,313,482   6,014,369   867,359   7,837,142   2,306,173   3,938,068   1,966,285   N/A   169,112   


           S Corporations
      Number of businesses...................... 319,746   425,918   21,185   139,015   21,631   142,887   62,471   163,907   174,856   N/A   10,233   
      Business receipts.............................. 65,796,061   222,671,591   4,313,763   108,954,054   8,278,191   98,618,328   29,291,420   119,301,854   78,275,028   N/A   1,065,788   
      Total net income (less deficit)........... 13,484,944   23,011,931   8,847,269   6,474,729   719,686   9,459,573   1,637,251   4,658,380   4,807,450   N/A   78,121   
      Net income........................................ 18,415,575   28,079,852   9,806,222   8,094,965   847,475   10,878,801   3,729,239   7,340,801   6,034,921   N/A   132,378   
      Deficit................................................ 4,930,632   5,067,922   1,358,952   1,620,236   127,789   1,419,229   2,091,988   2,682,420   1,227,471   N/A   54,257   


  Partnerships
Number of businesses............................ 905,796   135,905   16,736   37,696   5,752   44,038   35,091   62,076   61,643   N/A   2,991   
Business receipts.................................... 61,899,580   193,998,910   5,974,447   40,370,566   2,033,451   73,247,847   38,443,515   89,091,640   15,045,733   N/A   276,756   
Net income (less deficit).......................... 51,598,841   42,945,726   7,299,884   1,771,173   75,145   9,758,764   -302,694   1,820,136   824,433   N/A   -4,276   
Net income.............................................. 91,406,835   49,516,987   12,665,010   2,978,182   241,673   12,575,743   4,028,424   7,499,357   1,556,234   N/A   18,979   
Deficit...................................................... 39,807,995   6,571,261   5,365,125   1,207,009   166,528   2,816,979   4,331,118   5,679,221   731,801   N/A   23,255   
          General (3)


      Number of businesses...................... 366,696   56,581   2,500   18,099   3,308   16,237   16,958   25,712   37,859   N/A   1,154   
      Business receipts.............................. 9,456,095   53,075,905   225,176   5,748,549   261,393   16,786,348   13,161,141   16,727,609   5,744,432   N/A   54,501   
      Net income (less deficit).................... 19,264,923   17,847,674   1,415,642   446,421   -11,057   4,648,902   1,140,120   1,252,200   632,191   N/A   20   
      Net income........................................ 24,838,280   18,442,731   3,472,805   548,912   35,265   4,820,173   1,789,919   1,752,693   753,859   N/A   2,402   
      Deficit................................................ 5,573,357   595,057   2,057,163   102,492   46,322   171,271   649,799   500,493   121,667   N/A   2,382   
          Limited (4)


      Number of businesses...................... 227,085   18,488   6,165   3,110   71   8,073   3,667   8,499   3,339   N/A   1,130
      Business receipts.............................. 21,684,835   83,972,072   1,707,402   11,778,902   315,263   28,416,653   12,912,004   35,097,027   2,346,855   N/A   --   
      Net income (less deficit).................... 23,225,545   21,002,777   3,325,341   363,944   101,644   2,698,524   -102,030   1,594,389   81,363   N/A   7,744   
      Net income........................................ 43,154,732   22,260,640   4,382,362   589,135   101,644   3,628,344   1,408,839   3,481,317   169,662   N/A   8,046   
      Deficit................................................ 19,929,187   1,257,863   1,057,022   225,191   --   929,821   1,510,869   1,886,928   88,298   N/A   302   


           LLC
      Number of businesses...................... 312,016   60,836   8,071   16,487   2,373   19,728   14,466   27,866   20,445   N/A   707   
      Business receipts.............................. 30,758,650   56,950,933   4,041,868   22,843,115   1,456,796   28,044,845   12,370,370   37,267,004   6,954,445   N/A   222,255   
      Net income (less deficit).................... 9,108,373   4,095,275   2,558,902   960,809   -15,442   2,411,338   -1,340,784   -1,026,453   110,878   N/A   -12,040   
      Net income........................................ 23,413,824   8,813,617   4,809,842   1,840,135   104,764   4,127,225   829,666   2,265,348   632,713   N/A   8,532   
      Deficit................................................ 14,305,450   4,718,341   2,250,940   879,327   120,206   1,715,888   2,170,450   3,291,801   521,835   N/A   20,572   


  Nonfarm Sole Proprietorships
Number of businesses............................ 935,076   2,444,845   N/A   1,549,153   352,295   1,595,395   1,075,614   322,460   1,725,721   226,867   250,384   
Business receipts.................................... 48,727,512   114,255,129   N/A   40,216,345   4,804,001   86,976,383   20,568,744   37,345,294   65,520,118   2,933,690   3,098,660   
Net income (less deficit).......................... 20,542,795   48,116,862   N/A   11,575,802   1,746,044   36,875,624   5,375,362   2,245,602   14,192,461   1,498,270   1,283,295   
Net income.............................................. 22,172,407   51,696,066   N/A   12,920,343   1,957,148   38,233,690   7,893,331   3,497,576   16,035,618   1,679,507   1,609,430   
Deficit...................................................... 1,629,612   3,579,203   N/A   1,344,541   211,104   1,358,066   2,517,969   1,251,974   1,843,157   181,237   326,135   


N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 2000 General Partnerships include partnerships listed on the tax return as General, Foreign, Other and blank.
4 For Tax Year 2000 Limited Partnerships include Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3D.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 2001
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses


Number of businesses............................ 25,605,898   528,224   173,580   19,566   3,124,732   662,521   3,674,362   1,129,498   426,500   1,059,181   


Business receipts.................................... 20,799,323,834   137,726,166   218,469,712   1,143,709,184   1,405,785,332   5,348,916,414   5,897,663,230   593,002,438   982,177,427   1,684,991,171   


Net income (less deficit).......................... 1,142,478,028   3,674,270   24,844,876   21,425,917   74,462,287   160,456,099   103,595,361   3,563,871   -44,851,759   386,021,771   


Net income.............................................. 1,851,745,213   14,046,103   39,158,379   36,088,138   95,238,192   313,684,796   171,974,002   29,819,784   83,596,193   468,340,204   


Deficit...................................................... 709,267,183   10,371,833   14,313,506   14,662,222   20,775,905   153,228,696   68,378,639   26,255,912   128,447,950   82,318,433   


  Corporations


Number of businesses............................ 5,135,591   140,806   31,776   7,802   624,478   278,995   963,403   164,492   115,435   220,895   


Business receipts.................................... 17,504,288,630   102,909,416   151,151,906   1,004,358,112   1,084,579,920   4,862,174,424   5,183,197,415   493,765,699   815,772,817   1,430,898,834   


Net income (less deficit)( ¹ ).................... 648,758,088   1,672,678   10,279,423   16,965,071   35,393,578   134,837,427   84,526,491   -6,441,292   -35,586,988   272,519,760   
Net income.............................................. 1,155,497,719   6,429,255   17,023,541   28,877,598   48,628,971   274,142,214   136,822,456   14,678,456   61,329,395   332,135,408   


Deficit...................................................... 506,739,630   4,756,577   6,744,121   11,912,527   13,235,392   139,304,786   52,295,963   21,119,748   96,916,381   59,615,647   
          C Corporations (2)


      Number of businesses...................... 2,149,105   66,284   13,908   5,941   238,116   139,508   440,523   73,304   52,769   99,141   


      Business receipts.............................. 13,813,168,479   56,153,283   130,106,865   999,589,343   535,734,095   4,359,364,517   3,647,616,000   399,221,076   765,512,006   1,363,009,858   


      Net income (less deficit).................... 461,071,171   1,221,679   5,628,672   16,585,894   9,018,523   110,021,373   43,425,834   -8,021,537   -36,958,491   260,174,240   


      Net income........................................ 906,633,873   3,080,882   11,766,438   28,371,482   16,948,122   241,206,592   85,924,640   10,290,662   54,766,601   316,581,583   


      Deficit................................................ 445,562,701   1,859,203   6,137,768   11,785,588   7,929,598   131,185,218   42,498,806   18,312,199   91,725,091   56,407,343   


           S Corporations


      Number of businesses...................... 2,986,486   74,522   17,868   1,861   386,362   139,487   522,880   91,188   62,666   121,754   


      Business receipts.............................. 3,691,120,151   46,756,133   21,045,041   4,768,769   548,845,825   502,809,907   1,535,581,415   94,544,623   50,260,811   67,888,976   


      Total net income (less deficit)........... 187,686,917   450,999   4,650,751   379,177   26,375,055   24,816,054   41,100,657   1,580,245   1,371,503   12,345,520   


      Net income........................................ 248,863,846   3,348,373   5,257,103   506,116   31,680,849   32,935,622   50,897,816   4,387,794   6,562,794   15,553,825   


      Deficit................................................ 61,176,929   2,897,374   606,353   126,939   5,305,794   8,119,568   9,797,157   2,807,549   5,191,290   3,208,304   


  Partnerships


Number of businesses............................ 2,132,117   117,343   27,269   2,757   127,374   36,514   146,402   25,483   26,091   261,682   


Business receipts.................................... 2,278,200,526   18,573,227   60,502,000   139,090,586   156,967,238   462,062,912   490,913,434   46,548,552   158,779,118   171,469,593   


Net income (less deficit).......................... 276,334,824   678,466   13,958,241   4,390,151   10,538,118   22,184,926   5,478,305   1,914,673   -10,946,478   99,627,703   


Net income.............................................. 446,069,172   5,276,110   20,573,102   7,123,443   15,132,697   35,451,133   14,795,537   5,487,560   19,994,802   119,943,530   


Deficit...................................................... 169,734,347   4,597,644   6,614,861   2,733,293   4,594,579   13,266,207   9,317,232   3,572,887   30,941,280   20,315,827   
          General (3)


      Number of businesses...................... 885,457   77,990   10,603   540   55,127   15,935   77,574   10,506   11,563   104,824


      Business receipts.............................. 464,251,886   4,268,379   13,138,627   9,480,774   40,243,629   118,149,292   91,105,525   6,962,623   44,097,606   17,133,339   
      Net income (less deficit).................... 101,830,079   1,761,759   2,912,285   1,276,453   3,618,801   8,855,695   2,287,250   1,223,053   2,102,636   30,644,767   


      Net income........................................ 128,591,551   3,197,829   6,431,979   1,748,849   4,592,540   10,282,879   3,358,011   1,873,241   6,528,094   34,437,101   


      Deficit................................................ 26,761,472   1,436,070   3,519,694   472,396   973,739   1,427,184   1,070,760   650,189   4,425,457   3,792,334   
          Limited (4)


      Number of businesses...................... 437,968   17,394   7,810   931   11,129   2,903   9,291   2,938   2,167   87,192


      Business receipts.............................. 876,234,279   3,827,239   18,267,977   72,523,323   39,803,876   145,959,928   187,696,593   14,272,618   66,649,516   113,439,079   


      Net income (less deficit).................... 127,448,902   -547,612   7,943,390   2,457,025   3,218,412   7,091,113   3,395,725   1,938,867   -5,262,980   44,697,072   


      Net income........................................ 187,146,566   674,613   9,236,149   3,930,377   4,374,005   11,892,494   4,867,844   2,590,253   8,199,391   49,805,651   


      Deficit................................................ 59,697,664   1,222,225   1,292,759   1,473,352   1,155,593   4,801,380   1,472,119   651,386   13,462,370   5,108,579   


           LLC


      Number of businesses...................... 808,692   21,959   8,856   1,287   61,117   17,677   59,537   12,038   12,361   69,665   


      Business receipts.............................. 937,714,361   10,477,609   29,095,395   57,086,489   76,919,733   197,953,692   212,111,316   25,313,311   48,031,996   40,897,175   


      Net income (less deficit).................... 47,055,843   -535,682   3,102,566   656,672   3,700,905   6,238,117   -204,671   -1,247,247   -7,786,135   24,285,864   


      Net income........................................ 130,331,055   1,403,668   4,904,974   1,444,217   6,166,151   13,275,760   6,569,682   1,024,066   5,267,317   35,700,778   


      Deficit................................................ 83,275,212   1,939,350   1,802,408   787,545   2,465,247   7,037,643   6,774,353   2,271,313   13,053,452   11,414,914   


  Nonfarm Sole Proprietorships


Number of businesses............................ 18,338,190   270,075   114,535   9,007   2,372,880   347,012   2,564,557   939,523   284,974   576,604   


Business receipts.................................... 1,016,834,678   16,243,523   6,815,806   260,486   164,238,174   24,679,078   223,552,381   52,688,187   7,625,492   82,622,744   


Net income (less deficit).......................... 217,385,116   1,323,126   607,212   70,695   28,530,591   3,433,746   13,590,565   8,090,490   1,681,707   13,874,308   


Net income.............................................. 250,178,322   2,340,738   1,561,736   87,097   31,476,524   4,091,449   20,356,009   9,653,768   2,271,996   16,261,266   


Deficit...................................................... 32,793,206   1,017,612   954,524   16,402   2,945,934   657,703   6,765,444   1,563,277   590,289   2,386,959   
Footnotes at end of table.
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Table 3D.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 2001--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,456,254   3,445,157   63,211   1,829,793   422,180   2,051,024   1,174,566   691,094   2,237,355   231,591   205,507   
Business receipts.................................... 325,077,096   965,106,321   182,587,302   421,976,061   31,760,887   608,972,873   133,977,372   456,267,719   255,091,915   2,837,353   3,227,862   
Net income (less deficit).......................... 93,243,970   97,673,057   91,333,150   22,302,092   2,325,169   63,600,568   4,380,651   11,682,493   20,182,517   1,473,603   1,088,067   
Net income.............................................. 153,082,125   155,617,014   105,838,162   32,032,024   4,023,737   75,985,681   17,359,662   26,257,997   26,597,037   1,718,877   1,287,104   
Deficit...................................................... 59,838,158   57,943,958   14,505,011   9,729,931   1,698,571   12,385,113   12,979,008   14,575,506   6,414,520   245,275   199,039   


  Corporations
Number of businesses............................ 539,965   709,837   47,866   223,999   38,480   327,338   102,631   259,465   325,602   N/A   12,325   
Business receipts.................................... 207,454,856   631,691,343   175,450,783   339,002,912   25,148,309   429,190,484   69,089,923   328,552,525   168,989,458   N/A   909,495   
Net income (less deficit)( ¹ ).................... 13,816,572   -1,095,827   85,179,993   8,299,302   472,261   12,584,750   938,959   9,954,901   4,484,029   N/A   -43,000   
Net income.............................................. 28,291,489   45,485,912   93,187,021   15,431,400   1,676,488   20,580,467   5,656,721   17,006,538   8,088,334   N/A   26,055   


Deficit...................................................... 14,474,918   46,581,740   8,007,027   7,132,097   1,204,229   7,995,717   4,717,760   7,051,638   3,604,305   N/A   69,057   
          C Corporations (2)


      Number of businesses...................... 208,012   260,025   26,419   72,341   14,407   157,124   35,406   92,568   144,389   N/A   8,916   
      Business receipts.............................. 138,430,430   394,400,768   170,384,509   209,587,067   14,424,654   308,545,859   35,905,198   203,384,005   81,561,619   N/A   237,329   
      Net income (less deficit).................... 1,139,392   -26,513,768   79,034,349   1,582,025   -203,819   452,528   -857,275   4,829,631   564,473   N/A   -52,552   
      Net income........................................ 10,248,856   15,170,503   84,389,567   7,018,266   751,968   6,990,796   1,676,821   8,789,384   2,645,990   N/A   14,720   
      Deficit................................................ 9,109,465   41,684,271   5,355,217   5,436,240   955,789   6,538,268   2,534,094   3,959,754   2,081,517   N/A   67,272   


           S Corporations
      Number of businesses...................... 331,953   449,812   21,447   151,658   24,073   170,214   67,225   166,897   181,213   N/A   3,409   
      Business receipts.............................. 69,024,426   237,290,575   5,066,274   129,415,845   10,723,655   120,644,625   33,184,725   125,168,520   87,427,839   N/A   *672,166   
      Total net income (less deficit)........... 12,677,180   25,417,941   6,145,644   6,717,277   676,080   12,132,222   1,796,234   5,125,270   3,919,556   N/A   9,552   
      Net income........................................ 18,042,633   30,315,409   8,797,454   8,413,134   924,520   13,589,671   3,979,900   8,217,154   5,442,344   N/A   *11,335   
      Deficit................................................ 5,365,453   4,897,469   2,651,810   1,695,857   248,440   1,457,449   2,183,666   3,091,884   1,522,788   N/A   *1,785   


  Partnerships
Number of businesses............................ 948,200   143,045   15,345   38,516   5,240   44,689   34,594   70,171   58,454   N/A   2,948   
Business receipts.................................... 68,470,179   214,642,623   7,136,519   43,650,320   1,763,853   86,253,831   43,679,315   90,282,581   17,267,790   N/A   146,854   
Net income (less deficit).......................... 59,019,298   49,938,292   6,153,157   2,687,888   113,020   11,321,467   -1,906,125   258,538   901,189   N/A   23,996   
Net income.............................................. 102,358,616   57,199,172   12,651,141   3,842,198   286,122   14,439,819   3,763,575   5,977,669   1,727,430   N/A   *45,516   
Deficit...................................................... 43,339,319   7,260,881   6,497,984   1,154,310   173,102   3,118,352   5,669,699   5,719,131   826,241   N/A   21,520   
          General (3)


      Number of businesses...................... 349,791   55,333   1,873   14,507   3,093   15,180   15,136   28,867   35,960   N/A   1,057   
      Business receipts.............................. 10,515,703   50,109,862   366,440   5,434,223   118,631   16,563,029   15,558,638   15,588,953   5,389,907   N/A   26,706   
      Net income (less deficit).................... 21,108,782   18,677,683   243,766   452,376   36,807   4,284,728   1,037,447   672,090   651,315   N/A   -17,615   
      Net income........................................ 25,674,465   19,675,697   1,876,643   619,709   47,723   4,443,501   1,712,566   1,295,820   794,902   N/A   --   
      Deficit................................................ 4,565,683   998,014   1,632,878   167,333   10,916   158,774   675,119   623,730   143,587   N/A   17,615   
          Limited (4)


      Number of businesses...................... 242,641   16,313   6,059   3,815   265   7,595   4,380   9,710   4,552   N/A   880
      Business receipts.............................. 22,428,847   97,702,096   1,870,339   10,857,367   437,989   32,767,467   12,506,439   32,746,417   2,456,353   N/A   20,815   
      Net income (less deficit).................... 26,599,055   26,578,068   4,033,049   1,044,300   113,397   3,814,195   -709,654   832,826   169,473   N/A   43,180   
      Net income........................................ 48,261,080   27,599,589   5,607,019   1,316,813   131,470   4,786,165   1,068,293   2,519,938   239,915   N/A   *45,508   
      Deficit................................................ 21,662,025   1,021,521   1,573,970   272,513   18,073   971,970   1,777,947   1,687,113   70,442   N/A   2,327   


           LLC
      Number of businesses...................... 355,768   71,399   7,413   20,195   1,882   21,914   15,078   31,594   17,942   N/A   1,011   
      Business receipts.............................. 35,525,630   66,830,666   4,899,740   27,358,730   1,207,233   36,923,335   15,614,238   41,947,211   9,421,530   N/A   99,333   
      Net income (less deficit).................... 11,311,461   4,682,540   1,876,343   1,191,212   -37,184   3,222,544   -2,233,917   -1,246,377   80,401   N/A   -1,569   
      Net income........................................ 28,423,072   9,923,886   5,167,479   1,905,676   106,929   5,210,152   982,716   2,161,910   692,613   N/A   *8   
      Deficit................................................ 17,111,610   5,241,345   3,291,136   714,464   144,113   1,987,608   3,216,633   3,408,288   612,213   N/A   1,577   


  Nonfarm Sole Proprietorships
Number of businesses............................ 968,089   2,592,275   N/A   1,567,278   378,460   1,678,997   1,037,341   361,458   1,853,299   231,591   190,234   
Business receipts.................................... 49,152,061   118,772,355   N/A   39,322,829   4,848,725   93,528,558   21,208,134   37,432,613   68,834,667   2,837,353   2,171,513   
Net income (less deficit).......................... 20,408,100   48,830,592   N/A   11,314,902   1,739,888   39,694,351   5,347,817   1,469,054   14,797,299   1,473,603   1,107,071   
Net income.............................................. 22,432,020   52,931,930   N/A   12,758,426   2,061,127   40,965,395   7,939,366   3,273,790   16,781,273   1,718,877   1,215,533   
Deficit...................................................... 2,023,921   4,101,337   N/A   1,443,524   321,240   1,271,044   2,591,549   1,804,737   1,983,974   245,275   108,462   
N/A - not applicable.
* Estimate should be used with caution because of the small number of sample returns on which it is based.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 2001 General Partnerships include partnerships listed on the tax return as General, Foreign, Other and blank.
4 For Tax Year 2001 Limited Partnerships include Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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Table 3E.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry, 
Tax Year 2002
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (10) (11) (12)
    All Businesses


Number of businesses............................ 26,434,293   562,647   169,687   17,283   3,060,857   628,868   3,753,503   1,153,198   372,249   1,134,714   


Business receipts.................................... 20,741,003,999   141,220,484   203,416,985   684,621,006   1,418,625,997   5,331,158,546   6,031,582,090   617,883,492   973,137,236   1,825,601,822   


Net income (less deficit).......................... 1,088,304,476   -203,658   14,324,289   48,277   69,152,166   148,924,229   112,870,246   2,520,763   -37,650,355   354,829,875   


Net income.............................................. 1,781,234,414   11,936,961   29,153,524   28,232,018   94,333,280   289,209,459   175,744,485   30,743,808   70,695,627   433,584,763   


Deficit...................................................... 692,929,935   12,140,619   14,829,237   28,183,742   25,181,113   140,285,228   62,874,239   28,223,045   108,345,980   78,754,887   


  Corporations


Number of businesses............................ 5,266,607   140,223   30,287   7,863   648,535   280,185   964,523   177,745   120,271   224,352   


Business receipts.................................... 17,297,125,146   107,931,393   142,247,484   537,883,736   1,080,555,117   4,822,650,951   5,278,843,887   510,816,998   799,441,224   1,573,271,535   


Net income (less deficit)( ¹ ).................... 596,524,021   181,253   1,828,515   -996,254   30,333,662   122,875,109   92,047,142   -8,071,329   -32,346,204   249,912,504   
Net income.............................................. 1,084,179,818   5,375,689   10,246,727   22,610,162   47,104,662   248,294,674   139,521,185   14,939,554   49,906,622   306,820,086   


Deficit...................................................... 487,655,795   5,194,437   8,418,213   23,606,417   16,770,999   125,419,563   47,474,044   23,010,883   82,252,824   56,907,581   
          C Corporations (2)


      Number of businesses...................... 2,112,229   62,926   13,689   6,148   229,765   136,154   421,528   79,150   53,442   101,495   


      Business receipts.............................. 13,455,844,038   55,913,447   123,353,269   534,775,345   508,439,348   4,310,253,648   3,683,137,171   404,314,605   747,803,342   1,499,651,364   


      Net income (less deficit).................... 413,045,088   -49,355   -694,500   -1,191,723   5,274,233   97,594,117   53,553,028   -10,159,325   -33,801,955   235,885,468   


      Net income........................................ 837,646,191   2,174,754   7,032,252   22,301,428   15,510,859   215,419,073   89,774,067   10,257,243   43,415,794   290,625,026   


      Deficit................................................ 424,601,101   2,224,109   7,726,753   23,493,152   10,236,625   117,824,954   36,221,039   20,416,569   77,217,748   54,739,558   


           S Corporations


      Number of businesses...................... 3,154,377   77,297   16,598   1,715   418,770   144,031   542,150   98,595   66,829   122,857   


      Business receipts.............................. 3,841,281,106   52,017,946   18,894,215   3,108,391   572,115,769   512,397,303   1,595,706,716   106,502,393   51,637,882   73,620,171   


      Total net income (less deficit)........... 183,478,933   230,608   2,523,015   195,469   25,059,429   25,280,992   38,494,114   2,087,996   1,455,751   14,027,036   


      Net income........................................ 246,533,627   3,200,935   3,214,475   308,734   31,593,803   32,875,601   49,747,118   4,682,311   6,490,828   16,195,060   


      Deficit................................................ 63,054,694   2,970,328   691,460   113,265   6,534,374   7,594,609   11,253,005   2,594,314   5,035,076   2,168,023   


  Partnerships


Number of businesses............................ 2,242,169   117,667   29,549   2,507   134,114   38,364   159,813   26,007   28,580   263,024   


Business receipts.................................... 2,414,187,093   18,493,176   54,836,750   146,591,432   169,589,554   485,032,481   537,823,272   52,184,396   167,226,832   175,974,554   


Net income (less deficit).......................... 270,667,169   -1,120,675   11,994,183   1,059,594   10,726,523   23,367,624   8,680,372   2,936,996   -6,541,677   89,250,979   


Net income.............................................. 439,761,741   4,541,707   17,592,960   5,596,380   15,771,154   37,340,960   16,237,421   6,209,734   19,058,239   108,763,922   


Deficit...................................................... 169,094,572   5,662,382   5,598,778   4,536,786   5,044,631   13,973,337   7,557,049   3,272,738   25,599,916   19,512,943   
          General (3)


      Number of businesses...................... 841,299   74,586   10,152   304   49,924   13,524   74,751   7,786   9,363   100,760


      Business receipts.............................. 467,422,866   4,111,608   15,806,315   7,866,688   40,873,429   121,586,703   78,246,760   6,872,176   44,541,936   19,476,261   
      Net income (less deficit).................... 100,914,057   326,094   2,363,373   799,754   3,375,292   7,399,312   2,441,551   1,348,451   2,776,913   30,381,653   


      Net income........................................ 125,748,798   2,481,044   5,511,800   1,341,755   4,238,104   8,947,265   3,420,744   1,933,698   5,949,747   33,270,302   


      Deficit................................................ 24,834,741   2,154,950   3,148,427   542,001   862,812   1,547,954   979,193   585,247   3,172,835   2,888,649   
          Limited (4)


      Number of businesses...................... 454,741   17,512   8,518   967   13,317   4,313   12,452   2,855   2,883   87,169


      Business receipts.............................. 931,055,315   3,426,772   16,373,002   68,858,403   40,037,930   152,191,353   232,630,290   19,499,553   71,639,619   106,282,223   


      Net income (less deficit).................... 121,126,936   -629,960   6,717,840   -220,262   2,605,478   9,847,500   3,814,619   2,406,473   -112,165   35,320,086   


      Net income........................................ 178,135,683   549,170   7,643,989   2,487,910   3,939,865   14,210,050   5,449,308   2,998,487   9,272,006   41,900,615   


      Deficit................................................ 57,008,747   1,179,129   926,149   2,708,172   1,334,388   4,362,550   1,634,689   592,014   9,384,171   6,580,529   


           LLC


      Number of businesses...................... 946,130   25,569   10,879   1,236   70,873   20,528   72,610   15,366   16,335   75,095   


      Business receipts.............................. 1,015,708,912   10,954,796   22,657,433   69,866,341   88,678,195   211,254,425   226,946,222   25,812,666   51,045,277   50,216,070   


      Net income (less deficit).................... 48,626,175   -816,809   2,912,970   480,102   4,745,754   6,120,812   2,424,202   -817,928   -9,206,425   23,549,240   


      Net income........................................ 135,877,260   1,511,493   4,437,171   1,766,715   7,593,185   14,183,645   7,367,370   1,277,548   3,836,485   33,593,005   


      Deficit................................................ 87,251,084   2,328,303   1,524,201   1,286,613   2,847,431   8,062,833   4,943,168   2,095,477   13,042,910   10,043,765   


  Nonfarm Sole Proprietorships


Number of businesses............................ 18,925,517   304,757   109,851   6,913   2,278,208   310,319   2,629,167   949,446   223,398   647,338   


Business receipts.................................... 1,029,691,760   14,795,915   6,332,751   145,838   168,481,326   23,475,114   214,914,931   54,882,098   6,469,180   76,355,733   


Net income (less deficit).......................... 221,113,286   735,764   501,591   -15,063   28,091,981   2,681,496   12,142,732   7,655,096   1,237,526   15,666,392   


Net income.............................................. 257,292,855   2,019,565   1,313,837   25,476   31,457,464   3,573,825   19,985,879   9,594,520   1,730,766   18,000,755   


Deficit...................................................... 36,179,568   1,283,800   812,246   40,539   3,365,483   892,328   7,843,146   1,939,424   493,240   2,334,363   
Footnotes at end of table.
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Table 3E.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry, 
Tax Year 2002--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses


Number of businesses............................ 2,585,913   3,553,985   66,826   2,030,303   443,425   2,104,237   1,259,014   711,374   2,347,198   256,606   222,407   


Business receipts.................................... 326,365,476   994,707,323   181,076,985   434,450,537   31,962,231   647,296,654   142,366,794   502,106,590   246,454,926   3,008,913   3,959,910   


Net income (less deficit).......................... 88,486,346   108,603,239   93,713,668   21,559,264   2,497,018   71,897,581   5,026,449   8,914,092   19,504,855   1,767,093   1,519,038   


Net income.............................................. 154,030,315   159,757,591   109,455,165   33,137,274   4,453,305   83,381,275   18,266,440   24,841,983   26,595,564   1,964,550   1,717,027   


Deficit...................................................... 65,543,969   51,154,352   15,741,496   11,578,010   1,956,286   11,483,693   13,239,991   15,927,891   7,090,710   197,457   197,991   


  Corporations


Number of businesses............................ 570,639   736,005   48,053   231,412   41,317   334,305   110,609   271,527   321,134   N/A   7,620   


Business receipts.................................... 205,206,751   651,992,903   170,514,329   338,209,323   24,509,009   448,427,967   72,674,159   372,418,853   159,401,281   N/A   128,244   


Net income (less deficit)( ¹ ).................... 10,916,823   5,529,606   86,974,150   5,569,376   1,074,846   17,201,986   1,287,165   8,690,367   3,530,796   N/A   -15,492   
Net income.............................................. 27,306,140   45,588,917   97,401,257   13,923,247   1,920,404   24,207,526   5,595,830   16,130,502   7,260,820   N/A   25,814   


Deficit...................................................... 16,389,317   40,059,312   10,427,107   8,353,871   845,557   7,005,539   4,308,665   7,440,134   3,730,024   N/A   41,308   
          C Corporations (2)


      Number of businesses...................... 210,506   255,885   26,274   74,456   16,010   155,300   36,195   93,686   134,581   N/A   5,039   


      Business receipts.............................. 129,234,183   393,523,705   165,001,246   210,732,359   14,327,839   319,820,278   38,335,364   240,354,090   76,835,603   N/A   37,832   


      Net income (less deficit).................... -894,004   -19,657,410   80,499,994   -1,021,791   402,377   2,985,478   -441,061   4,628,666   140,666   N/A   -7,815   


      Net income........................................ 9,450,869   14,936,926   89,169,833   5,647,487   969,788   8,441,367   1,603,174   8,696,227   2,209,287   N/A   10,737   


      Deficit................................................ 10,344,872   34,594,337   8,669,839   6,669,278   567,411   5,455,888   2,044,235   4,067,560   2,068,622   N/A   18,552   


           S Corporations


      Number of businesses...................... 360,133   480,120   21,779   156,956   25,307   179,005   74,414   177,841   186,553   N/A   2,581   


      Business receipts.............................. 75,972,568   258,469,198   5,513,083   127,476,964   10,181,170   128,607,689   34,338,795   132,064,763   82,565,678   N/A   90,412   


      Total net income (less deficit)........... 11,810,827   25,187,016   6,474,156   6,591,167   672,469   14,216,508   1,728,226   4,061,701   3,390,130   N/A   -7,677   


      Net income........................................ 17,855,271   30,651,991   8,231,424   8,275,760   950,616   15,766,159   3,992,656   7,434,275   5,051,533   N/A   15,077   


      Deficit................................................ 6,044,445   5,464,975   1,757,268   1,684,593   278,146   1,549,651   2,264,430   3,372,574   1,661,402   N/A   22,756   


  Partnerships


Number of businesses............................ 999,786   145,612   18,773   44,405   6,269   47,468   42,691   77,698   57,121   N/A   2,724   


Business receipts.................................... 67,802,229   217,768,361   10,562,656   51,362,821   2,430,063   101,791,775   46,693,674   92,954,528   14,793,210   N/A   275,329   


Net income (less deficit).......................... 54,988,398   54,436,614   6,739,518   3,671,249   -398,521   13,429,774   -1,828,953   -1,385,726   533,605   N/A   127,291   


Net income.............................................. 102,101,478   61,011,977   12,053,908   5,008,766   369,900   16,601,502   4,209,000   5,532,794   1,598,305   N/A   161,634   


Deficit...................................................... 47,113,080   6,575,362   5,314,389   1,337,517   768,421   3,171,728   6,037,953   6,918,520   1,064,700   N/A   34,343   
          General (3)


      Number of businesses...................... 330,998   51,653   3,166   18,402   1,706   14,200   17,740   27,750   32,421   N/A   2,114   


      Business receipts.............................. 8,961,887   58,420,546   1,215,411   5,515,365   245,495   18,304,199   15,373,595   14,984,086   4,799,322   N/A   221,085   
      Net income (less deficit).................... 18,639,017   21,822,755   1,989,804   595,616   34,903   4,718,857   829,393   513,055   538,678   N/A   19,587   


      Net income........................................ 23,063,746   23,018,322   3,150,819   731,826   41,553   4,900,516   1,799,920   1,178,681   727,927   N/A   40,968   


      Deficit................................................ 4,424,728   1,195,567   1,161,016   136,210   6,650   181,659   970,527   665,686   189,250   N/A   21,381   
          Limited (4)


      Number of businesses...................... 246,080   20,392   5,780   4,795   451   8,405   4,238   11,400   3,125   N/A   90   


      Business receipts.............................. 21,445,241   100,612,413   1,895,174   11,695,703   348,590   37,776,105   12,460,189   31,890,243   1,992,512   N/A   --   


      Net income (less deficit).................... 25,647,581   27,214,119   2,600,821   1,148,316   -354,503   4,718,795   -281,642   503,639   60,922   N/A   119,281   


      Net income........................................ 46,905,081   28,159,530   3,848,931   1,279,723   107,709   5,582,047   1,201,222   2,238,646   241,963   N/A   119,430   


      Deficit................................................ 21,257,501   945,411   1,248,110   131,407   462,213   863,252   1,482,864   1,735,007   181,041   N/A   149   


           LLC


      Number of businesses...................... 422,708   73,567   9,826   21,208   4,112   24,863   20,713   38,548   21,574   N/A   520   


      Business receipts.............................. 37,395,101   58,735,402   7,452,071   34,151,754   1,835,978   45,711,471   18,859,890   46,080,199   8,001,376   N/A   54,244   


      Net income (less deficit).................... 10,701,800   5,399,740   2,148,894   1,927,317   -78,921   3,992,121   -2,376,704   -2,402,420   -65,994   N/A   -11,577   


      Net income........................................ 32,132,652   9,834,125   5,054,157   2,997,217   220,637   6,118,939   1,207,858   2,115,407   628,415   N/A   1,235   


      Deficit................................................ 21,430,851   4,434,385   2,905,263   1,069,900   299,558   2,126,817   3,584,562   4,517,827   694,409   N/A   12,812   


  Nonfarm Sole Proprietorships


Number of businesses............................ 1,015,488   2,672,368   N/A   1,754,486   395,839   1,722,464   1,105,714   362,149   1,968,943   256,606   212,063   


Business receipts.................................... 53,356,496   124,946,059   N/A   44,878,393   5,023,159   97,076,912   22,998,961   36,733,209   72,260,435   3,008,913   3,556,337   


Net income (less deficit).......................... 22,581,125   48,637,019   N/A   12,318,639   1,820,693   41,265,821   5,568,237   1,609,451   15,440,454   1,767,093   1,407,239   


Net income.............................................. 24,622,697   53,156,697   N/A   14,205,261   2,163,001   42,572,247   8,461,610   3,178,687   17,736,439   1,964,550   1,529,579   


Deficit...................................................... 2,041,572   4,519,678   N/A   1,886,622   342,308   1,306,426   2,893,373   1,569,237   2,295,986   197,457   122,340   
N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
2 For Tax Year 2002 General Partnerships include partnerships listed on the tax return as General, Foreign, Other and blank.
3 For Tax Year 2002 Limited Partnerships include Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.








- 57 -


234,465247,635
262,710269,808300,050316,630320,377


277,604


0


100,000


200,000


300,000


400,000


1996 1997 1998 1999 2000 2001 2002 2003


Tax Year


Sc
he


du
le


 H
 F


ili
ng


s


Source: Individual Return Transaction File, various years


Geographic Variation in Schedule H Filing Rates:  Why 
Should Location Influence the Decision To Report 


"Nanny" Taxes?
Kim M. Bloomquist, Internal Revenue Service, and Zhiyong An, Department of Economics, 


University of California, Berkeley Institute


T he Schedule H is the Internal Revenue Service 
(IRS) form used to report Social Security and 
Medicare taxes on wages of $1,400 or more paid 


to household employees. The IRS defines a household 
employee as someone whose work details are controlled 
by the employer. A Schedule H is not required to be 
filed when household work is performed by an agency 
employee or by a self-employed individual. In the for-
mer case, the agency is responsible for work-related 
details such as who does the work and how it is done. 
Similarly, a self-employed individual is someone who 
controls his or her work schedule, provides their own 
tools or equipment, and offers services to the general 
public.


The Schedule H has been referred to as the “nanny 
tax” form since the early 1990s when several of Presi-
dent Clinton’s political appointees were discovered to 
have either hired undocumented workers or failed to 
pay Schedule H employment taxes on former house-
keepers. More recently, President George W. Bush’s 
initial Cabinet head selections for the departments of 
Homeland Security and Labor were scuttled, in part, 
for “nanny tax” violations.


These high-profile cases reinforce the commonly-
held belief that people perceive little risk in not paying 
household employment taxes (barring the possibility 
of being asked to serve as a Cabinet secretary). This 


perception is supported by industry experts with first-
hand knowledge of compensation practices in this area. 
Pat Cascio, Board President of the International Nanny 
Association, recently stated, “A high percentage of nan-
nies are not paid legally. Some people don’t want the 
extra work or hassle of dealing with taxes. They’d rather 
pay their nannies out-of-pocket.”1 If such attitudes are 
common among people who can afford to hire full-time 
nannies, it is probably true also for many middle and 
upper-middle income families who would like to hire 
someone to provide part-time care for an elderly parent 
or younger children.


The Wall Street Journal recently pointed to the large 
drop in the number of Schedule H filings (Figure 1) as 
an indicator of a growing evasion problem.2 While this 
is one possibility, there are other possible explanations 
for this phenomenon. For example, a decline in Schedule 
H filings would result if more work in the household 
sector is being done either by the self-employed or 
employees of service firms. As noted above, this could 
relieve the householder of the legal requirement for 
filing a Schedule H. However, data from the Bureau of 
Labor Statistics show that between 1999 and 2004 the 
number of child care workers (i.e., individuals who are 
not self-employed) grew from 377,110 to 513,110 and 
the number of personal and home care aides rose from 
300,500 to 532,490.3 These figures likely include at least 
some workers who are non-agency employees and sug-


Figure 1.--Number of Schedule H Filings:  TY 1996-2003
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gest that employment growth in these occupations has 
been strong even as Schedule H filings have declined.


A second possible explanation for the decline in 
Schedule H filings not related to evasion could be a fall 
in demand for the kinds of services offered by household 
workers. But, the recent strong employment growth 
for child-care and home health-care aides runs counter 
to this view. Also, as we shall see in the next section, 
Schedule H filing is strongly correlated with high-income 
households. Between TY 1996 and 2003, the number 
of taxpayers reporting adjusted gross income (AGI) of 
$500,000 or more grew from 333,896 to 559,068, an 
increase of 67 percent. In addition to the jump in number 
of high-income earners, the Census Bureau reports that 
the number of family households grew from 69.3 mil-
lion in 1995 to 75.6 million in 2003. Presumably, at least 
some of these new families would increase the demand 
for nannies and other household services.


A third possible explanation for the decline in Sched-
ule H filings is the “outsourcing” of jobs to non-U.S. citi-
zens. One example of this is the growing popularity of au 
pairs as an alternative to nannies for in-home child care. 
Au pairs are foreign citizens between 18 and 26 years 
old and must live with their host U.S. family for a period 
of not more than two years. The U.S. State Department, 
which issues J-1 visas to au pairs, reports the number 
of such visas increased from 11,171 in 2003 to 15,297 
in 2004.4 However, even if the entire increase in au pair 
visas displaced an equivalent number of nannies, this 
could only account for one-third of the drop in Schedule 
H filings between these two years (see Figure 1).


The use of undocumented workers represents 
another avenue to outsource jobs in the household sec-
tor. When an undocumented worker is hired both the 
employer and employee have an incentive not to report 
employment taxes. By evading taxes, employers can 
pay higher cash wages and workers can stay “invisible” 
to both tax and immigration authorities. Reports of the 
growing numbers of undocumented household employ-
ees recently prompted even the Wall Street Journal to 
declare, “Nannies are among the most exploited workers 
in the country.”5 As evidence of the growing practice of 
hiring undocumented workers we need look no further 
than the aforementioned high profile political appointee 


cases, all of whom paid undocumented aliens to work 
in their homes.


However, it is unclear if the mere presence of a large 
supply of willing undocumented workers is contributing 
to the falling trend of Schedule H filing. For example, if 
the cost of hiring a citizen or documented non-citizen to 
perform household tasks is prohibitive, households may 
forgo hiring domestic help altogether and do the work 
themselves or with other family members. By lower-
ing the cost of labor, a large undocumented workforce 
may induce demand for household help that wouldn’t 
otherwise exist. In other words, if all undocumented 
household workers were somehow removed from the 
workforce, this would not necessarily produce an in-
crease in Schedule H filing.


The purpose of this paper is to identify factors 
associated with Schedule H filing and to determine if 
these factors can account for the recent decline in filing 
activity. In the next section we examine tax return and 
other data to identify socioeconomic characteristics of 
Schedule H filers. The third section presents our analysis 
of the data using a probit specification of Schedule H 
filing rates for TY 2003 by 3-digit zip codes and an OLS 
model of the change in state filing rates between TY 1996 
and 2003. The fourth section discusses the implications 
of our empirical findings and offers several hypotheses 
to account for the geographic variation in filing behavior 
that does not appear to be explained by other factors. 
Finally, we summarize our main findings and briefly 
outline our plans for future research on this topic.


	Schedule H Filer Characteristics


We obtained data for this study from individual tax 
returns filed between 1997 and 2004 (corresponding 
to TYs 1996 to 2003). Table 1 displays selected char-
acteristics of TY 2003 taxpayers by Schedule H filing 
status. The characteristics were chosen based on a priori 
judgment regarding the types of taxpayers who employ 
household labor and the kinds of services provided.


Table 1 shows a majority (54 percent) of Schedule H 
filers reported AGI of $150,000 or more in TY 2003. Per-
haps because married taxpayers also tend to have higher 
incomes we see that Schedule H filers are more likely 
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Table 1.--Selected Taxpayer Characteristics:  TY 2003


Taxpayers


Married
Filing Joint 


Filing
Status


Children Living 
at Home 


Exemptions
Count Percent Percent Percent Average


No 131,792,518   3.47% 41.46% 12.50% 0.612               
Yes 234,465          54.18% 68.06% 38.77% 0.914               
Total 132,026,983   3.56% 41.51% 12.54% 0.613               


Source:  Individual Return Transaction File


Reported AGI 
Over $150,000


Taxpayer
Age 65+Filed


Schedule H?


to file jointly than non-Schedule H filers. Persons 65 or 
more years old accounted for 38.8 percent of all Schedule 
H filings even though this age group represented only 
12.5 percent of all taxpayers. Finally, Schedule H filers 
also claim more exemptions for children living at home 
than other filers (an average of 0.914 exemptions versus 
0.612 exemptions for non-Schedule H filers).


Figure 2 displays TY 2003 Schedule H filing rates by 
state. The filing rate (per 100,000 taxpayers) is defined 
as the number of Schedule H filings divided by the total 
number of individual income tax filers (including Forms 


1040, 1040A, and 1040EZ). From Figure 2, we see that 
the District of Columbia, Maryland, and Virginia have 
the nation’s highest filing rates. The three-state combined 
average of 508 Schedule H filings per 100,000 returns 
is 3.1 times the national average of 161 filings.6 The 
filing rate for the District of Columbia (1,021 filings 
per 100,000 returns) is more than six times the national 
average.


A second feature of Figure 2 appears to show that 
taxpayers in Southern states are more likely to file a 
Schedule H than taxpayers in Midwestern and Northern 


Figure 2.--Schedule H Filing Rates by State:  TY 2003
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Region State Zip Codes
Filing Rate


(per 100,000)


Percent of 
National Average 


Filing Rate


Per Capita 
Income
(1999)


Bethesda/Silverspring MD 208-209 1,993 1238% $35,538
DC DC 200&202-205 1,841 1144% $28,569
New York NY 100-102 1,265 786% $43,077
Greenwich/Norwalk CT 068-069 822 510% $45,815
Alexandria/Fairfax VA 201&220-223 778 483% $34,499
Charleottesville VA 229 728 452% $22,547
Scarsdale/White Plains NY 105-108 708 440% $36,194
Dallas TX 752-753 694 431% $23,489
Morristown NJ 079 649 403% $48,839
Great Neck NY 110 602 374% $35,869
Beverly Hills/Culver City/Torrance CA 902-905 552 343% $24,897
Pasadena CA 910-912 530 329% $27,069
San Francisco/Palo Alto CA 940-941&943-944 517 321% $36,949
Houston TX 770&772 497 309% $20,830
Los Angeles CA 900-901 472 293% $18,041
Mill Valley CA 949 451 280% $38,630
Selma AL 367 443 275% $13,347
Greenville MS 387 409 254% $12,370
Shreveport LA 710-711 402 250% $16,965
Farmville VA 239 385 239% $15,384
Source:  Individual Return Transaction File; U.S. Census Bureau (per capita income)


states. A difference of means test for Schedule H filing 
rates finds that the average filing rate of 226 filings per 
100,000 taxpayers in 11 southern states7 is statistically 
distinct (p< 0.001) from the national average. Finally, 
higher filing rates also occur in the northeastern states 
of Connecticut and New York and in California.


Spatial Variation in Filing Rates


To examine the spatial variation of Schedule H filing 
in greater detail, we disaggregated the data by 3-digit 
zip code. For example, in California the zip codes with 
the highest filing rates are clustered near Los Ange-
les and San Francisco. Other major urban areas with 
high filing rates include New York City, Chicago, and 
Houston. From the analysis of tax return data we were 
not surprised to find Schedule H filers concentrated in 
high-income urban centers. However, we were surprised 
to find elevated Schedule H filing rates in a number of 


small southern cities such as Farmville, VA, Selma, AL, 
Greenville, MS, and Shreveport, LA. Table 2 lists the 20 
zip code areas with the highest filing rates.


The unusually high Schedule H filing rates in and 
near the nation’s capital and, to a lesser extent, in the 
southern states appear puzzling given relative levels of 
per capita income (Table 2). In the case of Washington, 
D.C., we hypothesized that the high Schedule H filing 
rates could be related to the region’s role as the seat of 
Federal authority and the large population of Federal 
civilian and military personnel living in the area. There 
are several reasons why this might be the case. First, due 
to their choice of career, Federal government workers 
might identify more with the government obligation to 
report and pay taxes than non-Federal taxpayers (Ak-
erlof and Kranton, 2000, 2002 and 2005). According to 
Akerlof and Kranton, the concept of identity implies 
that if an individual’s actual behavior deviates from the 


Table 2.--Twenty Zip Code Areas with the Highest Schedule H Filing Rates:  TY 2003 
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ideal behavior associated with the individual’s identifi-
cation, then the individual experiences a loss of utility. 
If we apply the concept of identity in the context of tax 
compliance, the intuition is clear: 1) People are identi-
fied with the tax system; 2) The ideal behavior (norms) 
associated with this identification is that people think 
they should comply with the tax system and pay the ap-
propriate amount of tax; and 3) If people evade tax and 
thus their actual behavior departs from the ideal behavior, 
they will lose utility. Under this interpretation, people 
would differ by whether they are identified with the tax 
system or not and to what extent.


A second reason why Federal employees might be 
motivated to comply is a belief that they would face harsh 
penalties for modest infractions of the law. For example, 
Section 1203b of the Revenue Reform Act (RRA) of 
1998 requires termination of employment for any IRS 
employee who fails to timely file a tax return; even if a 
refund is owed. In addition to potentially career-ending 
penalties, Federal employees might believe they are sub-
ject to a higher level of tax scrutiny than members of the 
general public – a belief that is not entirely unfounded. 
In order to allocate its staff to those cases it deems the 
highest priority, the IRS classifies each new collection 
case. In recent years, the top three priority categories 
– in decreasing order of importance – have been: (1) 
open criminal investigations, (2) IRS employees, and 
(3) Federal employees and retirees. Other things being 
equal, collection cases assigned a higher priority are 
more likely to be worked. Therefore, Federal employees 
and retirees who fall behind in their tax obligations stand 
a greater chance of being contacted by the IRS than most 
other taxpayers.


This explanation is consistent with the standard 
model on tax compliance (Allingham and Sandmo, 
1972).  The standard tax compliance model is based 
on traditional expected utility theory. In this model, a 
rational individual takes his income ( )W  that is un-
known to the tax authorities, the tax rate( )t , the audit 
probability ( )p , and the penalty rate ( )f  as given and 
chooses his declared income( )X . After the individual 
declares his income, and if his declared income is less 
than his true income, he faces two possibilities: 1) With 
probability ( )p−1 , he will not be audited by the tax 


authorities so that he gains by ( )XWt − ; and 2) With 
probability p , he will be audited and the tax authori-
ties will then know his true income. The consequence 
is that he will have to pay tax on the undeclared income 
( )XW −  at penalty rate ( )f  that is greater than tax rate
( )t . In other words, he will lose by  
The individual chooses his optimal declared income 
( )*X  by maximizing his expected utility function: 
        XWftXWputXWupUE  1 . The 


model implies that increasing audit probability ( )p  or 
penalty rate ( )f  can reduce tax evasion.


In order to test the hypothesis of higher filing compli-
ance by Federal employees, we compared Schedule H 
filing rates for IRS employees who reported more than 
$150,000 AGI in TY 2003 to non-IRS employee filers 
in the same income category. [We wanted to use data on 
all Federal employees but were unable to obtain payroll 
data from the Office of Personnel Management in time 
for this study.] Table 3 displays the frequency counts 
of Schedule H filers by IRS employment status. A Chi-
Square value of 16.298 indicates that IRS employees 
with reported AGI over $150,000 are more likely to 
file a Schedule H than non-IRS employees8 in the same 
income group. However, the motive for this behavior 
(whether identification with government as in Akerlof 
and Kranton (2000, 2002 and 2005) or fear of detection 
as in the traditional evasion literature) remains an open 
question.


Besides Federal employees, other D.C. area resi-
dents whose careers are tied directly or indirectly (e.g., 
lobbyists) to the Federal sector also might be motivated 
to comply with tax laws covering household employees. 
Barbara Kline, owner of a nanny placement service in 
the Washington, D.C. area, observed the following about 
the Bernard Kerik situation, “Maybe his illegal nanny 
didn’t seem like a problem in New York, but any pro-
fessionally ambitious Washington parent knows enough 
by now to play strictly by the rules. They make sure to 
hire either domestic or documented foreign help, and 
pay their social security, disability, and unemployment 
‘nanny’ taxes” (Kline, 2005). Another factor enhancing 
awareness of this issue in the Washington, D.C. area is 
the prominent press coverage in the Washington Post and 
other media outlets. Therefore, we believe that the high 
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Schedule H filing rates in Washington, D.C. and in the 
bordering states of Maryland and Virginia, could reflect, 
in part, a stronger imperative in the minds of taxpayers 
living in and near the nation’s capital of the obligation to 
report and pay Federal household employment taxes.


Finally, from Table 2 we note that communities such 
as Greenville, MS and Selma, AL neither have large 
high-income sub-populations or a significant Federal 
presence which might account for the higher observed 
Schedule H filing rates. Therefore, our tentative working 
hypothesis is that the higher filing rates in the southern 
states is a relic of historical and cultural factors that 
have traditionally viewed the hiring of household help 
as more socially acceptable than in other parts of the 
nation.9 In support of this view, we point out that the 
combined Schedule H filing rate for high income tax-
payers (i.e., with reported AGI of $150,000 or more) in 
Puerto Rico and the Virgin Islands is nearly 100 times 
the U.S. average. Although both Puerto Rico and the 
Virgin Islands are not included in this study due to their 
unique taxpayer populations, such large differences in 
Schedule H filing activity suggest that cultural factors 
could also be responsible for the higher filing rates in 
the South.   


Temporal Change in Filing Rates


Figure 3 and Table 4 show the change in Schedule H 
filing rates by state from TY 1996 to 2003. The national 
trend of declining filing activity is reflected in every 
state without exception. The states with the largest rate 
declines are located in the South and in the Washington, 
D.C. area. However, bear in mind states in these regions 


had higher initial levels of filing meaning that a change 
with the same relative impact on all states would result 
in disproportionate absolute rate changes in states in the 
South and in the D.C. area.


This relationship is seen more clearly in Table 4. For 
example, both Michigan and Alabama experienced a 43.7 
percent decline in Schedule H filing rates between 1996 
and 2003. However, the filing rate for Alabama fell by 
194 Schedule H filings per 100,000 returns whereas for 
Michigan the equivalent relative change resulted in a 
decline of only 52 filings per 100,000 tax returns.


However, these regional differences do not explain 
why Schedule H filing rates fell in all states during this 
period. To shed some light on this issue we turn to Table 5 
which shows the change in Schedule H filing by reported 
AGI in TY 1996 and 2003. The number of Schedule H 
filings has declined in all AGI categories except for those 
households that reported AGI of $500,000 or more. In 
TY 1996, households reporting less than $100,000 AGI 
accounted for 43 percent of all Schedule H filings, but 
by 2003 this group’s share had fallen to 33 percent of 
a smaller total. Taxpayers with reported AGI less than 
$100,000 accounted for over 70 percent of the total de-
cline of 85,912 Schedule H filings between TY 1996 and 
2003. Although the number of Schedule H filings grew 
among taxpayers with more than $500,000 in reported 
AGI, the overall filing rate fell because the number of 
filers in this income group grew faster than the number 
of new Schedule H filers.


Although taxpayers with AGI less than $100,000 
account for most of the decline in number of Schedule 


IRS Employee No Yes Total
No 4,744,126 126,850 4,870,976


97.4% 2.6% 100.0%
Yes 5,246 189 5,435


96.5% 3.5% 100.0%
Total 4,749,372 127,039 4,876,411


97.4% 2.6% 100.0%
Source:  Individual Return Transaction File


Schedule H Filer
TY 2003 Filers with AGI > $150K


Table 3.--Schedule H Filing by IRS Employees and Others with Reported AGI of $150,000 or More: TY 2003 







- 63 -


geograPhic variation in scheDuLe h fiLing rates


-200
DC


-194
AL


-183
VA


-168
SC


-164
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-157
GA-144


MS


-138
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-133
MD


-131
NC


-129
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-119
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-117
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-116
VT


-116
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-112
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-110
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-107
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-101
MO


-97
NM


-95
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-94
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-86
ND


-84
IA-79


NE


-76
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-71
CT


-69
AZ


-65
CO


-63
NH


-60
IN


-58
WY


-58
OR


-57
OH


-55
MN


-54
WI


-52
MI


-50
SD


-49
IL


-49
NJ


-47
ID


-47
WA


-46
NY


-45
PA


-40
MA


-40
MT


-36
RI


-35
AK


-31
UT


-27
NV


-22
HI


Change*100000
-300 to -200,  1  1.0%
-200 to -150,  5  5.0%
-150 to -100,  13  12.9%
-100 to -50,  18  17.8%
-50 to 0,  14  13.9%
No data


State Number Percent State Number Percent
North Dakota -85.7 -55.3% Delaware -94.3 -39.1%
Iowa -83.8 -47.4% New Mexico -96.5 -38.5%
West Virginia -117.4 -46.9% South Dakota -49.5 -38.3%
Oklahoma -111.7 -46.0% Ohio -57.2 -38.1%
Kansas -110.4 -45.9% Utah -31.2 -36.0%
Arkansas -107.2 -45.8% Pennsylvania -44.7 -35.3%
Wisconsin -53.7 -45.1% New Hampshire -63.1 -35.2%
South Carolina -168.3 -45.0% Colorado -65.1 -34.6%
Georgia -156.7 -44.4% Nevada -26.7 -33.5%
Kentucky -115.9 -44.3% Rhode Island -35.8 -33.4%
Missouri -101.0 -44.3% Minnesota -54.8 -33.3%
Michigan -52.2 -43.7% Texas -128.9 -33.0%
Alabama -193.6 -43.7% Montana -39.9 -32.9%
Indiana -60.4 -43.3% Wyoming -57.8 -31.4%
Florida -119.3 -43.1% Virginia -182.7 -29.9%
Nebraska -78.8 -42.1% Oregon -57.7 -29.3%
Idaho -47.5 -42.1% Illinois -49.2 -27.0%
Arizona -68.8 -42.0% New Jersey -48.9 -27.0%
Alaska -34.7 -42.0% California -75.7 -26.5%
North Carolina -131.1 -41.9% Connecticut -71.3 -23.0%
Tennessee -138.1 -41.8% Washington -46.8 -22.3%
Maine -95.2 -40.2% Maryland -133.5 -21.6%
Louisiana -164.0 -40.1% Massachusettes -40.5 -20.6%
Mississippi -144.2 -39.4% New York -46.1 -16.6%
Vermont -116.4 -39.4% District of Columbia -200.4 -16.4%
Hawaii -22.2 -39.4%
Source:  Individual Return Transaction File


Filing Rate Change Filing Rate Change


Figure 3.--Change in Schedule H Filing Rates:  TY1996-2003 


Table 4.--Change in Schedule H Filing Rates per 100,000 Taxpayers:  TY 1996-2003 
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H filings, Table 5 also shows that filing rates are lower 
among all income groups. This could indicate that house-
holds are either: (1) no longer reporting to the IRS wages 
paid to legal or illegal workers, or (2) are changing their 
lifestyles to reduce their dependence on paid household 
help, or (3) a combination of the above. As an example 
of a lifestyle change, the  Wall Street Journal recently 
reported that many parents are working flex-time sched-
ules in order to reduce the number of hours needed for a 
baby-sitter or nanny.10 In other cases, parents have tried 
sharing a full-time nanny among several families or 
enrolling their children in pre-school at an earlier age. 
Child-care providers involved in such sharing arrange-
ments may be considered self-employed under IRS rules 
if they control their work conditions (i.e., where and how 
the work is performed). However, no comprehensive data 
are available to measure how widespread such practices 
have become or whether this development alone could 
account for the large observed drop in Schedule H filings. 
We suspect that even with these arrangements it is likely 
that hiring legal domestic help is becoming increasingly 
a luxury good that is out of reach of most middle and 
high-middle income households and that the appeal of 
evasion is growing for many who cannot find legal sub-
stitutes among the self-employed or agency employees. 
As an indicator, the same Wall Street Journal article cites 
hourly rates for part-time nannies from $13 to $25, plus 
benefits such as paid vacations.


 Model Estimation


In this section, we estimate two empirical models 
of Schedule H filing activity. First, we estimate a pro-


bit model of TY 2003 Schedule H filing rates for 576 
3-digit zip code areas. Model specification A includes 
the four indicators of Schedule H filing propensity 
identified from tax return data (see Table 1). These are: 
percentage of taxpayers that report more than $150,000 
AGI (PctHiInc), percentage of taxpayers whose filing 
status is married filing joint (PctMFJ), percentage of 
taxpayers age 65 years or older (PctAge65+), and aver-
age number of exemptions for children living at home 
(AveChHomeEx). A priori, we expect positive signs on 
all four variables.


Model specification B adds the percentage of the 
resident population who are non-citizens (PctNonCiti‑
zen) and Federal employment as a percentage of total 
employment (PctFedEmp). We include PctNonCitizen 
to account for the possible influence of undocumented 
workers on the decision to file a Schedule H. Since it is 
unclear based on the earlier discussion (on page 3) if the 
mere presence of undocumented workers alone would 
influence taxpayers’ willingness to file a Schedule H, we 
are uncertain about the sign on PctNonCitizen.


We include PctFedEmp to represent the hypoth-
esized link (whether due to identification or a heightened 
sensitivity to the consequences of IRS enforcement 
actions) between Federal employees and the obligation 
to pay Federal taxes. Based on the earlier discussion 
we anticipate a positive sign on this coefficient. We use 
Census 2000 data as the source for both PctFedEmp and 
PctNonCitizen. For this study, we assumed there was no 
difference within observations on these two variables 
between 2000 and 2003.


Reported AGI 
Category TY 1996 TY 2003 Number Percentage TY 1996 TY 2003 Number Percentage TY 1996 TY 2003 Number Percentage


Under $100K 115,180,718  120,163,036  4,982,318 4.3% 137,097    76,395      -60,702 -44.3% 119           64             -55 -46.6%
$100-$200K 4,659,894      9,152,043      4,492,149 96.4% 77,692      52,840      -24,852 -32.0% 1,667        577           -1,090 -65.4%
$200-$500K 1,221,645      2,152,836      931,191 76.2% 66,507      60,355      -6,152 -9.3% 5,444        2,804        -2,641 -48.5%
$500K or More 333,896         559,068         225,172 67.4% 39,081      44,875      5,794 14.8% 11,705      8,027        -3,678 -31.4%
Total 121,396,153  132,026,983  10,630,830 8.8% 320,377    234,465    -85,912 -26.8% 264           178           -86 -32.7%


Source:  Individual Return Transaction File


Change


Schedule H Filing Rate (per 100,000 filers)


Change


All Filers


Change


Schedule H Filers


Table 5.--Change in Schedule H Filing by Reported AGI Category:  TY 1996 and 2003 
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Finally, we also include two regional dummy vari-
ables. South takes on a value of 1 for 3-digit zip codes 
located in any of the 11 southern states, 0 otherwise. 
Again, this variable takes into account any unique cul-
tural or historical factors we believe could be respon-
sible for the higher filing rates in these states. Similarly, 
DCRegion equals 1 for all 3-digit zip codes in D.C., 
Maryland, and Virgina, else 0. This variable is used to 
pick up any difference in compliance behavior on the 
part of non-Federal employee taxpayers living in and 
near Washington, D.C. We expect positive signs for both 
South and DCRegion. 


The estimated coefficients for the three models 
along with the Chi-Squared values are shown in Table 
6. The parameter labeled _C_ in Table 6 is the “natural 
response” rate which we assumed was equal to 0.0001 
in both specifications. In specification A, three of the 
four tax return variables are statistically significant. 
The negative sign on PctMFJ could indicate, as we 
mentioned above, that high-income households also tend 
to be married households and that when these charac-
teristics are entered as independent effects, their influ-
ence on Schedule H filing propensity changes. Perhaps 
among low and middle-income married households, the 
presence of a second adult in the home means routine 
domestic chores can be performed largely within the 
family and not require outside paid assistance.


In specification B, PctAge65+ is not significant 
but both regional dummies (South and DCRegion) are 
significant and with the predicted sign. PctFedEmp and 
PctNonCitizen also are significant. The latter finding 
could indicate that areas with large non-citizen popula-
tions also contain a documented labor force available 
for employment in the household sector. However, this 
is only speculation on our part as we have not examined 
this issue in any detail.


A test for normality of the regression residuals finds 
that spatial autocorrelation is present and, therefore, it 
is likely the model has not adequately accounted for 
all of the factors influencing filing behavior. There are 
pockets of positive spatial autocorrelation are in scattered 
locations throughout the South, in rural Virginia/West 
Virginia, and in Southern California. Also present are 
zones of high negative spatial autocorrelation in New 


Jersey, Long Island, southern Connecticut, Atlanta and 
Dallas. The Virginia suburbs of Washington, D.C. and 
coastal Virginia appear to have lower than expected fil-
ings while the Maryland suburbs of D.C. have higher 
than expected filings along with D.C. itself. The mixed 
findings for suburban Washington, D.C. might indicate 
that the residential location of high-income Federal 
employees, lobbyists, and officers of corporations with 
Federal government contracts is more important than 
the mere presence of Federal employee filers. Another 
factor possibly influencing Schedule H filing rates is the 
degree of economic inequality present in an area which 
could influence the demand and supply for household 
labor. However, we did not explore this hypothesis in 
this study.


Using the probit analysis results we estimated an 
OLS regression model of the percentage change in 
Schedule H filing rates for the 50 states plus the Dis-
trict of Columbia (right-most column of Table 4). The 
purpose of this model was to determine if any of the 


Parameter A B Final
Intercept -2.5159*** -2.8913*** -2.8457***


(697.62) (1541.81) (3312.02)
PctHiInc 5.7906*** 5.7937*** 5.9590***


(439.42) (519.86) (650.67)
PctMFJ -1.4887*** -1.3152*** -1.2999***


(91.8) (91.41) (151.52)
PctAge65+ -0.9272** .3944


(4.29) (1.74)
AveChHomeEx 0.0671 -0.0042


(0.43) (0.00)
PctNonCitizen 0.6411*** 0.5750***


(22.04) (25.24)
PctFedEmp 1.7650*** 1.6835***


(28.44) (26.35)
DCRegion 0.1389*** 0.1409***


(15.37) (15.95)
South 0.2246*** 0.2201***


(218.69) (216.53)
_C_ 0.0001 0.0001 0.0001


N 576 574 574
DF 571 565 567


-Log Likelihood 1,641,266.45  1,624,315.65  1,624,428.68
Chi-Square values in parentheses. *, **, *** denote significance at the
10%, 5%, and 1% levels respectively. The dependent variable in each
 regression is the fraction of taxpayers who file a Schedule H.


Model Specification


Table 6.--Probit Estimation Results: TY 2003 
Schedule H Filing Rates
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factors we identified as contributing to the propensity 
to file a Schedule H could help explain the change in 
state-level Schedule H filing rates between TY 1996 and 
2003. We used state data because we did not have zip 
code data for non-Census years. For the OLS model, 
both South and DCRegion are 0/1 dummy variables for 
the 11 southern states and the three states (DC, MD, and 
VA) in the national capital region, respectively. Instead 
of Census 2000 data for PctFedEmp, we use annual 
Bureau of Economic Analysis (BEA) estimates for state 
Federal employment to compute the change in percent-
age of Federal employment (dPctFedEmp). Instead of 
PctMFJ (the percentage of married filing joint filers), 
we calculate the change in percentage of MFJ taxpay-
ers (dPctMFJ) from tax return data. Because we did not 
have non-civilian population data for the beginning and 
ending years, we used Census Bureau annual estimates 
to compute the change in percentage of state population 
from international migration (dIntMigPctPop). Finally, 
we substituted for PctHiInc (the percentage of Schedule 
H files with reported AGI over $150,000) two variables: 
(1) pct96H_AGI150 – the percentage of Schedule H fil-
ers with reported income less than $150,000 in TY 1996 
and (2) dPct_AGI500 – the change in percentage of filers 
with more than $500,000 in reported AGI. The variable 
pct96H_AGI150 captures the evident change in filing 
behavior by taxpayers with less than $150,000 in AGI 
since TY 1996. The variable dPctAGI500 is included to 
account for the ameliorating effects on Schedule H filing 
associated with growth in the number of taxpayers in the 
category with highest AGI (see Table 5). We predict all 
variables will have the same signs as determined from 
the probit analysis and dPctAGI500 will have a positive 
sign. We predict pct96H_AGI150 will have a negative 
sign; that is, a larger concentration of TY 1996 Schedule 
H filers with AGI under $150,000 will lead to a smaller 
filing rate in TY 2003. The OLS regression results are 
shown in Table 7.


 Discussion


The results from the OLS regression model in Table 
7 show that the two income-based variables are highly 
significant predictors of the change in Schedule H filing 
behavior and account for most of the adjusted R Square 


value of 0.68. This is a clear indication that the recent 
decline in Schedule H filing is linked to a shift away from 
the employment of household workers by middle and 
upper-middle income taxpayers. However, because the 
data also show filing rates have decreased for all income 
groups, we can not rule out the possibility that evasion 
is increasing, possibly in relation to the steady influx of 
undocumented workers entering the U.S.


The significance (at the 5% level) of the change in 
Federal employment on Schedule H filing behavior is 
interesting and warrants further analysis. Whether this 
result is due to Federal employees’ identification with 
the tax system or heightened sensitivity to the conse-
quences of enforcement is unclear. We presented evi-
dence (in Table 3) that high-income IRS employees file 
the Schedule H more frequently than similarly situated 
non-IRS employee taxpayers. We will continue efforts 
to develop a profile of Schedule H filing for all Federal 
employees. We anticipate this will be accomplished in 
the near future.


Future research will examine in greater depth the 
hypothesized relationship between the propensity to 
file a Schedule H and strength of identification with the 


Parameter Coefficient
Intercept -0.0377


(-0.7491)
p96H_AGI150 -0.5350***


(-6.7639)
dPctMFJ 0.7330


(1.1878)
dPctFedEmp 8.2030**


(2.0932)
dPct_AGI500 0.0845***


(4.1800)
south -0.0145


(-0.7894)
dcregion 0.0180


(0.4766)
dIntMigPctPop -0.0723


(-0.8405)


Adj. R-Square 0.6800
t-values in parentheses. *, **, *** denote significance at the 10%, 5%,
and 1% levels respectively. The dependent variable is the percentage
change in Schedule H filing rate from TY 1996-2003.


Table 7.--OLS Estimation Results 
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tax system. Our probit model results indicate this could 
be a factor in the decision to file a Schedule H for both 
Federal employees and others living in the national 
capital region. However, our current research did not yet 
separate the influence of identification from heightened 
enforcement environment on Federal employees and 
retirees and others with ties to the Federal government. 
One possible approach to tackle this problem might be 
to combine our data on Schedule H filing with survey 
data from which we might be able to construct a proxy 
for taxpayers’ identification with tax systems.


In this research, we define the filing rate of Sched-
ule H as the ratio of the number of filers who filed a 
Schedule H with their tax return over the number of 
tax filers who filed an individual income tax return. We 
fully recognize that this definition is less than ideal. One 
alternative would be to define the filing rate as the ratio 
of the number of filers who filed a Schedule H divided 
by the expected number of Schedule H filers. Deriving 
an estimate of the expected number of Schedule H fil-
ers is on our research agenda. Large-scale surveys like 
the Census, the Current Population Survey (CPS), and 
the Survey of Income and Program Participation (SIPP) 
might be useful for this purpose. We think that construct-
ing a new measure of Schedule H filing compliance 
would make an interesting and significant contribution 
in the area of tax compliance research.


Finally, we will investigate further the role of his-
torical and/or cultural factors in the decision to file the 
Schedule H. Consultation with industry experts may 
help in this regard.


 Summary


Our analysis of tax return, Census, and other data 
has determined the following about Schedule H filers 
and the recent decline in filing activity:


1) Schedule H filers are concentrated among house-
holds with more than $150,000 AGI, who select 
the married filing joint filing status, whose primary 
taxpayer is age 65 or older, and who claim more 
exemptions for children living at home than the 
average taxpayer.


2) The states with the highest Schedule H filing rates 
are the District of Columbia, Maryland, and Vir-
ginia. Taken together, filing rates in the three-state 
region bordering Washington, D.C. are 3.1 times 
higher than the rest of the nation. The Schedule H 
filing rate for the District of Columbia is more than 
six times the national average of 161 filings per 
100,000 tax returns. Schedule H filing also occurs 
with greater frequency among taxpayers living in 
the 11 southern states.


3) A probit model of Schedule H filing rates by 3-
digit zip code finds the percentage of high-income 
households, percentage of married filing joint 
returns, percentage of Federal employment, per-
centage of the population who are non-citizens, 
and location in the 11 southern states or the three-
state national capital region (DC, MD, and VA) are 
statistically significant predictors of Schedule H 
filing. However, the regression residuals indicate 
some remaining spatial autocorrelation. Areas of 
positive spatial correlation occur in the South, in 
non-urban zip codes of Virginia and West Virginia, 
and in Southern California. Areas of possible 
negative spatial correlation occur in Northern New 
Jersey, Long Island, Connecticut, Florida, and the 
Virginia suburbs of Washington, D.C.


4) Using state data, an OLS regression of the percent-
age change in Schedule H filing rates between TY 
1996 and 2003 finds positive correlations for the 
percentage change in high-income (> $500,000 
AGI) filers and percentage change in Federal em-
ployment. A negative correlation was found for per-
centage of TY 1996 Schedule H filers with reported 
AGI less than $150,000. Analysis of tax return 
data finds that over 70 percent of the 85,912 drop 
in Schedule H filings between TY 1996 and 2003 
occurred among taxpayers with less than $100,000 
in reported AGI, confirming that Schedule H fil-
ing has become increasingly concentrated among 
the very wealthy. However, the data also show 
that Schedule H filing rates declined substantially 
among all income groups during this same period 
underscoring the existence of a broad-based change 
in taxpayer behavior.
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5) The observed geographic variation in Schedule 
H filing rates--higher in the South and the Wash-
ington, D.C. area--int at the possible influence of 
cultural or behavioral factors on taxpayer filing 
decisions. In particular, the extreme high filing 
rates in the national capital region could indicate 
the influence of identity or heightened sensitivity 
to enforcement consequences not present in the 
general population. Further research will examine 
these issues in greater detail.


 Endnotes


1 See The Beaumont Enterprise News, “The Nanny 
411,” January 30, 2005.


2 See The Wall Street Journal, “The Case for Paying 
the Nanny Tax: Despite Risks, Families Skirt the 
Law,” March 17, 2005.


3 See BLS’ Occupational and Employment Statis-
tics website at http://www.bls.gov/oes/home.htm.


4 See The Wall Street Journal, “Number of Au Pairs 
Increases Sharply,” March 1, 2005.


5 Cited in Kline (2005).


6 This difference is statistically significant at the 
0.001 level using a t-test with unequal variance.


7 The 11 southern states are: Alabama, Arkansas, 
Florida, Georgia, Louisiana, Mississippi, North 
Carolina, South Carolina, Tennessee, Texas, and 
Virginia.


8 The category “Non-IRS employees” includes all 
non-IRS Federal civilian and military employees. 
Thus, if identification with government is a factor 
responsible for different filing rates, we may be 
underestimating the difference between IRS and 
non-Federal employees.


9 Although we only show state-level filing rates for 
TY 2003, the 11 southern states as a group exhibit 
higher filing rates for every year for which we 
have data.


10 See The Wall Street Journal, “Adventures in 
Babysitting: How to Hire Part-Time Child Care in 
a Hot Market,” September 22, 2005.
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For most of its 90-year existence, the Statistics of 
Income (SOI) Division of the Internal Revenue Service 
and its predecessor organizations have used data 
provided by taxpayers on Forms 1040 to fulfill the legal 
mandate to produce statistics on the operation of the 
individual income tax system.  It was not until Tax 
Year 1989 that SOI started using the Information 
Returns Master File (IRMF), which contains electronic 
documents filed by the payers of income to individuals, 
to add further details to the tax return information.  To 
date, the SOI Bulletin has featured articles on the 
distribution of salaries and wages from Forms W-2 1  
and the accumulation of assets in Individual Retirement 
Accounts from Forms 54982, based on this rich source 
of administrative data.  In this paper, the authors make a 
modest proposal for another set of statistics that could 
be produced from the IRMF which would shed light not 
only on the operation of the individual income tax and 
the Social Security tax systems, but also on the 
interaction of the two systems.  The paper illustrates 
some of the analysis that could be produced with this 
file. 
 
COMPONENTS OF THE SOCIAL SECURITY 
IMPACT  


Figure 1 starts from the total income of everybody 
touched by the Social Security system, either as a payer 
of FICA or SECA taxes, or a recipient of Social 
Security benefits.  The first line shows their total 
income, which, for filers of tax returns, is the sum of all 
sources of income as shown on line 22 of Form 1040, 
or the equivalent lines of Forms 1040-A and 1040-EZ.  
For the purpose of this chart, the taxable portion of 
Social Security benefits has been excluded.  
   
One of the advantages of working with information 
documents is that they enable SOI to show information 
on individuals who have not filed (and may never file) 
income tax returns for a given year.  For these 


                     
1 See Sailer, Yau, and Rehula (2001-2002) and Yau, 
Gurka, and Sailer (2003). 
2 See Sailer and Nutter (2004) and Bryant and Sailer 
(2006). 


individuals, total income can be computed by adding 
salaries and wages from Forms W-2, gambling 
winnings from Forms W-2G, and nonemployee 
compensation, unemployment compensation, rents, 
royalties, interest, dividends, and pension distributions 
from  various  Forms  1099.     For  2003,  total  income 
 


 
(other than Social Security benefits) stood at $6.7 
trillion.  This is the amount for all participants in the 
Social Security system, whether as benefit recipients or 
payers of Social Security taxes. The Social Security 
system added $386 billion to this income--basically in 
the form of benefits payments--and took out $542 
billion--mainly in Social Security taxes, but also in the 
taxation of the Social Security benefits it paid out. 
 
Figure 1 also shows the details of the additions and 
subtractions.  The $386 billion in additions are almost 
entirely the Social Security pensions and survivor 
benefits paid out by SSA, plus two small technical 
adjustments--self-employed individuals who pay their 
own Social Security taxes (instead of having them 
withheld and matched by employers) are able to deduct 
one-half of their so-called “self-employment tax” from 
their total incomes on their tax returns.  This, of course 
reduces their regular income tax by, roughly, that 
amount times the marginal tax rate.  So, taxpayers in 
the 33-percent tax bracket for 2003 got back on their 
income tax form roughly one-sixth of the self-
employment tax they paid into Social Security (33 
percent of one-half the tax).  In this tabulation, only that 


Figure 1--Computation of the Social Amount
Security Impact ($1,000)
Total income before Social Security 6,743,571,198
Additions, total 385,787,734
   Gross Social Security Benefits 384,037,692
   Income tax reduction due to SECA 236,808
   Excess FICA credit 1,513,234
Subtractions, total 541,579,465
   FICA tax (employer's portion) 246,016,712
   FICA tax (employee's portion) 246,016,712
   Self-employment tax 29,278,008
   Social Security tax on tips 148,273
   Repayments of SS Benefits 1,728,716
   Tax on taxable benefits 18,391,044
=Total income after Social Security 6,587,779,467







part of the self-employment tax that relates to 
retirement and survivor benefits, also known as SECA, 
is shown.  Medicare taxes and payments are not part of 
this analysis. 
 
Another technical adjustment was needed for individual 
taxpayers who overpaid their FICA taxes because they 
worked for more than one employer in the course of a 
tax year.  If the total amount of their salaries and wages 
from the two employers exceeded the maximum subject 
to the FICA tax ($87,000 for Tax Year 2003), the 
excess FICA tax over $5,349 could be shown as a tax 
payment on the tax return.  This overpayment amounted 
to $1.5 billion for 2003. 
 
The largest subtraction from total income caused by the 
Social Security system is, obviously, the FICA tax, half 
of which is deducted from each employee’s salary or 
wage, and half of which, at least legally, is paid by the 
employer.  If it is true, as economic theory holds, that 
employees eventually get paid what their marginal 
utility determines them to be worth, then the employer’s 
portion of Social Security taxes truly is a reduction in 
employees’ salaries; for that reason, it is shown as a 
subtraction from income in Figure 1.  In any case, it 
does represent amounts going into the Social Security 
system.  


 
FICA tax data come from Forms W-2 filed by each 
employer.  The self-employment tax is computed on 
Schedule SE of Form 1040.  This is the Social Security 
tax paid by self-employed individuals.  For purposes of 
this chart, the Medicare portion of this tax, also 
computed on Schedule SE, was not included. 
 
Social Security taxes on tip income that had not been 
collected by the employer, and that the waiter or other 
employee with tip income was supposed to report on 
his or her income tax return, represent a very small 
subtraction from total income. 
 
Since the additions include all payments of Social 
Security benefits, the small amount that was paid out in 
error (usually because the taxpayer earned too much 
money in some quarter to qualify), and had to be repaid 
by the recipient, is shown here as a subtraction.  
Finally, an $18 billion subtraction is shown in Figure 1 
because some Social Security benefits are subject to the 
individual income tax.  The amount of taxes thus raised 
is moved from the general fund to the Social Security 
trust fund, and thus, these taxes do, in fact, go into the 
Social Security system. 


IMPACT OF SOCIAL SECURITY TAXES AND 
THE INDIVIDUAL INCOME TAX 


Figure 2  shows the impact of the Social Security tax 
(both FICA and SECA) on workers and self-employed 


individuals at various income levels.  For comparison 
purposes, the average income tax for these same 
individuals is shown as well.  While income taxes keep 
rising with income, Social Security taxes level off at 
just over $13,000 per taxpaying unit when total income 
reaches $160,000.  At the very lowest income levels, 
Social Security taxes actually tend to be higher than 
income taxes. 


Figure 2.--All Individuals With Social 
Security Taxes, 2003: Average Tax by Size 
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When the same data are displayed showing total income 
tax and Social Security taxes as a percent of total 
income, as is done in Figure 3, it becomes dramatically 


Figure 3.--All Individuals with Social Security 
Taxes, 2003: Taxes by Type as Percent of Total 
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clear that the income tax is a progressive tax (although 
not as progressive as it used to be), while Social 
Security taxes are (and always have been) regressive. 


For purposes of Figure 3, married couples filing jointly 
are shown as a single taxpaying entity.  It was easier to 
combine the FICA and SECA taxes for the two 
taxpayers than it would have been to try to attribute 
some portion of  the income tax to each of them.  On 







the other hand, each non-filer is shown as a separate 
unit, whether married or not, since the information 
documents do not reveal any information on marital 
connections.  In the case of nonfilers, the proxy for total 
Federal income tax is Federal income tax withheld; 
since they had not filed by the end of the following 
year, tax withheld was, in fact, the total amount they 
had paid to the Federal Government. 


DISTRIBUTION OF SOCIAL SECURITY 
BENEFITS 


It was noted previously that the impact of the FICA and 
SECA tax was highest on those in the lower-income 
classes--at least in proportion to income.  Figure 4 
shows that the distributions of Social Security benefits 
are also highest for lower-income individuals.  Retirees 
with incomes greater than zero but under $10,000 
derive 96 percent of their incomes from Social Security 
benefits.  The percentage drops to 50 just under the 
$20,000 income level, and drops below 5 percent 
around the $400,000 income level.   


 


Figure 4.--All Individuals with Social 
Security Benefits (SSB): SSB as % of Total 
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Figure 5 shows that, in terms of average Social Security 
benefits, the amounts rise steadily from the lowest 
income class until the benefits reach $20,000 for 
recipients with incomes around $150,000, and that the 
benefits then bounce around the $20,000 line for the 
rest of this distribution.  In other words, the rich do not 
get any more in Social Security benefits than the middle 
class, but, as was shown earlier, they do not put any 
more into Social Security than the middle class, either. 
 


Figure 5.--All Individuals with Social 
Security Benefits (SSB): Average SSB by 


Size of Total Income, 2003
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OVERALL IMPACT OF THE SOCIAL 
SECURITY SYSTEM 
 
Figure 6 shows two income distributions:  The first 
(the blue one) is based on total income without any 
Social Security benefits included or Social Security 
taxes taken out; the second income distribution  
 


Figure 6.  All Reporting Units in the Social 
Security System: Distribution of Total Income, 
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 (shown in red) subtracts from total income all the 
Social Security taxes (including income taxes paid on 
Social Security benefits), and adds in all the Social 
Security benefits.  It is evident that the Social Security 
system does keep many people out of the abject poverty 







of the “Under $5,000” class.  The “with Social 
Security” distribution shows just over 20 million 
reporting units in this class, as opposed to over 35 
million in the “without Social Security” distribution.  
On the other hand, the “with Social Security” 
distribution shows significantly more filing units in the 
$10,000 to $50,000 income area than does the “without 
Social Security” distribution.  Between $50,000 and 
$70,000, the “with Social Security” line runs just very 
slightly above the “without Social Security” line, and, 
after $70,000, it runs very slightly below the “without 
Social Security” line.  
 
IMPACT OF THE SOCIAL SECURITY SYSTEM 
BY AGE OF TAXPAYER 
 
SOI’s merged file of tax returns and information 
documents contains data on the age of the participants.  
For the purpose of Figure 7, Social  Security  benefits  


Figure 7.--Average impact of Social 
Security System by Age of Participant, 
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and Social Security taxes are combined into one 
variable, with benefits shown as positive amounts and 
taxes as negative amounts.  The averages of these 
positive and negative amounts are shown for each age 
group (in 5-year increments).  Figure 7 shows that the 
Social Security system has a positive impact on the 
very youngest children who come into contact with it,  
because they are getting survivor benefits.  In the 15 
under 20 age group, the effect turns negative, as people 
start working and paying Social Security taxes.  During 
the peak earnings years of 35 to 55, participants tend, 
on average, to put between $4,500 and $5,000 into the 
system every year.  Then, the average starts rising until 
it reaches positive territory for the 60 to 65 age group, 
and peaks just shy of the $11,000 mark for the 80 to 85-
year-olds.  


SOCIAL SECURITY TAXES AND OTHER 
FORMS OF RETIREMENT SAVINGS 


SOI’s merged file of tax returns and information 
documents contains data on other forms of retirement 
savings--Forms W-2 show payments into 401(k) plans 
and similar programs in the Government and non-profit 
sectors; Forms 5498 show payments into Individual 
Retirement Accounts, including Traditional and Roth 
IRA plans.  Unfortunately, IRS does not have 
information on how much is being placed into defined 
benefit plans by various employers.  The only evidence 
we have for those contributions is a check-mark in a 
box on the W-2.  Therefore, the following analysis is 
confined to those taxpayers who do not have employer-
provided defined benefit plans. 


Figure 8.--Retirement Deferrals as Percent 
of Earned Income, by Size of Earned 


Income, 2003
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Figure 8 shows that, for the lowest income taxpayers—
those with earned incomes under $25,000—Social 
Security taxes represented the vast majority of their set-
asides for retirement.  For example, in the $20,000 
under $25,000 earned income class, Social Security 
taxes (again, counting both the employer and employee 
portions of FICA) amounted to 12.2 percent of earned 
income.  Contributions to other types of retirement 
plans amounted to only 1 percent of earned income.  
Nonetheless, this means that these individuals were 
having 13.2 percent of their earned incomes set aside 
for retirement purposes, which is actually a pretty 
respectable proportion, considering that the highest 
percentage shown in this chart is 15.1 percent, which 
applies to the $80,000 under $85,000 earned income 
class. 


FUTURE STEPS 


At SOI, we have started to collect these data for a panel 







of taxpayers beginning in 1999.  In addition, we have 
been saving population data from the Information 
Returns Master File going back to 1995.  So, if we 
combine 4 years of data selected retrospectively with 
prospective data from one of our 1999-base panels, we 
will have a data set with which we can follow 
participants in the Social Security system for 10 years; 
if we keep building on that, the panel will be available 
for analyzing equitable methods of adjusting the Social 
Security and income tax systems to keep Social 
Security solvent for future generations.   
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In 1996, the IRS created and implemented its own 
website—irs.gov—to allow taxpayers easy access 
to IRS information and resources at their own 
convenience.  Since the site’s inception, the IRS 
has relied on web analytics to assess the site’s 
usefulness and to make improvements to enhance 
the customers’ experiences and satisfaction.  
Serving customers and improving customer 
satisfaction within the diverse customer base of 
the IRS is a difficult task, but one to which the 
IRS is fully committed. 
 
Although the goal is simply stated, there is no 
single approach to understanding the 
successfulness of a website or the level of 
satisfaction associated with it.  With this in mind, 
the IRS has utilized several tools, including focus 
groups and customer surveys.  However, in order 
to assess satisfaction on a large scale, the IRS has 
learned that understanding the underlying web 
activity is the key to designing a website that 
meets its customers’ needs.  
 


Understanding customers 
 
As the customer demand for more functional 
websites increases, so does the need to understand 
how site usage affects an organization.  There is a 
plethora of customer data that can be collected 
and used to interpret site usage.  For some sites, a 
demographic customer profile is important.  Such 
information can help an organization define its 
market, which can aid in attracting new customers 
and generating revenue.  However, simply 
collecting various demographics about customers 
will not result in a better understanding of 
customer needs.  In order to understand 
customers, one must analyze customer behavior.  
Customer behavior data afford web administrators 
the ability to retain customers and predict future 
customer relationships [1]. 
 
Making the decision to profile customer behavior 
is the first step; however, to make it work, an 
organization must first consider its specific needs 
in order to tailor results that will help with 
decision making and planning.  In order to choose 


measures that will be valuable, certain questions 
must be addressed, including, What is the 
website’s purpose? How are website changes 
decided upon currently? What makes the website 
successful?  Addressing these questions will help 
narrow down which measures will be most 
valuable to assess a site [2]. 
 


Introduction to web analytics 
 
Following the evolution of technology, the way in 
which website traffic is analyzed has advanced 
greatly in the last decade.  From primitive 
measures such as hit counts and files downloaded, 
web metrics have blossomed into a variety of 
different tools that are valuable both 
independently or combined into a suite of analysis 
tools.  Depending on the data collection software, 
web administrators can collect the number of 
visits, unique visitors, and page views associated 
with a site, as well as various other web metrics, 
including path analysis, referral pages, and an 
assortment of customer demographics, while still 
collecting hits and downloads. 
 
Since the launch of irs.gov, the IRS has 
recognized the importance of monitoring site 
activity.  Using two of the most common web 
metrics at the time—hits and downloads—the IRS 
collected data to describe the web traffic on the 
site.  In January 2002, the IRS launched 
WebTrends Reporting Center®, which gathers raw 
website data and transforms it into a collection of 
reports easily accessed via the Internet.  
WebTrends® has allowed the IRS to capture more 
site data, providing more insight to customer 
behavior.  These additional metrics include visits 
and page views—displayed for a day, week, 
month, quarter, or year, depending on preference 
and need. 
 


Metric analysis 
 
Hits: A hit is a file that is requested by a visitor’s 
computer.  Each individual webpage consists of 
numerous hits—the HTML page itself counts as 
one hit, but each graphic or hyperlink is also 
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interpreted as a single hit.  The amount of hits on 
each page is dependent upon the page design. 
The intended use of this metric is to measure 
website server workloads—how much stress is 
placed on a server due to site usage.  Depending 
on the size of the server, the amount of file 
requests could have a serious impact on the 
performance of the server, as well as the 
availability of the website.  Therefore, knowing 
the volume of hits related to irs.gov is important 
to IRS information technology (IT) personnel.  
Using this data, they can assess server 
performance and make decisions concerning 
equipment needs. 
 
As previously mentioned, the volume of hits is 
proportional to the design complexity of the 
website.  Each individual page may consist of a 
varying number of hits, meaning graphic- or link-
rich pages produce higher counts than simple 
pages which yield lower hit counts.   
 
Due to limitations of the current version of 
WebTrends® running on the IRS system, hit 
counts for individual pages are not available.  
However, if these data were available, one would 
see the same number of visitors produce a higher 
amount of hits by visiting the “Where to File, By 
State” page of irs.gov than they would if they 
visited the “Retirement Plans—Educational 
Services Program” page [3], [4].  Both pages 
include all of the links contained on the top and 
left navigation bars, but the “Where to File” page 
has a graphic of the United States that contains 50 
links, as well as a listing of each state, adding 
another 50 links.  It also has a few other links and 
graphics.  However, the page about the 
educational services program only consists of 
plain text and two other links.  The significant 
difference in the number of links and graphics on 
the pages will notably alter the number of hits 
associated with each page, even if both pages are 
visited an equal number of times. 
 
Downloads : A download occurs when a file is 
copied from the website server to the user’s 
computer.  Files are identified by their file 
extensions (e.g. .xls is the file extension for a 
Microsoft Excel® file).  Web analysts can 
program the software to count certain extension 
types so that they can filter out types of files that 
they do not want to include in the analysis. 
 
For sites with numerous downloadable files, this 
metric can be extremely helpful in determining 
what is important to the majority of customers.  
This type of analysis can help site designers 


redesign navigation in order to guide customers to 
more popular files and products.  Downloads can 
also illustrate the effectiveness of recent 
marketing campaigns.  By using historical data, 
analysts can calculate the increase in downloads 
for files promoted in campaigns and then 
determine the success of the campaigns.    
 
Using download counts, one can also determine 
which files are accessed often, and which are not.  
This can help site designers analyze the setup of 
the current site.  Files with the least number of 
downloads may be expected to be found at the 
bottom of the list, due to their age; however, if a 
designer expects more customers to access certain 
files that are currently not being accessed, the 
designer can alter the way in which these files 
appear on the site, to help improve accessibility.  
Then, using current and historical data, an analyst 
can determine if this change was helpful to their 
customers. 
 
This metric also allows analysts to see trends 
among the types of files downloaded during 
certain times of the year.  Customers may want 
different information, depending on what month it 
is.  This is certainly true for the IRS—the majority 
of IRS file downloads are predictable, following 
the filing seasons.  However, there are portions of 
irs.gov, such as Tax Statistics, that are not as 
foreseeable.  Files contained within Tax Statistics 
are produced by the Research, Analysis, and 
Statistics organization within the IRS.  The way in 
which customers access these data files is not 
predictable.  However, analyzing these data over 
time has allowed the web designer to better 
understand what customers want and when they 
want it.  This knowledge has led to the discussion 
of designing navigation based on the time of 
year—using the landing page of Tax Statistics to 
spotlight certain data, making it easier for 
customers to locate desired information. 
 
Visits : A series of actions that begin when a 
customer lands on his or her first page of the 
website and ends when s/he either leaves the site 
or remains idle for more than 30 minutes is 
considered a visit.  The “number of visits” may 
include multiple visits made by the same user. 
 
In order for a visit to be tracked and counted, it is 
not necessary for a user to begin on the site’s 
landing page.  This is essential for many websites 
since many customers utilize the bookmark 
function for pages within sites that they visit 
often.  Certain types of browsing behaviors, 
including jumping around a site, refreshing pages, 
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and wrongly selecting pages, can greatly influence 
certain measures, leading to inaccuracies; 
however, these behaviors have no affect in the 
measurement of site visits.  This ability makes the 
number of visits a valuable statistic to most 
website analysts. 
 
Using this metric, a web analyst can determine 
how many visits are made to the site within a 
certain timeframe—an hour, a day, a month, a 
quarter, or a year.  The number of visits can be 
analyzed historically to determine customer 
growth.  Since it is possible to gather these data 
based on the time of day, this metric also allows 
IT personnel to determine the slowest periods of 
customer activity so that system upgrades and 
changes can be performed at a time that does not 
affect a large number of users.   
 
Unique Visitors: Although visits are important in 
assessing a website, many businesses are 
interested in how many unique people are visiting 
their sites.  Calculating this number allows a 
company to further determine the usefulness of its 
site.   
 
This is a breakdown of the number of visits, 
allowing one to see how many individuals are 
behind those numbers.  Tracked correctly, one 
could use this measure to determine the number of 
customers who visited a website within a certain 
timeframe. This differs from visits because no 
matter how many times a customer visits within 
the timeframe, they are only counted once. 
 
The ability to identify unique visitors also allows 
web analysts to assess repeat visitors, which 
further illustrates the usefulness of a site.  The 
measure of repeat visitors may indicate 
satisfaction among customers, which may reduce 
or eliminate their need for an alternative site from 
which to obtain information. 
 
Page Views : Each HTML page is tagged as a 
page.  When a visitor accesses a page, it requests 
all of the hits on that page, including the page 
itself.  In order to report the number of page 
views, the website analysis software separates the 
page hits from the other hits.  These numbers 
make up the page view metric. 
 
Much insight can be pulled from this statistic.  
One can assess which pages are accessed most, as 
well as those that are not.  Although one cannot 
assume that the pages with the most views are the 
most useful to customers, these data can be useful 
during site redesign.  If site owners have a general 


idea of what information is most appealing to 
customers, they will be able to determine if 
visitors are finding that information.  Low page 
views for such pages could be an indicator of site 
navigational problems.  This is similar to the 
information that downloads provide; yet 
customers need not download anything to obtain 
information concerning their interests.  This 
measure equates sites with copious amounts of 
downloadable files to sites with few or none, thus 
allowing comparison between these two site 
types. 
 
As with downloads, page views can also be 
helpful when determining if customers access 
types of information at certain times of the year, 
allowing for further navigational improvement. 
 
Additional Metrics: Although the metrics 
described above do provide an immense amount 
of insight into customers’ web-browsing behavior, 
there are other metrics that can further detail 
website usage, providing a more in-depth 
understanding of one’s customers. 
 
Some software packages allow web analysts to 
track paths to certain information within a site.  
By monitoring these paths, analysts can determine 
if the site navigation is allowing customers to 
easily access information. 
 
Another valuable tool is one that captures 
referring pages—the page the customer used to 
link to a site.  Using this feature, one can 
determine which search engines are most popular 
among the majority of users.  Web managers can 
then contract with those engines to have their 
links appear closer to the top of certain searches.  
This metric also allows analysts to assess the 
success rate of certain partnerships with other 
sites, as well as whether or not that partnership 
should continue.  
 
Although all previously mentioned metrics have 
focused on customer behavior, software can also 
collect demographic information about customers.  
This includes geographic regions, countries, 
cities, organizations, and domain names.  Such 
information could be useful in various ways.  
Demographic information can help a site designer 
tailor a website to the audience.  Understanding 
the audience and designing a site specifically for 
them will help attract customers and generate first 
stage revenue [5]. 
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Limitations with web analytics 
 
Depending on website environments, policies, and 
restrictions, the usefulness of web analytics can be 
quite limited.  Though the data might be 
insightful, analysts may not be able to fully 
appraise their sites using certain metrics, even in 
an unrestricted environment. 
 
Interpreting behavior: Complete interpretation 
of this data relies on some assumptions, which 
may not be reliable.  For instance, the most 
downloaded file for a certain timeframe does not 
indicate that the file was useful to the customer, or 
even if it was what s/he was searching for.  This 
concept also applies to other metrics, such as page 
views.  Certain pages may be viewed frequently 
enough to appear in the listing of the top 50 pages 
viewed; however, this page may not be useful to 
most customers—it may even be an intermediate 
page that must be viewed before gaining access to 
any number of files.  (For example, on the landing 
page of irs.gov, there is a link to the “Where’s My 
Refund” feature.  This link takes the visitor to an 
intermediate page that explains the information 
necessary to proceed.  At the bottom of this page, 
there is another link that goes to the actual 
feature.)  Using these assumptions, it is possible 
that a poorly-designed site could produce a 
significant amount of page views and downloads, 
which may lead some people to believe that the 
site is better than one that produces less because 
its navigation is better. 
 
Another inherent problem is that web-browsing 
behavior can vary greatly among customers.  
Experienced Internet users may view less pages, 
download less files, and spend less time overall on 
a site.  These users may also visit less frequently, 
as they may find everything they needed in one 
visit; whereas, inexperienced customers may need 
to make several visits before finding everything.  
While web metrics may indicate otherwise, this 
behavior may not necessarily signify that their 
satisfaction with the site is lower. 
 
Cookies: A cookie is a small text file placed on a 
customer’s computer hard drive by a web server, 
usually unnoticed by the customer.  This file 
allows the web server to identify individual 
computers—enabling a company to recognize 
returning users, track online purchases, or 
maintain and serve customized web pages.  
Cookies can also facilitate the collection of 
personal information, such as extensive lists of 
previously visited sites, email addresses, or other 
information to distinguish individual customers 


[6]. The Privacy Act of 1974 set regulations 
concerning the collection of personal information 
from a citizen [7].  Persistent Internet cookies are 
considered personally identifiable information 
and, thus, are covered by this Act.  In 2002, the E-
Government Act formally delegated responsibility 
to the Director of the Office of Management and 
Budget (OMB) to establish government website 
policies [8].  However, even before the 2002 Act, 
OMB established a cookie-free policy, explained 
in Memorandum M-99-18 [9].  In January 2002, 
the Department of Treasury clarified the policy, 
explaining that “persistent cookies shall only be 
granted when the bureau or office has presented 
documentation which details a compelling need to 
gather necessary data on the subject website” 
[10]. The inability to use permanent Internet 
cookies seriously restricts data interpretation.  
Without cookies, web analytic software must rely 
on Internet protocol (IP) addresses in order to 
collect data about customers.  An IP address is a 
32-bit numeric address written as four numbers 
separated by periods.  This address is related to an 
Internet Service Provider’s (ISP) server.  Large 
ISPs, such as America Online (AOL) and the 
Microsoft Network (MSN), have millions of 
customers sharing numerous servers, meaning that 
a single IP address may represent thousands of 
people.  For example, if five AOL customers 
access irs.gov, they may be recognized as one, 
two, three, four, or five customers. 
 
This notion has a serious affect on website data, 
especially since most IP addresses are dynamic 
(temporary) rather than static.  This means that the 
majority of web users have a different IP address 
every time they visit a site.  The problem is made 
worse by ISPs that allow a client’s IP address to 
change with every new page, meaning that every 
page view will register as a new visit. 
 
Caching: A cached file is one that has been 
previously stored on a system (e.g., a personal 
computer or an ISP server), making reuse of the 
page or object easier on the customer.  When a 
visitor re-accesses a page or file that has been 
cached, their system accesses it from the cache 
location rather than the main web server that hosts 
the file.  The objective of caching is to make 
efficient use of resources.  Although this 
computer practice may positively affect a 
customer’s experience when accessing a file (e.g., 
by significantly lessening the download time), it 
does negatively affect the site’s web analytics, as 
hits, downloads, and page views of cached files 
will not be captured. 
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File transfers: As mentioned previously, content- 
or file-heavy websites greatly rely on data 
concerning downloads.  Such data can provide 
website owners with the best insight into 
understanding their customers.  Sites with years of 
historical files, like irs.gov’s Tax Statistics, are 
interested in understanding how downloads 
change over time, relying heavily on historical 
web analytics.   
 
The problem with file transfers is that depending 
on the software package, the way in which files 
are sent may differ.  Some software packages 
allow all files to be sent as a single file—this is 
the ideal method of data transfer.  With this 
method, 1,000 downloads correspond to 1,000 
actual downloads.  However, other software 
packages split a single file into multiple packets, 
each registering as an individual download, which 
greatly inflates the number of downloads reported.  
With this method, using the example above, 1,000 
downloads reported represent the total number of 
packets sent, which corresponds to a much 
smaller number of actual files downloaded, 
depending on how many packets each individual 
file was split into.  The latter method makes 
interpreting downloads more complex, leaving 
analysts to rely on other metrics to evaluate their 
sites. 


 
Educating data users 


 
As explained above, the usefulness of web metrics 
can be severely restricted.  Because of this notion, 
and a general confusion and lack of education 
surrounding web metrics, the IRS has begun an 
effort to educate website managers on definitions 
and usage of these metrics, as well as how certain 
limitations impact data interpretation.  Only when 
there is an understanding of the data can it be 
utilized in such a way as to help improve the site 
and make more accurate interpretations of 
customer behavior.   
 
To initiate this learning period, the IRS solicited 
information from members of the Web 
Facilitation Group (WFG)—a group of IRS 
employees responsible for setting IRS website 
policy—concerning how they use current data, the 
types of data wanted, how they plan to use 
additional data, what types of reports they 
generate using current data, and what types of 
decisions are made using web statistics.  With this 
knowledge, the IRS will be able to determine the 
current level of knowledge among the WFG and 
decide where the education process should begin. 
 


Future discussions with the WFG will focus on 
how irs.gov web statistics can and cannot be used 
to interpret customer behavior.  Once members of 
the WFG have a better understanding of irs.gov 
data, they will be able to provide more accurate 
reports for their colleagues and ensure that 
statements about the site are correct. 


 
Developing detailed reports 


 
To aid the web statistics educational process, the 
IRS plans to develop new reports for irs.gov data.  
The new reports will contain a significant amount 
of annotation, allowing for easier and accurate 
interpretation of data. The IRS plans to develop 
individual reports for each of the IRS business 
operating divisions (BODs), as well as a report for 
all of irs.gov.  By including definitions of certain 
measures, providing an initial data analysis, 
briefly explaining uses of each measure within 
these reports, and explaining the impact of 
limitations, the IRS hopes to help the BODs make 
well-informed decisions concerning their 
respective sections of irs.gov, limit the amount of 
misinterpretation, and distribute the most accurate 
reflection of website usage. 
 


Upgrading statistical software to improve 
usability 


 
In conjunction with the education effort, the IRS 
recently started researching new software options 
that offer additional functionality, as well as 
eliminate some of the limitations that currently 
hinder the interpretation of customer behavior.  
With the current version of WebTrends®, the IRS 
cannot generate metrics for individual BODs.  
Instead, the software produces most data general 
to the whole site. As one would expect customer 
behavior to vary in each portion of the site, this 
makes customer behavior interpretation much 
more difficult.   
 
Though most of the data generated by 
WebTrends® is whole-site-specific, the IRS can 
program the software to gather certain data 
specific to individual sections of irs.gov; however, 
this capability is still quite limited.  With an 
upgrade, the IRS will be able to collect web 
statistics for various sections of irs.gov with ease.  
This new ability will aid the development of 
individual reports, as mentioned above. 
 


Conclusion 
 
As one of the most powerful tools used to 
disseminate information, the Internet has created a 
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world of faceless customers—people who seek 
information at their convenience.  IRS.gov allows 
taxpayers 24-hour access to forms and filing 
information, which reduces the number of calls 
made to IRS call centers, changing the way in 
which taxpayers interact with the IRS.  However, 
in order to sustain the success of this type of 
relationship, the IRS has to recognize the 
necessity of understanding web customer 
behavior.   
 
By utilizing a software package to gather data on 
customer behavior, the IRS has been able to 
acquire, build, and sustain solid customer 
relationships without truly interacting with its 
customers.  However, having these numbers alone 
is not the solution to interpreting customer 
behavior.  IRS web analysts must understand the 
metrics, as well as the limitations associated with 
each.  Education is a must when distributing 
reports about web analytics, as without such 
knowledge, misinterpretation of data is to be 
expected.   
 
When utilized, analyzed, and interpreted 
correctly, web analytics can lead to a significant 
improvement in the usefulness and success of a 
website, allowing the IRS the potential to attract 
new customers, retain others, and maintain a high 
satisfaction rate among all. 
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EVERY YEAR THE STATISTICS OF INCOME (SOI) 


Division of the IRS produces a cross-sec-
tional study of 1120 series corporation tax 


returns based on a weighted sample of the popula-
tion of certain Forms 1120. These data are used by 
the Department of the Treasury and others to study 
tax policy and tax administration issues. Aggregate 
tabulations of the data are released to the public.


While these data provide an excellent source 
for annual fi nancial tabulations and for develop-
ing an understanding of the implications of tax 
policy for the taxpaying public, there is less focus 
on the implicit longitudinal characteristics of the 
SOI sample or the changing population of 1120 
fi lers from which SOI draws its sample. This paper 
examines the extent to which business entities in 
the SOI sample survive, perish, or appear inconsis-
tently, and to what extent returns from these three 
categories differ in certain fi nancial characteristics. 
Examining these issues can provide insight into 
what types of business entities tend to survive 
and perish over a period of time and can provide 
users of SOI tabular data with insight into whether 
estimates are based on the same entities over time, 
or a sample that changes with regularity.


THE SOI 1120 SAMPLE


Before examining the performance of the SOI 
sample over a period of years, it is fi rst useful to 
understand the structure of the cross-sectional 
SOI sample itself. The SOI study’s target popu-
lation consists of all for-profi t corporations that 
are required to fi le an 1120 series tax return that 
is included in the SOI study. SOI studies Forms 
1120, 1120-A, 1120-S, 1120-L, 1120-RIC, 1120-
REIT, 1120-PC, and 1120-F. The survey population 
consists of those returns that are selected for the 
SOI sample and are processed on IRS computer 
systems. SOI has been using a sample of 1120 
series returns to estimate population values for over 
50 years. The fi rst SOI sample was implemented 
for Tax Year 1951, when 41.5 percent of the 1120 
fi ling population was sampled. In 1951 the total 


number of Forms 1120 fi led was 687,000 and SOI 
selected 285,000 returns for its study. The sample 
size as a percentage of the population has fl uctu-
ated over time, and in the last Tax Year for which 
data are available, 2003, the SOI sample was 2.4 
percent of the total population of over 5.8 million 
1120 returns, or 141,678 returns. In the 10 years 
that are the focus of this paper, the SOI sample 
size has increased from 91,687 returns in 1993 to 
141,678 returns in 2003 (see Figure 1).


The sample is stratifi ed by form type, size of 
total assets, and income, or in some cases form type 
and size of total assets alone. Returns in different 
strata are sampled at different rates, ranging from a 
fraction of 1 percent to 100 percent. Generally, the 
sampling rates increase as size increase for all form 
types. Over the 10 years studied, sampling rates have 
tended to increase for most size classes and form 
types, but rates for some strata have declined.1


To determine whether an individual return is 
to be sampled, an algorithm is used to transform 
the Employer Identification Number (EIN) of 
the tax return to produce a Transform Taxpayer 
Identifi cation Number (TTIN). This TTIN can be 
characterized as a pseudo-random number; the 
same algorithm is used to produce the TTIN every 
year, so the same algorithm applied to the same 
EIN will produce the same TTIN in any study year. 
This implies that with no change in the selection 
probability of the applicable stratum and no change 
in the stratum into which the return falls, a return 
selected in year one should be selected in year 
two, providing it is present in the population (and 
providing it has not changed its EIN).


Each stratum is associated with a sampling rate. 
The sampling rate is multiplied by 10,000 to cre-
ate a 4-digit number between 0000 and 9999. If 
the last four digits of the TTIN for a given return 
are less than or equal to this number, the return is 
selected for the SOI study. If the last four digits of 
the TTIN are greater than this product, the return is 
not selected. The rate at which returns are sampled 
depends on their size (measured in income and/or 
total assets) and form type.
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This selection process takes place over a 24- 
month window of time. Typically more than 15 
percent of corporations fi le tax returns based on 
a non-calendar year accounting period. Therefore 
a selection window of July through the following 
June is necessary for any given study year. The 
time necessary is extended further due to optional 
extensions of the fi ling deadline which are used by 
many corporations, and by administrative process-
ing delays on the part of the IRS. A study for Tax 
Year X is therefore composed of returns selected 
from July of Year X through June of Year X+2. 
Some returns can also be added after this time if 
their presence in the SOI study is deemed critical.2 


Returns that would meet the sampling criteria may 
not be selected because they have been fi led later 
than SOI’s deadline for selection, because the 
returns were not available to the SOI Division while 
being held by another IRS function, or because data 
processing errors caused the returns to fall into an 
incorrect stratum.3


DATA DESCRIPTION


In order to study the behavior of returns in the 
SOI sample, I compiled 11 years of selected data 
from SOI’s cross-sectional 1120 study, Tax Years 
1993 to 2003. To create the data set, I fi rst identi-
fi ed all unique EIN’s in the Tax Year 1993 study. 
There were 86,632 records in this dataset. I used 


this fi le as the “base year” to which I compared SOI 
studies from other years to determine the presence 
or absence of the base-year returns in subsequent 
years. For the subsequent 10 years of SOI studies 
from 1994 through 2003, I compiled 10 data sets 
containing the EIN’s of base-year returns that were 
selected again in the subsequent years, and 10 data 
sets containing the EIN’s of base-year returns not 
selected in the subsequent SOI study years.4


This allowed me to determine the presence or 
absence of each base-year EIN for each study 
year and compiled an inventory data set which 
represents the life cycles of each base-year EIN 
throughout the 10 years. This data set contained 
all EIN’s from the base year and an observation 
for each subsequent study year, 1994 – 2003. The 
observation could take on a value of “0” if the 
return was not present in the study year, or “1” if 
the return was present in the study year. The dataset 
also contained a data item representing the life 
cycle of the return. This data item was a concatena-
tion of all the study year observations (“0” or “1”) 
and represented the 10-year pattern of presence or 
absence for each base-year return.


I then used the inventory data set to group the 
base-year returns into three categories based on 
a characterization of their life cycles over the 10 
years studied: Consistent, Inconsistent, and Termi-
nal. I defi ned a Consistent return as one that was 
present in at least 8 out of the 10 years analyzed 


Figure 1: Sample and Population Size for SOI 1120 Study 1993-2003


YEAR SAMPLE SIZE POPULATION SIZE SAMPLE AS PERCENT OF POPULATION


1993 91,687 4,340,688 2.11


1994 95,021 4,700,268 2.02


1995 97,461 4,852,305 2.01


1996 94,172 4,968,490 1.90


1997 98,204 5,102,958 1.92


1998 137,600 5,204,810 2.64


1999 140,984 5,315,461 2.65


2000 144,917 5,429,473 2.67


2001 146,479 5,563,781 2.63


2002 145,353 5,701,024 2.55


2003 141,678 5,845,672 2.42
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but was not absent from the sample in the last 2 
years, 2002 and 2003.5 I defi ned an Inconsistent 
return as one that was present in less than 8 years 
of SOI studies and was not categorized as a Ter-
minal return. I defi ned Terminal as returns whose 
life-cycle pattern matched 1 of 9 specifi c patterns 
that indicate the returns left the sample and never 
returned. Figure 2 shows the patterns used to 
characterize Terminal returns. A “1” indicates the 
return is present for the year and a “0” indicates 
the return is absent. Each of the 10 characters 
comprising the life-cycle pattern represents a study 
year, 1994 – 2003.


Because returns can be either present in the SOI 
study and present in the population, absent from the 
SOI study and absent from the population, or absent 
from the SOI study but present in the population, 
I matched fi les of base-year returns not present 
in each subsequent year to administrative IRS 
population fi les to examine the ultimate status of 
the returns.6 In some cases it could be shown that 
although base-year returns were missing from the 
SOI sample for a subsequent year, they were pres-
ent in the population of 1120 fi lers. These returns 


are in general presumed to have not met the SOI 
selection criteria for the study year, subject to 
the limitations of the selection process described 
previously. In other cases, it could be shown that 
a base-year return not selected for a subsequent 
SOI study was not selected because it was no 
longer present in the population of 1120 fi lers. It 
is of use to determine which nonselected base-year 
returns remained in the population and available 
for selection to demonstrate whether a return has 
simply failed to meet SOI sampling criteria or is 
in fact no longer required to fi le a nonconsolidated 
1120 series tax return.7


In order to determine whether Consistent, Incon-
sistent, and Terminal returns differed qualitatively 
in terms of their fi nancial characteristics or other 
characteristics, I compiled these three groups of 
returns and determined the means of four key 
fi nancial data items and the age of the entity using 
fi nancial and age data from the base-year returns. 
I compared the 1993 means of the data items and 
the ages in each category and tested the differences 
to determine statistical signifi cance. Differences 
in the means of these items in the base year may 


Figure 2: Criteria for Terminal Return Defi nition


Life-Cycle Patterns Characterizing Terminal Returns


0000000000
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1111111000


1111111100


From left to right, each character represents an SOI study year 1994 – 2003.


A “0” indicates absence from the SOI study for the year.


A “1” indicates presence in the SOI study for the year.
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indicate that returns with certain characteristics are 
more likely to survive or perish over time. The four 
fi nancial items compared were Total Receipts, Net 
Income, Total Assets, and Net Worth.8 The age of 
the entity is the number of years between the date 
of incorporation and the base year, 1993.9


DATA ANALYSIS


Figure 3 presents the count of base-year returns 
present in each subsequent SOI study and fi ling 
population from 1994 – 2003 as well as the percent 
of base-year returns present in the sample and 
population in subsequent years. The same data are 
represented graphically in Figure 4.


In the base year of 1993, 86,632 returns were 
selected for the SOI study. The number of base-
year returns remaining in the SOI study declined 
steadily over the 10 years analyzed. The number of 
base-year returns available to be selected from the 
population declined in a very similar fashion.


The difference in the counts and percentages 
of base-year returns in the sample and population 
can be attributed to a number of factors. Returns 
which exhibit a year-to-year change in total assets 
and/or income may qualify for a sampling rate dif-
ferent than that applied in a prior year in which the 
returns were selected for the SOI study. Similarly, 
a change to the sampling rates for a stratum may 
cause returns that were selected in that stratum 


Figure 3: Presence of Base-Year Returns in SOI Sample and Population


Figure 4: Presence of Returns from BaseYear


SOI STUDY
YEAR


BASE-YEAR 
RETURNS IN 


SAMPLE


BASE-YEAR 
RETURNS IN 
POPULATION


BASE-YEAR % 
IN SAMPLE1


BASE-YEAR % IN 
POPULATION2


1993 86,632 86,632 100 100
1994 74,303 79,243 85.8 91.5
1995 68,122 75,965 78.6 87.7
1996 60,948 72,585 70.4 83.8
1997 56,465 68,633 65.2 79.2
1998 52,750 57,734 60.9 66.6
1999 48,842 62,674 56.4 72.3
2000 44,728 59,257 51.6 68.4
2001 42,154 53,743 48.7 62.0
2002 39,998 51,683 46.2 59.7
2003 36,159 42,414 41.7 49.0


       1Percentage of base-year returns remaining in sample
       2Percentage of base-year returns remaining in population. 
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previously to no longer qualify for sample selection 
based on the values of their TTIN’s. There are other 
administrative and processing reasons that may 
prevent a negligible number of returns from being 
included in the SOI study. These reasons include 
rejection by tax examiners from the SOI study, 
improper coding or processing, unavailability of 
returns, or late fi ling of desired returns.10


Since the difference between the base-year 
returns present in the sample and population is 
small and stable throughout the 10-year period, it 
can be concluded that the majority of returns which 
leave the SOI study have also left the population 
of 1120 fi lers. For example, in 1994, only 5.7 
percent (4,940) of base-year returns were absent 
from the sample but present in the population. In 
2003, this percentage had increased to only 7.3 
percent (6,255). Although the SOI sample size has 
increased over the 10-year period studied, sampling 
rates for various strata have fl uctuated. This means 
that in addition to any base-year returns with 
changes in total assets and/or income becoming 
ineligible for sampling at prevailing rates, changes 
to the sampling rates in individual strata may make 
previously eligible returns ineligible. This helps 
explain why the percentage of base-year returns 
in the population but not the sample has increased 
slightly over the ten years observed. Since larger 
returns are sampled at a 100 percent rate, decreases 
in sampling rates tend to affect strata where smaller 
returns are located. Decreases in sampling rates 
help account for a loss of base-year returns, but 
only if they are still available in the target popula-


tion. However, since Figures 3 and 4 indicate that 
the majority of the base-year returns leaving the 
sample have also left the population, it appears 
that most of the missing base-year returns have 
not survived as individual 1120 return fi lers. They 
may no longer exist, they may fi le a non-1120 tax 
return, or they may be included in the consolidated 
return of another 1120 fi ler.


When returns from the base year were grouped 
into categories based on their life-cycle patterns, 
37,614 returns were observed to be consistently pres-
ent in the SOI study from 1993 – 2003. This category 
of returns was called “Consistent.” The number of 
Inconsistent Returns totaled only 9,482, showing 
that a relatively small number of returns appeared 
sporadically. The Terminal return category contained 
a total of 39,536 returns (see Figure 5).11


A pronounced and statistically signifi cant differ-
ence in the means of all the data items was observed 
among the various categories of returns. Figures 
6, 7, and 8 summarize the means of the various 
categories. The statistical signifi cance of the differ-
ences of the means was determined by performing 
a t-test. The results showed statistical signifi cance 
above the 99 percent level for comparison of all 
means across all categories. 


The means presented in Figures 6, 7, and 8 
clearly show that Consistent returns appear on aver-
age to be larger in terms of fi nancial characteristics 
than either returns that appear in the SOI study only 
inconsistently or returns that have dropped out of 
the SOI sample and most likely the population as 
well. When fi nancial items from Consistent returns 


Figure 5: By Type of Return
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Figure 6: Consistent Returns


Figure 7: Inconsistent Returns


Figure 8: Terminal Returns


Variable N Mean Standard Deviation


Total Receipts 37,744 $136,238,155 $1,498,106,574


Net Income 37,744 $8,215,763 $96,288,521


Total Assets 37,744 $304,742,101 $3,776,946,351


Net Worth 37,744 $109,835,169 $902,754,411


Age 37,744 19.4 21.0


Variable N Mean Standard Deviation


Total Receipts 9,459 $25,796,330 $238,476,363


Net Income 9,459 $220,453 $14,196,113


Total Assets 9,459 $37,207,485 $444,127,898


Net Worth 9,459 $6,618,853 $70,868,775


Age 9,459 14.8 16.6


Variable N Mean Standard Deviation


Total Receipts 39,926 $77,461,225 $814,956,006


Net Income 39,926 $3,222,766 $58,191,247


Total Assets 39,926 $205,827,618 $3,493,116,498


Net Worth 39,926 $43,992,315 $583,865,566


Age 39,926 15.7 19.6
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are compared to those of Terminal returns, all items 
are larger for Consistent returns by signifi cant 
margins. The largest differences in the averages 
are between Consistent and Inconsistent returns. 
Clearly, the returns that are consistently selected 
for the SOI sample have higher average levels of 
assets and income. Although this may seem intui-
tive since larger returns fall into strata with higher 
sampling rates, in fact, the design of the sample 
leads to the same returns being selected each year 
in each stratum. Therefore, barring changes to the 
sampling rates of the relevant strata, a small base-
year return exhibiting no drop in assets or income 
and no change in form type would be expected 
in the sample again, as would a large return in 
a stratum with a 100 percent selection rate. In 
practice, sampling rates for certain strata have 
declined at times. Most base-year returns that are 
not selected are demonstrably not in the population, 
but for those smaller base-year returns that are in 
the population and are not selected, sampling rate 
changes are the major explanation. Other reasons 
for attrition include the processing limitations 
discussed previously.


To conduct a more detailed analysis of the three 
categories of returns, I created another data item 
called “Size.” This data item was determined by 
the size of total assets of the return. Returns with 
less than $10,000,000 in total assets were defi ned 
as “small,” returns with between $10,000,000 and 
$249,999,999 in total assets “medium,” and returns 
with $250,000,000 or more in total assets “large.” 
I then grouped each of the three “consistency” 
categories into subgroups of small, medium, 
and large returns to analyze differences in mean 
fi nancial characteristics and mean age by both 
consistency and size.


After segmenting returns as described, it was 
observed that large returns made up a considerably 
higher percentage of Consistent returns than they 
did Inconsistent or Terminal. Conversely, small 
returns tended to make up a much larger percentage 
of Inconsistent and Terminal returns, as indicated 
by Figure 9. The attrition rate was defi ned as the 
percentage of returns within each size category-- 
small, medium, and large-- which was ultimately 
classifi ed as Terminal. Large returns had the lowest 
attrition rate, followed by medium-sized returns. 
Small returns had the highest attrition rate at 49.5 
percent. This may partially be due to the fl uctuat-
ing sampling rates for smaller returns, but since 
most nonselected returns were also not present in 
the population, most of these taxpayers did not fi le 
individually.12


Examining Figure 9 can provide insight as to 
why the averages of selected fi nancial items tend 
to be higher for Consistent returns than the other 
categories. The averages for Consistent returns are 
based on a higher proportion of large returns than 
are the other categories. As a function of the defi ni-
tion of large returns, these fi nancial items will tend 
to be greater on returns with more assets, thus aver-
ages based on a higher proportion of large returns 
will be greater. All means and standard deviations 
of fi nancial items and ages by consistency and size 
are reported in the appendix.


In addition to being on average larger in terms of 
these selected fi nancial items, this comparison indi-
cates that Consistent returns tend to be older than 
Inconsistent or Terminal returns. Age was defi ned 
in years as the base year (1993) minus the year of 
incorporation. The average age of returns consis-
tently in the SOI study is 19.7 years. The average 
ages of both Inconsistent and Terminal returns are 


Figure 9: Return Counts by Size and Consistency with Attrition Rate


Consistent Inconsistent Terminal Attrition Rate


Small 19,041 (50.4%) 6,959 (73.6%) 25,479 (63.8%) 49.5%


Medium 14,719 (39.0%) 2,322 (24.5%) 11,789 (29.5%) 40.9%


Large 3,984 (10.6%) 178 (1.9%) 2,658 (6.7%) 39.0%


Small returns are those with less than $10,000,000 in assets, Medium with $10,000,000 to 


$249,999,999 in assets, and Large with $250,000,000 or more.


Percentages following counts indicate the percent of the total count for the group of Consistent, 


Inconsistent, or Terminal.


Attrition rate is the percentage of the total number of base-year returns in this size category which 


were categorized as Terminal returns.
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lower at 14.6 years, and 15.9 years, respectively. 
With most of the base-year returns missing from 
the SOI study also missing from the population of 
1120 fi lers, the analysis indicates that on average, 
business entities that were older in the base year 
tended to survive longer.13 Younger returns were 
more likely to be Inconsistent or Terminal.


Of particular interest is the difference in mean 
ages of large Consistent, Inconsistent, and Terminal 
returns. The mean age of large Consistent returns is 
20.6 years, while the mean ages of large Inconsistent 
and Terminal returns are 22.4 years and 24.8 years, 
respectively. The difference between large Consis-
tent and large Inconsistent returns is not statistically 
signifi cant, but the difference between large Consis-
tent and large Terminal returns is signifi cant at the 
99 percent level. Although returns of all sizes exhibit 
higher mean ages for Consistent returns than for 
Inconsistent or Terminal returns, breakouts by size 
showed that large Consistent returns were younger 
on average than large Terminal returns.


CONCLUSIONS AND FURTHER RESEARCH


The analysis showed that the majority of base-
year returns that left the SOI sample also left the 
population of 1120 fi lers, indicating that the SOI 
sample largely selects the same entities from year 
to year when those entities are available in the 
population. Therefore even though a small number 
of returns exited the SOI study due to changes 
in sampling rates, the conclusions drawn from 
analysis of the SOI studies largely apply to the 
population of 1120 fi lers as well as to the sample. 
After analyzing 10 years of data from SOI samples 
and 10 years of population data from IRS computer 
fi les, 41.7 percent of the base-year returns were 
shown to be present in the latest SOI study and 
49.0 percent of base-year returns present in the 
fi ling population. With the lowest attrition rate of 
all groups, large business entities are more likely 
than smaller business entities to remain in the SOI 
sample and in the fi ling population. The group of 
returns defi ned as Consistent exhibited a larger 
proportion of returns with $250,000,000 or more in 
total assets than the other two categories of returns 
and large returns made up the smallest proportion 
of Terminal returns at 5.5 percent. The surviving 
business entities also tended to be older on average 
than business entities that fell out of the population 
or were not selected for SOI studies. This relation-
ship was not true for the group of large returns 


however, where Consistent returns were slightly 
younger on average than Terminal returns.


The next steps in corporation life-cycle research 
will be to defi ne specifi c reasons for attrition from 
the SOI sample and population and more fully 
explain attrition based on these reasons. This 
research should include the assembly of corpo-
rate family structures capable of accounting for 
previously individual returns that become part of 
consolidated groups. A predictive model could be 
implemented to determine if fi nancial relationships 
are predictive of presence in the SOI sample or 
population.


Notes


 1 For a complete history of sampling rates for all sizes 
and form types, see SOI’s annual Publication 16, vari-
ous years.


 2 For an explanation of critical returns see SOI’s annual 
Publication 16, various years.


 3 For a more detailed description of SOI’s sampling 
process and studies, please see the most recent version 
of SOI’s Publication 16, various years. For this section 
of the paper, also see IRS (2006).


 4 For data sets where the returns were not present in the 
SOI sample, the data items were populated with values 
from the most recent SOI study in which the returns 
were available.


 5 A return that was missing from the population in 2002 
and 2003 would otherwise qualify as Consistent if it 
was present in all earlier years because the sum of all 
presence observations would total eight. A classifi ca-
tion of Terminal is more desirable because the return is 
not present for the latest two years and will presumably 
not return.


 6 SOI maintains a fi le of return transaction data extracted 
annually from the Business Master File (BMF). This 
fi le contains a code that indicates whether an 1120 
return was processed on the BMF for a given EIN 
anytime in the “Processing Year,” roughly equivalent 
to a calendar year. The fi le also contains a tax period 
indicating the year to which the transaction relates.


 7 The entity formerly fi ling its own 1120 return may no 
longer due so because it is included in the consolidated 
fi ling of another return or group of returns with a dif-
ferent EIN.


 8 For SOI’s defi nition of fi nancial items, please see 
Publication 16, various years.


 9 Age was calculated and carried through the analysis 
as of the base year rather than recomputed each year 
because increasing appearances in SOI studies would 
correlate directly with increasing age.


10 For descriptions and counts of unavailable returns, 
please see SOI’s Publication 16, various years.
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11 The sum of Consistent, Inconsistent, and Terminal 
returns does not equal the total of the base-year re-
turns due to legitimate “duplicate” records. Duplicate 
records can be present in one study when part-year 
returns are selected in addition to full-year returns.


12 These entities may be fi ling a non-1120 type return or 
may be included in the consolidation of another return 
or group of returns.


13 Entities counted as not surviving may be fi ling a non-
1120 type return or may be included in the consolida-
tion of another return or group of returns.


References


U.S. Department of the Treasury. Internal Revenue 
Service. 


  Statistics of Income. Corporation Income Tax 
 Returns. Washington, D.C., various years. 


  Statistics of Income Bulletin. Summer 2006. Wash-
 ington, DC 2005.


APPENDIX


Consistent Returns


Size Data Item Mean Standard Deviation


Small Total Receipts1 $6,371,580.79 $57,384,713.78


Net Income $120,879.88 $4,079,558.5


Total Assets $1,807,835.87 $2,312,005.37


Net Worth $639,986.34 $ 4,270,068.29


Age 16.4479282 16.6014683


Medium Total Receipts $53,895,910.61 $106,779,628


Net Income $2,511,693.13 $7,407,540.48


Total Assets $69,825,074.13 $57,974,136.63


Net Worth $29,494,265.47 $44,890,136.91


Age 22.7388410 24.0182814


Large Total Receipts2 3 $1,061,133,974 $4,499,784,062


Net Income4 $67,978,026.03 $289,082,191


Total Assets2 3 $2,620,483,834 $11,364,833,471


Net Worth $928,540,800 $2,638,900,731


Age2 21.5155622 25.4626241
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Inconsistent Returns


Size Data Item Mean Standard Deviation


Small Total Receipts5 $4,077,602.06 $15,518,169.88


Net Income5 -$34,503.10 $1,936,312.34


Total Assets $1,479,486.82 $2,162,763.78


Net Worth5 $200,645.81 $4,779,648.44


Age5 13.2152608 14.5542741


Medium Total Receipts $41,511,957.43 $79,428,394.05


Net Income $-598,765.04 $13,179,286.11


Total Assets $43,880,737.74 $44,024,985.24


Net Worth $8,721,769.96 $62,242,205.94


Age6 18.8165375 20.1862701


Large Total Receipts5 $669,891,521 $1,583,578,000


Net Income5 $20,874,759.10 $88,900,726.62


Total Assets5 $1,346,959,444 $2,956,099,587


Net Worth5 $230,109,460 $405,911,755


Age5 24.9157303 25.7444784
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Terminal Returns


Size Data Item Mean Standard Deviation


Small Total Receipts $4,952,880.42 $70,038,460.90


Net Income -$71,616.51 $6,520,985.17


Total Assets $1,382,087.57 $2,069,756.45


Net Worth $133,487.37 $5,351,577.13


Age 12.9184034 14.8322453


Medium Total Receipts $47,605,901.58 $95,661,811.13


Net Income $1,147,350.28 $9,267,561.22


Total Assets $67,945,915.83 $57,212,181.19


Net Worth $17,690,263.35 $59,872,085.44


Age 20.0385105 24.1205414


Large Total Receipts $904,927,191 $3,025,364,570


Net Income $44,007,051.15 $219,787,529


Total Assets $2,777,142,544 $13,275,372,904


Net Worth $580,019,080 $2,190,282,973


Age 23.2558315 29.4368933


Difference across means statistically signifi cant at the 99 percent level unless otherwise noted.


1 Difference between Consistent and Terminal statistically signifi cant only at the 97 percent level.


2 Difference between Consistent and Inconsistent not statistically signifi cant.


3 Difference between Consistent and Terminal not statistically signifi cant.


4 Difference between Consistent and Inconsistent statistically signifi cant at only the 97 percent level.


5 Difference between Inconsistent and Terminal not statistically signifi cant.


6 Difference between Inconsistent and Terminal statistically signifi cant at only the 97 percent level
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Prelude to Schedule M-3:  Schedule 
M-1 Corporate Book-Tax Difference Data, 1990-2003*


by Charles Boynton and Portia DeFilippes, Office of Tax Analysis, U.S. Treasury 
Department, and Ellen Legel, Internal Revenue Service


For most large corporations, the new Schedule M-
3 book-tax reconciliation replaces the 4-decade 
old Schedule M-1, effective December 2004. The 


goal of this paper is: (1) to present Schedule M-1 data 
and other selected tax return data for the immediately 
preceding 14-year period, 1990-2003; and (2) to ad-
dress tax policy data interpretation issues related to U.S. 
intercompany dividends (ICD) improperly included on 
corporate tax returns by some large taxpayers.1  First, 
we review events leading to the replacement of Schedule 
M-1 with Schedule M-3. We then present Schedule M-1 
data and other selected tax data for 1990-2003 for two 
populations: (1) all corporations normally subject to the 
U.S. Federal corporate income tax; and (2) the subset 
that would have filed Schedule M-3 if the 2004-2006 
requirements had been effective for the earlier years.2 
Most corporations with total assets of $10 million or 
more are subject to Schedule M-3 starting in December 
2004, and others entities (corporations and partnerships) 
will be subject starting in December 2006; we focus our 
Schedule M-1 discussion on the 1990-2003 data for 
such corporations. We conclude by discussing certain 
tax policy issues in interpreting Schedule M-1 data for 
1990-2003 relating to U.S. intercompany dividends 
(ICD) improperly included on corporate tax returns by 
some large taxpayers. These issues will likely remain 
unresolved until Schedule M-3 data replace Schedule 
M-1 data. 


	Dissatisfaction With Schedule M-1


A Treasury report in 1999 and Treasury testimony 
in 2000 by Assistant Secretary (Tax Policy) Jonathan 
Talisman noted the growing book-tax gap from 1991 to 
1997 between pretax book income on Schedule M-1 and 
tax net income on page 1 of Form 1120. Both the report 
and the testimony viewed the 1990s book-tax gap as a 
possible indicator of corporate tax shelter activity, but 
also noted the difficulty in interpreting Schedule M-1 
book-tax difference data.3  Mills-Plesko (2003) proposed 


a redesign of Schedule M-1 to increase the transparency 
of the corporate tax return book-tax reconciliation and to 
improve data interpretability.4  The Mills-Plesko (2003) 
Schedule M-1 recommendations are largely reflected in 
Schedule M-3, particularly in Part I.5 


	Schedule M-1 Versus Schedule M-3


Exhibit I presents a partial detail of Form 1120, 
page 1 and Schedule M-1. Schedule M-1 is intended to 
reconcile book income on Schedule M-1, line 1, with 
tax net income on Form 1120, page 1, line 28. 


Exhibit II presents a partial detail of Schedule M-3 
Part I and Part II. Part I reconciles worldwide consolidat-
ed financial statement income with income per income 
statement of includible corporations (members of the tax 
return consolidation group listed on Form 851). Parts II 
and III reconcile income per income statement of includ-
ible corporations (“book”) with tax net income on Form 
1120, page 1, line 28. Differences between book and tax 
are characterized as temporary or permanent. 


Part I of Schedule M-3 is important. It defines the 
starting point for the book-tax reconciliation for the first 
time in corporate tax history. On Schedule M-1, we know 
where the reconciliation ends (tax net income) but not 
where it begins (book). Taxpayers choose Schedule M-1 
line 1 book income to suit them. Schedule M-3, Part I, 
line 11 is what Schedule M-1, line 1 should have been 
all along. Schedule M-3 uses many of the Schedule M-1 
revisions proposed by Mills-Plesko (2003), in particular, 
Schedule M-3, Part I.


The goal of Schedule M-3 is greater transparency 
and uniform organization in book-tax data at the time of 
return filing so that the data may be used to determine 
what returns will and will not be audited and to determine 
what issues will and will not be examined on the returns 
selected for audit.
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	Schedule M-3 Effective 2004


Effective for all tax years ending on or after Decem-
ber 31, 2004, U.S. corporations with end-of-year total 
assets of $10 million or more filing Form 1120, U.S. 
Corporation Income Tax Return, must complete Sched-
ule M-3, Net Income (Loss) Reconciliation for Corpora‑
tions With Total Assets of $10 Million or More, in place 
of Schedule M-1, Reconciliation of Income (Loss) per 
Books With Income per Return.  Effective tentatively for 
all tax years ending on or after December 31, 2006, the 
requirement to complete Schedule M-3 will be extended 
to U.S. insurance companies (life insurance companies 
filing Form 1120-L and property and casualty insurance 
companies filing Form 1120-PC), to S corporations filing 
Form 1120-S, and to partnerships filing Form 1065, all 
with total assets of $10 million or more.6 The January 
28, 2004, joint Treasury-IRS announcement of Sched-
ule M-3 indicated that Schedule M-3 would become an 
important IRS audit selection tool both for the selection 
of corporate returns for audit and the identification of 
issues on a return for audit.7


	Source of 1990-2003 Data8


A statistical sample of tax return data is electroni-
cally encoded annually by the Statistics of Income Divi-
sion (SOI), Internal Revenue Service, for the use of the 
Office of Tax Analysis (OTA), U.S. Department of the 
Treasury, and the Joint Committee on Taxation (JCT), 
U.S. Congress.  These data include Schedule M-1 data. 
Selected tax return data for all corporations normally 
subject to the U.S. Federal corporate income tax are sum-
marized annually by SOI in Table 12 of Publication 16, 
Statistics of Income, Corporation Income Tax Returns.  
SOI Publication 16 tables do not present Schedule M-1 
data. To date, only Plesko (2002) (for 1996-1998) and 
Plesko-Shumofsky (2005) (for 1995-2001) have pre-
sented Schedule M-1 data for the SOI Publication 16 
Table 12 population. 


	Discussion of Tables 1-4


Tables 1 through 4 all have the same standardized 
format for presenting Schedule M-1 data and selected 
tax return data for 1990-2003.9  The title of the table 
indicates the population or population split for which the 


table aggregates data. For example, Table 1 presents data 
for all corporations excluding those that file specialized 
Forms 1120 as S corporations, as regulated investment 
companies (RIC’s), or as real estate investment trusts 
(REIT’s).  Table 2 restricts the Table 1 population to 
domestic corporations with total assets at end of year 
of $10 million or more as reported on Form 1120, 
Schedule L.10 


Each table has three panels. The first row of each 
panel indicates the weighted number of returns for the 
year for the panel tabulated (N1, N2, and N3 for the 
first, second and third panels).  Returns are weighted 
because a statistical sample of firms is used to repre-
sent the population.  Generally, firms larger than $10 
million in total assets have a weight of 1, that is, they 
represent only themselves in the sample. Smaller firms 
generally have weights of greater than 1 (for example, 
5), that is, the selected firm represents several similar 
firms (for example, 5 firms).  In preparing the tables, 
we had a “suppression” program check to see if any 
year (column) of data for any table panel was based 
on fewer than 10 weighted returns or fewer than three 
original records (“unweighted” returns).  SOI does not 
allow reporting of data based on such low counts both 
for statistical reasons (not less than 10 weighted returns) 
and to preserve taxpayer confidentiality (not less than 
three original records, that is, unweighted returns).  If our 
suppression program detects a low count for any “data 
cell”, we must suppress not only that data cell but also an 
adjacent data cell so that the data cannot be recreated by 
subtraction using any other totals presented or available 
elsewhere.  In Tables 3 and 4, we have suppressed all 
data in the second and third panels as an overly cautious 
and simplified response to the restrictions on low counts 
for any “data cell.”


The first panel of each table is divided into two 
sections, “Summary” and “Schedule M-1 Detail.”  In 
the summary section, we present the weighted number 
of returns on which our data are based and selected 
aggregate data from Schedule M-1 or elsewhere in the 
return. For example, tax net income is from Form 1120, 
page 1, line 28. In some cases, the data are calculated. 
For example, pretax book income is the result of add-
ing the amounts for Schedule M-1 line 1 and line 2. 
Book-tax difference is pretax book income minus tax 
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PreLuDe to scheDuLe m-3:  scheDuLe m-1 corPorate Book-tax Difference Data, 1990-2003*
Ta


bl
e 


1.
 A


ll 
Co


rp
or


at
io


ns
 (E


xc
lu


di
ng


 S
, R


IC
, a


nd
 R


EI
T)


Do
lla


r a
m


ou
nt


s i
n 


m
illi


on
s. 


 T
ab


le 
va


lue
s m


ay
 n


ot
 a


dd
 a


nd
 m


ay
 d


iffe
r f


ro
m


 S
OI


 P
ub


lic
at


ion
 1


6 
va


lue
s d


ue
 to


 ro
un


din
g.


Su
m


m
ar


y
19


90
19


91
19


92
19


93
19


94
19


95
19


96
19


97
19


98
19


99
20


00
20


01
20


02
20


03
Re


tu
rn


s[
N1


]
2,


13
6,


03
2 


 
2,


09
8,


64
1 


 
2,


07
7,


51
7 


 
2,


05
5,


98
2 


 
2,


31
0,


70
3 


 
2,


31
2,


38
2 


 
2,


31
7,


88
5 


 
2,


24
8,


06
4 


 
2,


24
9,


96
9 


 
2,


19
8,


73
9 


 
2,


17
2,


70
5 


 
2,


13
6,


75
6 


 
2,


10
0,


07
4 


 
2,


04
7,


59
3 


 
To


ta
l a


ss
et


s
16


,1
64


,1
32


  
16


,6
78


,0
60


  
17


,2
44


,2
51


  
18


,5
48


,4
29


  
19


,8
76


,8
69


  
21


,7
39


,7
37


  
23


,5
11


,4
25


  
26


,3
98


,6
25


  
29


,5
39


,6
96


  
32


,2
02


,6
29


  
36


,8
92


,2
88


  
39


,0
88


,3
35


  
40


,4
36


,4
28


  
42


,2
24


,8
67


  
To


ta
l r


ec
ei p


ts
9,


68
9,


00
5 


 
9,


66
0,


58
4 


 
9,


82
1,


79
0 


 
10


,1
54


,9
51


  
11


,0
20


,9
31


  
11


,9
55


,2
87


  
12


,7
09


,0
02


  
13


,4
45


,4
55


  
13


,9
96


,4
96


  
15


,2
38


,4
19


  
16


,6
07


,2
85


  
16


,2
14


,5
17


  
15


,5
82


,5
99


  
16


,2
00


,9
48


  
Pr


et
ax


 b
oo


k i
nc


om
e


29
2,


37
5 


 
26


0,
14


5 
 


24
9,


83
9 


 
41


2,
07


8 
 


54
5,


27
4 


 
62


8,
65


4 
 


75
2,


69
3 


 
81


9,
58


2 
 


81
6,


73
8 


 
85


3,
66


3 
 


78
4,


07
5 


 
22


1,
31


9 
 


34
7,


73
5 


 
89


9,
32


0 
 


Ta
x n


et
 in


co
m


e
27


0,
92


5 
 


24
8,


11
3 


 
29


1,
86


7 
 


36
8,


91
2 


 
42


6,
08


2 
 


51
4,


75
1 


 
57


4,
55


4 
 


60
7,


54
1 


 
53


2,
24


6 
 


53
5,


28
9 


 
51


7,
93


7 
 


27
0,


77
4 


 
25


8,
67


4 
 


45
5,


43
4 


 
Bo


ok
-ta


x d
iffe


re
nc


e
21


,4
50


  
12


,0
31


  
-4


2,
02


8 
 


43
,1


66
  


11
9,


19
2 


 
11


3,
90


3 
 


17
8,


13
9 


 
21


2,
04


0 
 


28
4,


49
2 


 
31


8,
37


4 
 


26
6,


13
8 


 
-4


9,
45


5 
 


89
,0


61
  


44
3,


88
6 


 
M


-1
 e


x p
lai


ns
-3


7,
78


6 
 


-6
7,


67
2 


 
-1


11
,6


38
  


-2
4,


11
5 


 
43


,7
59


  
29


,3
45


  
61


,6
40


  
87


,5
97


  
13


0,
35


5 
 


17
2,


18
8 


 
14


1,
48


2 
 


-1
83


,2
29


  
-4


4,
34


1 
 


28
9,


38
6


Es
tim


at
ed


 IC
D 


ad
j


65
,2


33
  


71
,3


08
  


68
,8


06
  


66
,2


55
  


76
,9


59
  


83
,5


49
  


11
3,


37
7 


 
10


7,
77


8 
 


15
9,


38
1 


 
15


4,
84


9 
 


12
9,


97
5 


 
14


2,
54


9 
 


15
4,


35
2 


 
14


0,
39


9 
 


Ta
bu


lat
ed


 IC
D 


ad
j


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


14
4,


41
7 


 
13


3,
85


4 
 


12
7,


35
9 


 
14


8,
22


7 
 


13
5,


95
5 


 
Ta


x n
et


 in
co


m
e 


> 
0


41
6,


61
7 


 
40


1,
58


2 
 


42
6,


07
8 


 
49


6,
15


2 
 


55
4,


08
4 


 
64


1,
75


4 
 


71
4,


27
2 


 
76


5,
75


3 
 


73
6,


81
0 


 
78


3,
49


9 
 


85
9,


53
1 


 
70


9,
00


4 
 


67
6,


33
7 


 
78


0,
05


3 
 


NO
L 


de
du


cti
on


38
,3


99
  


41
,1


52
  


38
,8


88
  


45
,0


90
  


48
,8


72
  


57
,0


90
  


55
,0


19
  


60
,2


89
  


52
,6


38
  


64
,7


81
  


77
,0


79
  


60
,3


32
  


65
,6


67
  


70
,2


94
  


S p
ec


ial
 d


ed
uc


tio
ns


12
,5


45
  


12
,6


68
  


13
,5


27
  


14
,9


95
  


14
,0


01
  


23
,6


12
  


20
,7


50
  


24
,2


58
  


24
,1


09
  


30
,9


10
  


27
,0


60
  


21
,8


24
  


16
,4


74
  


13
,7


60
 


Ta
xa


ble
 in


co
m


e
36


6,
31


1 
 


34
9,


79
4 


 
37


7,
72


3 
 


43
6,


61
3 


 
49


3,
71


2 
 


56
4,


34
6 


 
63


9,
36


6 
 


68
3,


24
2 


 
66


2,
25


8 
 


69
2,


59
1 


 
75


8,
97


9 
 


63
4,


36
6 


 
59


9,
63


7 
 


69
8,


38
3 


 
Ta


x b
ef


or
e 


cr
ed


its
12


8,
00


7 
 


12
0,


98
9 


 
13


1,
15


4 
 


15
4,


35
9 


 
17


2,
64


4 
 


19
8,


57
8 


 
22


3,
45


4 
 


23
9,


13
4 


 
23


0,
91


2 
 


24
1,


43
0 


 
26


5,
64


5 
 


22
0,


49
6 


 
20


9,
25


2 
 


24
3,


26
1 


 
Fo


re
i gn


 ta
x c


re
dit


24
,9


90
  


21
,0


97
  


21
,5


21
  


22
,8


96
  


25
,4


01
  


30
,4


20
  


40
,2


44
  


42
,2


00
  


37
,3


96
  


38
,3


90
  


48
,5


06
  


41
,0


63
  


42
,0


22
  


50
,0


34
  


Ta
x a


fte
r c


re
dit


s
96


,2
24


  
92


,4
35


  
10


1,
40


2 
 


11
9,


84
8 


 
13


5,
38


7 
 


15
6,


18
4 


 
17


0,
36


2 
 


18
3,


91
6 


 
18


1,
05


8 
 


19
2,


47
3 


 
20


3,
40


8 
 


16
6,


33
4 


 
15


3,
17


3 
 


17
6,


95
6 


 
Pr


et
ax


 b
oo


k i
nc


om
e 


>0
48


4,
69


4 
 


47
4,


56
8 


 
50


6,
57


4 
 


60
7,


24
2 


 
70


2,
60


2 
 


79
4,


90
8 


 
92


4,
16


7 
 


1,
00


5,
11


5 
 


1,
06


4,
05


7 
 


1,
13


8,
31


1 
 


1,
24


5,
56


2 
 


97
2,


49
5 


 
1,


05
6,


11
8 


 
1,


24
4,


02
0 


 
Bo


ok
-ta


x d
iffe


re
nc


e>
0


19
2,


45
8 


 
19


5,
19


2 
 


20
1,


33
9 


 
24


7,
76


7 
 


26
8,


67
9 


 
28


0,
17


1 
 


34
7,


26
0 


 
38


6,
29


4 
 


49
5,


00
1 


 
54


5,
78


0 
 


61
1,


92
0 


 
48


5,
45


3 
 


63
1,


82
4 


 
68


9,
79


5 
 


M
-1


 e
x p


lai
ns


 >
 0


15
3,


11
3 


 
13


4,
93


9 
 


15
2,


64
2 


 
19


5,
41


7 
 


21
1,


38
0 


 
21


9,
57


7 
 


25
5,


04
4 


 
29


7,
69


5 
 


37
5,


39
4 


 
43


5,
03


7 
 


50
9,


41
9 


 
39


4,
37


9 
 


52
2,


62
6 


 
59


0,
68


3
De


pr
ec


iat
ion


 e
xp


lai
ns


0 
 


35
,4


44
  


43
,0


96
  


49
,2


05
  


53
,6


55
  


53
,3


64
  


56
,7


81
  


65
,5


26
  


80
,0


35
  


86
,1


47
  


88
,4


60
  


11
4,


11
7 


 
16


0,
20


0 
 


13
4,


73
4 


 
St


oc
k o


pt
ion


s e
xp


lai
ns


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


26
,7


53
  


35
,8


10
  


Sc
he


du
le


 M
-1


 D
et


ai
l


[+
L1


] B
oo


k n
et


 in
co


m
e


20
3,


25
0 


 
18


3,
54


8 
 


18
4,


59
5 


 
30


5,
01


3 
 


39
4,


78
9 


 
45


5,
69


0 
 


55
3,


49
7 


 
59


9,
87


0 
 


60
0,


31
9 


 
60


0,
12


7 
 


51
6,


66
7 


 
59


,7
28


  
16


6,
37


7 
 


65
6,


74
1 


 
[+


L2
] B


oo
k f


ed
er


al 
ta


x
89


,1
24


  
76


,5
97


  
65


,2
45


  
10


7,
06


5 
 


15
0,


48
5 


 
17


2,
96


5 
 


19
9,


19
7 


 
21


9,
71


2 
 


21
6,


41
9 


 
25


3,
53


7 
 


26
7,


40
8 


 
16


1,
59


1 
 


18
1,


35
8 


 
24


2,
58


0 
 


[ =
 ] 


Pr
et


ax
 b


oo
k i


nc
om


e
29


2,
37


5 
 


26
0,


14
5 


 
24


9,
83


9 
 


41
2,


07
8 


 
54


5,
27


4 
 


62
8,


65
4 


 
75


2,
69


3 
 


81
9,


58
2 


 
81


6,
73


8 
 


85
3,


66
3 


 
78


4,
07


5 
 


22
1,


31
9 


 
34


7,
73


5 
 


89
9,


32
0 


 
[+


L7
] I


nc
om


e 
fo


r b
oo


k
0 


 
19


8,
57


3 
 


21
8,


34
3 


 
27


4,
19


7 
 


24
6,


53
9 


 
27


8,
24


9 
 


32
0,


28
4 


 
38


4,
59


2 
 


47
2,


27
0 


 
52


3,
50


6 
 


67
7,


68
0 


 
52


2,
33


0 
 


60
1,


81
0 


 
64


1,
83


6
[+


L8
] D


ed
uc


tio
n 


fo
r t


ax
0 


 
39


5,
21


4 
 


42
2,


02
1 


 
45


6,
62


9 
 


47
9,


40
5 


 
51


7,
52


2 
 


57
4,


24
0 


 
65


6,
74


5 
 


74
3,


89
9 


 
80


9,
10


0 
 


94
4,


72
6 


 
95


5,
82


9 
 


1,
00


0,
98


9 
 


1,
05


1,
47


0 
 


[-L
3


] C
ap


ita
l lo


ss
 lim


it
0 


 
-7


,4
52


  
-8


,4
43


  
-6


,9
29


  
-7


,6
53


  
-7


,7
81


  
-8


,6
46


  
-1


4,
20


4 
 


-1
5,


40
4 


 
-2


1,
78


5 
 


-2
0,


86
9 


 
-3


5,
17


7 
 


-6
8,


95
8 


 
-7


6,
17


4
[-L


4
] I


nc
om


e 
fo


r t
ax


0 
 


-2
24


,1
23


  
-2


18
,3


76
  


-2
38


,4
25


  
-2


28
,8


97
  


-2
54


,1
85


  
-2


98
,6


56
  


-3
48


,6
26


  
-3


72
,8


92
  


-4
05


,4
78


  
-5


01
,6


62
  


-4
99


,5
98


  
-4


63
,9


34
  


-4
68


,5
76


  
[-L


5
] E


xp
en


se
 fo


r b
oo


k
0 


 
-4


29
,8


83
  


-5
25


,1
84


  
-5


09
,5


86
  


-4
45


,6
35


  
-5


04
,4


61
  


-5
25


,5
82


  
-5


90
,9


10
  


-6
97


,5
18


  
-7


33
,1


55
  


-9
58


,3
92


  
-1


,1
26


,6
14


  
-1


,1
14


,2
48


  
-8


59
,1


72
  


[ =
 ] 


M
-1


 e
xp


lai
ns


-3
7,


78
6 


 
-6


7,
67


2 
 


-1
11


,6
38


  
-2


4,
11


5 
 


43
,7


59
  


29
,3


45
  


61
,6


40
  


87
,5


97
  


13
0,


35
5 


 
17


2,
18


8 
 


14
1,


48
2 


 
-1


83
,2


29
  


-4
4,


34
1 


 
28


9,
38


6
[+


L8
a]


 D
ep


re
cia


tio
n 


fo
r t


ax
0 


 
11


0,
84


2 
 


12
4,


95
7 


 
13


1,
62


9 
 


14
0,


23
9 


 
15


1,
98


5 
 


15
4,


48
9 


 
17


7,
23


2 
 


20
5,


27
0 


 
21


2,
64


6 
 


22
9,


46
9 


 
27


0,
18


9 
 


31
4,


26
9 


 
29


8,
13


2 
 


[-L
5a


] D
ep


re
cia


tio
n 


fo
r b


oo
k


0 
 


-7
5,


39
8 


 
-8


1,
86


1 
 


-8
2,


42
4 


 
-8


6,
58


4 
 


-9
8,


62
2 


 
-9


7,
70


9 
 


-1
11


,7
05


  
-1


25
,2


35
  


-1
26


,4
99


  
-1


41
,0


09
  


-1
56


,0
72


  
-1


54
,0


68
  


-1
63


,3
98


  
[ =


 ] 
De


pr
ec


iat
ion


 e
xp


lai
ns


0 
 


35
,4


44
  


43
,0


96
  


49
,2


05
  


53
,6


55
  


53
,3


64
  


56
,7


81
  


65
,5


26
  


80
,0


35
  


86
,1


47
  


88
,4


60
  


11
4,


11
7 


 
16


0,
20


0 
 


13
4,


73
4 


 
[+


L7
a]


 T
ax


-e
xe


m
pt


 in
te


re
st


22
,0


43
  


20
,5


04
  


20
,4


15
  


20
,5


67
  


21
,1


01
  


21
,0


10
  


20
,4


92
  


20
,1


23
  


22
,4


55
  


22
,9


72
  


22
,2


05
  


21
,1


12
  


21
,6


01
  


22
,4


67
  


[+
L8


c] 
St


oc
k o


pt
ion


s
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
26


,7
53


  
35


,8
10


  
[-L


5c
] T


ra
ve


l-e
nt


er
ta


inm
en


t
0 


 
-2


,5
79


  
-2


,8
76


  
-2


,9
63


  
-7


,8
42


  
-8


,0
84


  
-8


,7
71


  
-9


,1
27


  
-9


,9
14


  
-1


0,
00


2 
 


-1
0,


74
7 


 
-9


,9
48


  
-9


,6
26


  
-1


5,
17


8
[-L


3
] C


ap
ita


l lo
ss


 lim
it


0 
 


-7
,4


52
  


-8
,4


43
  


-6
,9


29
  


-7
,6


53
  


-7
,7


81
  


-8
,6


46
  


-1
4,


20
4 


 
-1


5,
40


4 
 


-2
1,


78
5 


 
-2


0,
86


9 
 


-3
5,


17
7 


 
-6


8,
95


8 
 


-7
6,


17
4


M
-1


 d
et


ail
 e


x p
lai


ns
[5


 a
bo


ve
]


22
,0


43
  


45
,9


17
  


52
,1


92
  


59
,8


80
  


59
,2


61
  


58
,5


08
  


59
,8


55
  


62
,3


19
  


77
,1


73
  


77
,3


32
  


79
,0


49
  


90
,1


05
  


12
9,


97
1 


 
10


1,
65


9 
 


M
-1


 o
th


er
 e


x p
lai


ns
[b


ala
nc


e]
-5


9,
82


9 
 


-1
13


,5
88


  
-1


63
,8


30
  


-8
3,


99
4 


 
-1


5,
50


2 
 


-2
9,


16
3 


 
1,


78
4 


 
25


,2
79


  
53


,1
82


  
94


,8
57


  
62


,4
33


  
-2


73
,3


34
  


-1
74


,3
12


  
18


7,
72


7 
 


Pr
et


ax
 B


oo
k 


In
co


m
e 


On
l y


Re
tu


rn
s[


N2
]


69
7,


32
1 


 
73


5,
88


2 
 


68
2,


76
6 


 
64


2,
26


0 
 


67
3,


04
8 


 
66


9,
82


6 
 


66
1,


70
1 


 
63


0,
17


6 
 


65
1,


93
7 


 
62


0,
20


7 
 


61
6,


38
1 


 
61


6,
53


6 
 


58
8,


56
0 


 
55


8,
47


2 
 


As
se


ts
52


3,
62


7 
 


58
1,


11
3 


 
54


8,
23


9 
 


50
7,


90
1 


 
49


4,
37


3 
 


53
2,


79
6 


 
66


2,
69


0 
 


77
2,


28
4 


 
96


4,
25


3 
 


1,
00


7,
85


7 
 


1,
16


9,
54


0 
 


1,
31


3,
57


2 
 


1,
31


1,
09


9 
 


1,
27


9,
30


1 
 


Re
ce


i pt
s


32
2,


07
0 


 
37


5,
26


0 
 


33
6,


72
7 


 
35


3,
94


8 
 


31
8,


68
3 


 
32


2,
57


4 
 


37
9,


16
8 


 
40


3,
33


8 
 


43
8,


69
7 


 
46


7,
93


7 
 


50
8,


47
2 


 
51


1,
94


3 
 


47
6,


75
4 


 
44


4,
80


8 
Pr


et
ax


 b
oo


k i
nc


om
e


-1
,0


86
  


8,
71


1 
 


6,
95


3 
 


7,
32


6 
 


3,
52


7 
 


3,
42


3 
 


8,
71


3 
 


11
,2


98
  


11
,9


75
  


9,
85


9 
 


6,
75


8 
 


5,
49


6 
 


1,
62


0 
 


12
,2


80
  


Ne
t-I


nc
om


e
-1


,6
08


  
3,


31
8 


 
3,


34
4 


 
4,


91
5 


 
2,


79
6 


 
4,


69
8 


 
6,


87
0 


 
7,


14
4 


 
10


,3
50


  
8,


94
6 


 
7,


40
6 


 
6,


64
7 


 
6,


62
2 


 
10


,0
46


  
BT


D
52


2 
 


5,
39


3 
 


3,
60


9 
 


2,
41


0 
 


73
0 


 
-1


,2
74


  
1,


84
3 


 
4,


15
4 


 
1,


62
5 


 
91


3 
 


-6
48


  
-1


,1
51


  
-5


,0
01


  
2,


23
4 


 
Ta


x A
fte


r C
re


dit
s


1,
46


7 
 


2,
53


9 
 


2,
64


2 
 


3,
31


6 
 


2,
18


1 
 


2,
65


5 
 


3,
16


0 
 


3,
92


4 
 


4,
74


3 
 


4,
07


0 
 


4,
45


1 
 


4,
52


5 
 


3,
03


3 
 


3,
67


6 
 


No
 P


re
ta


x 
Bo


ok
 In


co
m


e
Re


tu
rn


s [
N3


]
17


7,
40


0 
 


16
1,


19
1 


 
19


4,
25


4 
 


23
1,


35
9 


 
25


4,
57


7 
 


25
2,


06
5 


 
24


7,
35


4 
 


24
7,


89
8 


 
24


3,
54


4 
 


24
6,


66
8 


 
25


5,
71


4 
 


25
3,


14
3 


 
27


7,
71


6 
 


29
8,


15
5 


 
As


se
ts


15
9,


39
9 


 
11


7,
77


0 
 


63
,0


22
  


15
3,


34
2 


 
15


6,
99


5 
 


11
5,


40
7 


 
26


9,
67


1 
 


16
2,


12
9 


 
41


5,
76


8 
 


37
4,


26
7 


 
35


0,
92


5 
 


49
6,


72
7 


 
32


8,
03


9 
 


26
6,


26
8


Re
ce


i pt
s


91
,4


10
  


11
2,


16
4 


 
70


,5
48


  
86


,2
62


  
12


4,
86


3 
 


81
,4


03
  


12
2,


37
0 


 
98


,5
90


  
15


6,
83


6 
 


27
2,


05
5 


 
20


8,
02


8 
 


24
0,


75
5 


 
13


9,
08


1 
 


16
1,


07
6 


 
Ne


t-I
nc


om
e


-6
63


  
89


2 
 


-2
72


  
2,


70
3 


 
5,


73
6 


 
71


9 
 


1,
79


1 
 


-1
60


  
2,


45
1 


 
14


,8
87


  
1,


69
0 


 
4,


48
7 


 
-1


,1
97


  
1,


36
3 


 
BT


D
66


3 
 


-8
92


  
27


2 
 


-2
,7


03
  


-5
,7


36
  


-7
19


  
-1


,7
91


  
16


0 
 


-2
,4


51
  


-1
4,


88
7 


 
-1


,6
90


  
-4


,4
87


  
1,


19
7 


 
-1


,3
63


  
Ta


x A
fte


r C
re


dit
s


53
5 


 
62


1 
 


31
5 


 
92


9 
 


82
0 


 
46


0 
 


1,
03


8 
 


45
4 


 
1,


11
7 


 
3,


63
1 


 
1,


25
3 


 
2,


53
9 


 
1,


07
9 


 
1,


06
2 


 


Sc
he


du
le 


M
-1


 1
99


0-
20


03
 D


at
a 


Ta
ble


s (
02


.0
7.


06
) T


AB
S3


4 
SO


I P
re


pr
int


 --
 C


or
re


cte
d.


xls
Pa


ge
 1







- 74 -


Boynton, DefiLiPPes, anD LegeL
Ta


bl
e 


2.
 U


.S
. C


or
po


ra
tio


ns
 (E


xc
lu


di
ng


 F
, S


, R
IC


, a
nd


 R
EI


T)
 W


ith
 A


ss
et


s 
of


 $
10


 M
ill


io
n 


or
 M


or
e


D
ol


la
r a


m
ou


nt
s 


in
 m


illi
on


s.
  T


ab
le


 v
al


ue
s 


m
ay


 n
ot


 a
dd


 a
nd


 m
ay


 d
iff


er
 fr


om
 S


O
I P


ub
lic


at
io


n 
16


 v
al


ue
s 


du
e 


to
 ro


un
di


ng
.


Su
m


m
ar


y
19


90
19


91
19


92
19


93
19


94
19


95
19


96
19


97
19


98
19


99
20


00
20


01
20


02
20


03
R


et
ur


ns
[N


1]
41


,6
25


  
41


,1
61


  
40


,8
15


  
41


,6
62


  
43


,0
68


  
44


,0
63


  
45


,3
19


  
45


,3
24


  
45


,0
68


  
45


,9
76


  
47


,0
56


  
45


,3
39


  
43


,7
60


  
43


,1
55


  
To


ta
l a


ss
et


s
15


,3
62


,2
20


  
15


,8
89


,8
53


  
16


,4
69


,2
58


  
17


,7
64


,7
60


  
19


,0
40


,1
11


  
20


,8
81


,4
09


  
22


,6
36


,1
59


  
25


,5
27


,0
12


  
28


,6
52


,4
82


  
31


,3
11


,1
14


  
36


,0
05


,0
51


  
38


,2
24


,3
60


  
39


,6
05


,8
30


  
41


,4
08


,0
40


  
To


ta
l r


ec
ei


pt
s


7,
60


5,
26


3 
 


7,
67


4,
99


7 
 


7,
88


4,
24


6 
 


8,
17


5,
24


9 
 


8,
73


8,
52


5 
 


9,
58


7,
94


9 
 


10
,2


54
,7


40
  


10
,9


19
,0


97
  


11
,4


18
,4


73
  


12
,6


54
,0


17
  


13
,9


55
,9


69
  


13
,7


58
,2


78
  


13
,2


86
,3


73
  


13
,9


09
,1


28
  


Pr
et


ax
 b


oo
k 


in
co


m
e


29
5,


14
2 


 
26


7,
89


0 
 


25
0,


19
5 


 
39


8,
15


4 
 


53
3,


07
1 


 
61


9,
87


9 
 


73
8,


34
8 


 
79


7,
15


6 
 


79
0,


46
6 


 
82


9,
57


5 
 


78
8,


01
4 


 
25


5,
00


5 
 


38
0,


67
4 


 
91


0,
54


6 
 


Ta
x 


ne
t i


nc
om


e
26


7,
99


7 
 


24
7,


14
2 


 
28


7,
37


5 
 


36
1,


04
4 


 
41


8,
26


5 
 


50
0,


04
2 


 
56


1,
32


8 
 


58
9,


62
7 


 
51


8,
59


7 
 


52
9,


32
8 


 
53


3,
54


7 
 


30
0,


63
9 


 
30


1,
02


5 
 


48
6,


45
7 


 
Bo


ok
-ta


x 
di


ffe
re


nc
e


27
,1


45
  


20
,7


48
  


-3
7,


17
9 


 
37


,1
10


  
11


4,
80


6 
 


11
9,


83
7 


 
17


7,
02


0 
 


20
7,


52
8 


 
27


1,
86


9 
 


30
0,


24
7 


 
25


4,
46


7 
 


-4
5,


63
4 


 
79


,6
49


  
42


4,
08


9 
 


M
-1


 e
x p


la
in


s
-3


0,
98


8 
 


-5
9,


90
9 


 
-1


06
,5


05
  


-2
9,


81
9 


 
40


,5
86


  
33


,3
52


  
61


,9
05


  
85


,7
55


  
12


1,
30


5 
 


16
2,


70
0 


 
13


3,
84


6 
 


-1
74


,1
28


  
-5


2,
46


2 
 


27
0,


77
1


Es
tim


at
ed


 IC
D


 a
d j


64
,6


18
  


70
,7


55
  


68
,6


22
  


66
,1


31
  


76
,0


93
  


83
,2


90
  


11
2,


96
5 


 
10


6,
02


1 
 


15
6,


08
2 


 
14


7,
56


5 
 


12
6,


73
8 


 
14


0,
16


3 
 


15
4,


21
2 


 
14


0,
12


7 
 


Ta
bu


la
te


d 
IC


D
 a


d j
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
13


7,
20


0 
 


13
0,


26
3 


 
12


4,
99


1 
 


14
8,


11
4 


 
13


5,
69


7 
 


Ta
x 


ne
t i


nc
om


e 
> 


0
36


5,
17


7 
 


35
1,


71
2 


 
37


7,
46


0 
 


44
4,


11
1 


 
49


4,
91


7 
 


57
8,


35
3 


 
64


7,
54


9 
 


68
9,


96
4 


 
65


6,
62


0 
 


70
2,


92
7 


 
78


4,
25


6 
 


64
5,


97
4 


 
62


2,
27


3 
 


72
7,


90
3 


 
N


O
L 


de
du


ct
io


n
26


,5
00


  
27


,9
06


  
26


,4
50


  
32


,2
49


  
34


,1
84


  
42


,3
94


  
39


,2
84


  
44


,3
52


  
35


,1
37


  
48


,4
80


  
59


,6
01


  
44


,5
06


  
49


,7
57


  
54


,3
00


  
S p


ec
ia


l d
ed


uc
tio


ns
11


,8
50


  
11


,9
69


  
12


,8
67


  
14


,3
10


  
13


,1
69


  
22


,8
42


  
19


,8
08


  
23


,2
77


  
23


,1
63


  
29


,8
22


  
26


,0
40


  
20


,7
14


  
15


,8
64


  
12


,6
54


 
Ta


xa
bl


e 
in


co
m


e
32


7,
43


7 
 


31
3,


84
5 


 
34


2,
16


8 
 


39
8,


14
4 


 
44


9,
96


7 
 


51
6,


35
7 


 
58


9,
37


4 
 


62
4,


30
9 


 
60


0,
21


0 
 


62
9,


06
5 


 
70


2,
01


2 
 


58
8,


01
1 


 
56


1,
91


7 
 


66
2,


87
5 


 
Ta


x 
be


fo
re


 c
re


di
ts


11
7,


39
7 


 
11


1,
37


7 
 


12
1,


34
1 


 
14


3,
68


2 
 


16
0,


34
4 


 
18


4,
85


6 
 


20
9,


15
5 


 
22


1,
54


7 
 


21
2,


47
3 


 
22


2,
33


7 
 


24
8,


76
0 


 
20


7,
17


3 
 


19
8,


85
4 


 
23


3,
67


6 
 


Fo
re


i g
n 


ta
x 


cr
ed


it
24


,7
45


  
21


,0
23


  
21


,4
74


  
22


,8
52


  
25


,3
45


  
30


,2
35


  
40


,0
82


  
41


,7
00


  
36


,5
00


  
36


,9
05


  
47


,9
64


  
40


,5
10


  
41


,9
38


  
49


,7
67


  
Ta


x 
af


te
r c


re
di


ts
86


,2
62


  
83


,4
24


  
91


,9
78


  
10


9,
84


8 
 


12
3,


59
2 


 
14


3,
03


3 
 


15
6,


74
6 


 
16


7,
38


0 
 


16
4,


05
4 


 
17


5,
33


2 
 


18
7,


58
5 


 
15


4,
08


0 
 


14
3,


28
5 


 
16


7,
87


2 
 


Pr
et


ax
 b


oo
k 


in
co


m
e 


>0
43


3,
97


2 
 


42
5,


34
1 


 
45


4,
65


0 
 


54
6,


86
5 


 
63


6,
17


9 
 


73
0,


60
4 


 
85


3,
18


7 
 


92
3,


11
0 


 
96


8,
81


3 
 


1,
03


5,
44


9 
 


1,
15


0,
09


5 
 


90
4,


47
4 


 
99


1,
68


1 
 


1,
17


3,
91


7 
 


Bo
ok


-ta
x 


di
ffe


re
nc


e>
0


17
5,


92
8 


 
17


9,
39


4 
 


18
3,


50
6 


 
22


3,
63


7 
 


24
0,


34
0 


 
26


1,
11


6 
 


32
1,


60
7 


 
35


5,
74


2 
 


45
3,


67
3 


 
49


6,
75


5 
 


56
3,


46
2 


 
45


1,
82


1 
 


58
4,


73
1 


 
64


0,
38


8 
 


M
-1


 e
x p


la
in


s 
> 


0
13


9,
50


5 
 


12
0,


81
6 


 
13


6,
59


9 
 


17
3,


05
6 


 
18


5,
60


0 
 


20
2,


68
9 


 
23


2,
44


3 
 


27
0,


52
6 


 
33


9,
38


9 
 


39
6,


10
3 


 
46


7,
36


6 
 


36
6,


18
1 


 
47


9,
22


0 
 


54
4,


30
0


D
e p


re
ci


at
io


n 
ex


pl
ai


ns
0 


 
34


,7
84


  
42


,7
21


  
48


,3
69


  
52


,7
02


  
51


,7
48


  
54


,5
22


  
63


,4
80


  
77


,7
02


  
81


,8
03


  
86


,3
72


  
11


2,
45


1 
 


15
5,


28
4 


 
13


1,
13


7 
 


St
oc


k 
o p


tio
ns


 e
xp


la
in


s
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
26


,5
61


  
35


,0
97


  
Sc


he
du


le
 M


-1
 D


et
ai


l
[+


L1
] B


oo
k 


ne
t i


nc
om


e
21


4,
36


0 
 


19
8,


75
2 


 
19


3,
02


2 
 


29
9,


97
3 


 
39


3,
00


3 
 


45
8,


07
4 


 
55


1,
62


0 
 


59
2,


45
5 


 
58


8,
74


8 
 


59
2,


37
3 


 
53


4,
29


5 
 


10
3,


65
4 


 
20


6,
76


6 
 


67
5,


56
7 


 
[+


L2
] B


oo
k 


fe
de


ra
l t


ax
80


,7
81


  
69


,1
38


  
57


,1
73


  
98


,1
81


  
14


0,
06


8 
 


16
1,


80
5 


 
18


6,
72


7 
 


20
4,


70
0 


 
20


1,
71


8 
 


23
7,


20
2 


 
25


3,
71


9 
 


15
1,


35
0 


 
17


3,
90


8 
 


23
4,


97
8 


 
[ =


 ] 
Pr


et
ax


 b
oo


k 
in


co
m


e
29


5,
14


2 
 


26
7,


89
0 


 
25


0,
19


5 
 


39
8,


15
4 


 
53


3,
07


1 
 


61
9,


87
9 


 
73


8,
34


8 
 


79
7,


15
6 


 
79


0,
46


6 
 


82
9,


57
5 


 
78


8,
01


4 
 


25
5,


00
5 


 
38


0,
67


4 
 


91
0,


54
6 


 
[+


L7
] I


nc
om


e 
fo


r b
oo


k
0 


 
17


8,
21


5 
 


19
2,


52
2 


 
24


1,
35


4 
 


21
8,


98
6 


 
24


9,
01


9 
 


28
2,


39
5 


 
34


0,
56


1 
 


41
6,


98
5 


 
47


6,
56


8 
 


59
5,


41
6 


 
46


7,
94


0 
 


55
5,


08
9 


 
59


0,
90


5
[+


L8
] D


ed
uc


tio
n 


fo
r t


ax
0 


 
37


0,
32


3 
 


40
0,


15
7 


 
43


3,
39


4 
 


44
0,


85
9 


 
48


6,
54


4 
 


53
7,


75
4 


 
60


7,
05


1 
 


68
1,


78
3 


 
75


5,
56


9 
 


88
0,


52
0 


 
90


4,
42


6 
 


94
9,


08
4 


 
1,


00
7,


71
9 


 
[-L


3
] C


ap
ita


l l
os


s 
lim


it
0 


 
-6


,5
25


  
-6


,1
16


  
-5


,8
70


  
-6


,6
20


  
-6


,8
05


  
-6


,3
25


  
-1


2,
58


5 
 


-1
3,


36
3 


 
-1


9,
54


1 
 


-1
6,


32
6 


 
-3


0,
92


8 
 


-6
5,


13
6 


 
-7


1,
08


8
[-L


4
] I


nc
om


e 
fo


r t
ax


0 
 


-2
10


,5
86


  
-2


08
,5


86
  


-2
28


,1
15


  
-2


19
,2


65
  


-2
40


,9
37


  
-2


84
,5


52
  


-3
31


,0
33


  
-3


48
,8


47
  


-3
87


,4
91


  
-4


72
,9


76
  


-4
78


,3
63


  
-4


42
,7


90
  


-4
54


,7
34


  
[-L


5
] E


xp
en


se
 fo


r b
oo


k
0 


 
-3


91
,3


36
  


-4
84


,4
81


  
-4


70
,5


82
  


-3
93


,3
73


  
-4


54
,4


69
  


-4
67


,3
67


  
-5


18
,2


39
  


-6
15


,2
52


  
-6


62
,4


04
  


-8
52


,7
88


  
-1


,0
37


,2
01


  
-1


,0
48


,7
08


  
-8


02
,0


31
  


[ =
 ] 


M
-1


 e
xp


la
in


s
-3


0,
98


8 
 


-5
9,


90
9 


 
-1


06
,5


05
  


-2
9,


81
9 


 
40


,5
86


  
33


,3
52


  
61


,9
05


  
85


,7
55


  
12


1,
30


5 
 


16
2,


70
0 


 
13


3,
84


6 
 


-1
74


,1
28


  
-5


2,
46


2 
 


27
0,


77
1


[+
L8


a]
 D


ep
re


ci
at


io
n 


fo
r t


ax
0 


 
10


6,
73


2 
 


12
1,


47
0 


 
12


7,
84


0 
 


13
5,


68
9 


 
14


7,
14


7 
 


14
8,


07
5 


 
16


8,
75


6 
 


19
5,


53
1 


 
20


2,
14


1 
 


22
0,


04
7 


 
26


3,
59


9 
 


30
4,


67
6 


 
28


9,
62


0 
 


[-L
5a


] D
ep


re
ci


at
io


n 
fo


r b
oo


k
0 


 
-7


1,
94


8 
 


-7
8,


74
9 


 
-7


9,
47


1 
 


-8
2,


98
7 


 
-9


5,
39


9 
 


-9
3,


55
3 


 
-1


05
,2


76
  


-1
17


,8
30


  
-1


20
,3


39
  


-1
33


,6
75


  
-1


51
,1


48
  


-1
49


,3
92


  
-1


58
,4


84
  


[ =
 ] 


D
ep


re
ci


at
io


n 
ex


pl
ai


ns
0 


 
34


,7
84


  
42


,7
21


  
48


,3
69


  
52


,7
02


  
51


,7
48


  
54


,5
22


  
63


,4
80


  
77


,7
02


  
81


,8
03


  
86


,3
72


  
11


2,
45


1 
 


15
5,


28
4 


 
13


1,
13


7 
 


[+
L7


a]
 T


ax
-e


xe
m


pt
 in


te
re


st
21


,5
46


  
20


,0
99


  
20


,0
14


  
20


,1
42


  
20


,7
31


  
20


,4
85


  
20


,0
34


  
19


,5
31


  
21


,7
83


  
22


,3
88


  
21


,6
03


  
20


,7
60


  
21


,2
48


  
22


,1
32


  
[+


L8
c]


 S
to


ck
 o


pt
io


ns
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
26


,5
61


  
35


,0
97


  
[-L


5c
] T


ra
ve


l-e
nt


er
ta


in
m


en
t


0 
 


-1
,7


18
  


-2
,0


10
  


-2
,0


59
  


-5
,6


80
  


-5
,6


19
  


-6
,2


27
  


-6
,5


66
  


-7
,2


20
  


-7
,4


55
  


-8
,1


98
  


-7
,4


81
  


-7
,2


53
  


-1
2,


89
5


[-L
3


] C
ap


ita
l l


os
s 


lim
it


0 
 


-6
,5


25
  


-6
,1


16
  


-5
,8


70
  


-6
,6


20
  


-6
,8


05
  


-6
,3


25
  


-1
2,


58
5 


 
-1


3,
36


3 
 


-1
9,


54
1 


 
-1


6,
32


6 
 


-3
0,


92
8 


 
-6


5,
13


6 
 


-7
1,


08
8


M
-1


 d
et


ai
l e


x p
la


in
s


[5
 a


bo
ve


]
21


,5
46


  
46


,6
39


  
54


,6
09


  
60


,5
82


  
61


,1
33


  
59


,8
09


  
62


,0
04


  
63


,8
60


  
78


,9
01


  
77


,1
95


  
83


,4
50


  
94


,8
02


  
13


0,
70


3 
 


10
4,


38
3 


 
M


-1
 o


th
er


 e
x p


la
in


s
[b


al
an


ce
]


-5
2,


53
4 


 
-1


06
,5


48
  


-1
61


,1
14


  
-9


0,
40


1 
 


-2
0,


54
7 


 
-2


6,
45


8 
 


-9
9 


 
21


,8
95


  
42


,4
04


  
85


,5
05


  
50


,3
96


  
-2


68
,9


30
  


-1
83


,1
65


  
16


6,
38


9 
 


Pr
et


ax
 B


oo
k 


In
co


m
e 


O
nl


y
R


et
ur


ns
[N


2]
1,


40
4 


 
1,


51
2 


 
1,


48
9 


 
1,


39
7 


 
1,


31
8 


 
1,


34
6 


 
1,


28
2 


 
1,


33
9 


 
1,


40
0 


 
1,


42
2 


 
1,


43
2 


 
1,


47
8 


 
1,


45
8 


 
1,


47
4 


 
As


se
ts


42
1,


19
6 


 
44


6,
24


6 
 


42
1,


13
3 


 
38


4,
44


4 
 


36
5,


42
6 


 
40


3,
16


3 
 


52
8,


86
7 


 
63


8,
89


7 
 


83
0,


20
0 


 
87


4,
65


2 
 


1,
03


7,
73


2 
 


1,
17


9,
46


2 
 


1,
18


2,
83


3 
 


1,
15


4,
88


0 
 


R
ec


ei
pt


s
13


6,
52


7 
 


13
5,


14
4 


 
12


1,
14


9 
 


12
3,


30
3 


 
85


,5
04


  
93


,5
68


  
13


4,
48


3 
 


16
2,


63
6 


 
20


1,
80


1 
 


22
5,


50
3 


 
24


8,
10


1 
 


27
0,


65
7 


 
23


5,
75


5 
 


19
8,


02
0 


 
Pr


et
ax


 b
oo


k 
in


co
m


e
2,


79
9 


 
9,


00
6 


 
7,


85
2 


 
7,


33
7 


 
4,


15
1 


 
6,


00
4 


 
7,


37
8 


 
10


,1
87


  
10


,2
19


  
8,


96
6 


 
6,


98
9 


 
4,


25
4 


 
2,


57
1 


 
11


,7
79


  
N


et
-In


co
m


e
2,


67
0 


 
3,


62
3 


 
3,


98
2 


 
5,


02
5 


 
3,


42
4 


 
4,


90
7 


 
6,


03
7 


 
6,


13
2 


 
8,


62
6 


 
8,


62
1 


 
8,


33
2 


 
6,


99
0 


 
7,


35
8 


 
9,


57
3 


 
BT


D
12


9 
 


5,
38


3 
 


3,
87


0 
 


2,
31


3 
 


72
8 


 
1,


09
8 


 
1,


34
1 


 
4,


05
5 


 
1,


59
3 


 
34


5 
 


-1
,3


42
  


-2
,7


36
  


-4
,7


88
  


2,
20


6 
 


Ta
x 


Af
te


r C
re


di
ts


1,
02


4 
 


1,
58


9 
 


1,
79


3 
 


2,
41


0 
 


1,
26


5 
 


1,
71


1 
 


2,
02


6 
 


2,
65


7 
 


3,
27


3 
 


3,
00


8 
 


3,
33


1 
 


3,
24


8 
 


1,
99


3 
 


2,
71


8 
 


No
 P


re
ta


x 
Bo


ok
 In


co
m


e
R


et
ur


ns
[N


3]
39


2 
 


38
6 


 
33


4 
 


31
9 


 
32


9 
 


32
1 


 
36


1 
 


38
5 


 
42


5 
 


42
9 


 
47


1 
 


48
0 


 
42


8 
 


42
0 


 
As


se
ts


14
8,


13
8 


 
10


9,
23


8 
 


54
,9


61
  


14
3,


55
0 


 
14


6,
98


0 
 


10
6,


36
2 


 
26


0,
17


1 
 


15
2,


04
6 


 
40


5,
87


1 
 


36
4,


50
1 


 
33


9,
67


2 
 


48
6,


81
1 


 
31


9,
17


8 
 


25
7,


37
6


R
ec


ei
pt


s
45


,0
49


  
56


,7
58


  
18


,5
43


  
41


,8
47


  
63


,5
18


  
18


,6
11


  
60


,8
91


  
24


,8
03


  
82


,5
25


  
18


2,
91


6 
 


10
0,


06
5 


 
15


1,
34


1 
 


70
,1


76
  


79
,3


86
  


N
et


-In
co


m
e


-5
50


  
1,


23
1 


 
22


8 
 


2,
98


4 
 


5,
99


8 
 


74
7 


 
2,


66
6 


 
49


5 
 


3,
16


7 
 


16
,1


67
  


1,
93


5 
 


5,
74


7 
 


68
7 


 
2,


33
9 


 
BT


D
55


0 
 


-1
,2


31
  


-2
28


  
-2


,9
84


  
-5


,9
98


  
-7


47
  


-2
,6


66
  


-4
95


  
-3


,1
67


  
-1


6,
16


7 
 


-1
,9


35
  


-5
,7


47
  


-6
87


  
-2


,3
39


  
Ta


x 
Af


te
r C


re
di


ts
12


5 
 


34
9 


 
69


  
73


0 
 


58
8 


 
22


7 
 


78
1 


 
22


0 
 


80
3 


 
3,


19
7 


 
68


0 
 


2,
10


4 
 


70
2 


 
69


8 
 


Sc
he


du
le


 M
-1


 1
99


0-
20


03
 D


at
a 


Ta
bl


es
 (0


2.
07


.0
6)


 T
AB


S3
4 


SO
I P


re
pr


in
t -


- C
or


re
ct


ed
.x


ls
Pa


ge
 1







- 75 -


PreLuDe to scheDuLe m-3:  scheDuLe m-1 corPorate Book-tax Difference Data, 1990-2003*
Ta


bl
e 


3.
 IC


D 
Ad


ju
st


m
en


t R
eq


ui
re


d:
 A


ll 
Co


rp
or


at
io


ns
 (E


xc
lu


di
ng


 F
, S


, R
IC


, a
nd


 R
EI


T)
 W


ith
 A


ss
et


s 
of


 $
10


 M
ill


io
n 


or
 M


or
e


Do
lla


r a
m


ou
nt


s 
in


 m
illi


on
s.


  T
ab


le
 v


al
ue


s 
m


ay
 n


ot
 a


dd
 a


nd
 m


ay
 d


iff
er


 fr
om


 S
O


I P
ub


lic
at


io
n 


16
 v


al
ue


s 
du


e 
to


 ro
un


di
ng


.


Su
m


m
ar


y
19


90
19


91
19


92
19


93
19


94
19


95
19


96
19


97
19


98
19


99
20


00
20


01
20


02
20


03
Re


tu
rn


s
[N


1]
1,


84
5 


 
1,


70
6 


 
1,


64
7 


 
1,


65
9 


 
1,


51
6 


 
1,


47
1 


 
1,


45
7 


 
1,


45
1 


 
1,


33
5 


 
1,


33
3 


 
1,


28
4 


 
1,


19
4 


 
1,


14
1 


 
1,


00
0 


 
To


ta
l a


ss
et


s
4,


57
4,


52
6 


 
4,


43
0,


58
1 


 
4,


59
1,


33
0 


 
5,


28
1,


17
7 


 
5,


66
4,


10
0 


 
5,


32
1,


90
9 


 
6,


27
7,


83
6 


 
8,


23
6,


19
7 


 
8,


65
2,


22
6 


 
11


,1
43


,3
76


  
13


,6
80


,9
97


  
14


,3
26


,1
98


  
15


,7
04


,6
60


  
15


,0
41


,0
04


  
To


ta
l r


ec
ei


pt
s


1,
92


9,
57


5 
 


1,
83


1,
75


8 
 


1,
92


4,
40


3 
 


2,
03


3,
05


4 
 


2,
08


8,
62


6 
 


1,
96


6,
86


6 
 


2,
26


6,
97


5 
 


2,
45


3,
23


5 
 


2,
55


3,
23


4 
 


3,
31


2,
60


1 
 


4,
15


4,
11


2 
 


3,
79


7,
22


7 
 


4,
04


5,
98


8 
 


3,
98


2,
06


2 
 


Pr
et


ax
 b


oo
k 


in
co


m
e


13
5,


04
8 


 
13


5,
51


8 
 


12
8,


47
9 


 
14


5,
60


5 
 


20
8,


37
6 


 
22


2,
48


6 
 


29
1,


48
5 


 
29


4,
78


6 
 


31
3,


65
1 


 
37


7,
31


4 
 


44
1,


48
9 


 
28


4,
46


5 
 


34
0,


22
4 


 
41


7,
07


6 
 


Ta
x 


ne
t i


nc
om


e
97


,1
19


  
86


,7
40


  
95


,9
24


  
11


5,
53


6 
 


13
0,


66
7 


 
15


0,
05


4 
 


16
9,


58
7 


 
18


6,
43


9 
 


17
4,


49
0 


 
18


1,
77


5 
 


26
2,


59
2 


 
16


5,
29


5 
 


15
1,


85
7 


 
22


5,
70


3 
 


Bo
ok


-ta
x 


di
ffe


re
nc


e
37


,9
29


  
48


,7
79


  
32


,5
55


  
30


,0
68


  
77


,7
09


  
72


,4
32


  
12


1,
89


8 
 


10
8,


34
7 


 
13


9,
16


1 
 


19
5,


54
0 


 
17


8,
89


7 
 


11
9,


17
0 


 
18


8,
36


7 
 


19
1,


37
3 


 
M


-1
 e


xp
la


in
s


-2
6,


40
8 


 
-2


6,
29


5 
 


-3
6,


25
5 


 
-3


8,
42


3 
 


-2
,3


61
  


-1
2,


00
9 


 
3,


79
2 


 
-4


,1
12


  
-1


7,
10


3 
 


46
,2


65
  


49
,6


21
  


-2
3,


39
5 


 
43


,7
56


  
41


,5
57


  
Es


tim
at


ed
 IC


D 
ad


j
64


,6
18


  
70


,7
55


  
68


,6
22


  
66


,1
31


  
76


,0
93


  
83


,2
90


  
11


2,
96


5 
 


10
6,


02
1 


 
15


6,
08


2 
 


14
7,


56
5 


 
12


6,
73


8 
 


14
0,


16
3 


 
15


4,
21


2 
 


14
0,


12
7 


 
Ta


bu
la


te
d 


IC
D 


ad
j


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


13
7,


20
0 


 
13


0,
26


4 
 


12
4,


99
1 


 
14


8,
11


4 
 


13
5,


69
7 


 
Ta


x 
ne


t i
nc


om
e 


> 
0


11
2,


88
4 


 
10


2,
30


7 
 


10
7,


98
9 


 
12


6,
14


7 
 


13
8,


80
4 


 
15


8,
26


7 
 


17
7,


47
1 


 
19


6,
94


1 
 


18
4,


34
9 


 
20


4,
74


1 
 


28
4,


95
9 


 
22


0,
69


7 
 


21
5,


67
5 


 
25


8,
41


0 
 


NO
L 


de
du


ct
io


n
5,


21
1 


 
5,


38
8 


 
5,


07
9 


 
4,


85
5 


 
4,


08
3 


 
5,


20
9 


 
6,


82
0 


 
9,


70
3 


 
5,


76
2 


 
9,


39
4 


 
15


,0
49


  
9,


03
9 


 
13


,7
31


  
14


,2
90


  
Sp


ec
ia


l d
ed


uc
tio


ns
4,


07
8 


 
3,


66
7 


 
3,


89
9 


 
3,


78
1 


 
4,


60
0 


 
11


,9
00


  
5,


87
2 


 
8,


43
2 


 
7,


63
8 


 
8,


09
6 


 
9,


20
4 


 
8,


17
1 


 
6,


23
2 


 
4,


09
6 


 
Ta


xa
bl


e 
in


co
m


e
10


4,
74


7 
 


94
,0


94
  


99
,8


63
  


11
8,


03
0 


 
13


0,
62


4 
 


14
1,


75
2 


 
16


4,
93


1 
 


18
0,


01
2 


 
17


1,
41


3 
 


18
9,


73
6 


 
26


2,
36


7 
 


20
7,


31
1 


 
19


9,
20


0 
 


24
0,


40
3 


 
Ta


x 
be


fo
re


 c
re


di
ts


36
,1


89
  


33
,5


93
  


35
,3


31
  


42
,2


01
  


46
,6


08
  


50
,5


10
  


58
,4


17
  


63
,8


24
  


60
,6


53
  


67
,1


25
  


92
,9


78
  


73
,1


89
  


70
,4


55
  


84
,7


08
  


Fo
re


ig
n 


ta
x 


cr
ed


it
10


,9
47


  
10


,2
21


  
11


,0
98


  
13


,4
97


  
13


,6
21


  
15


,2
59


  
20


,4
24


  
19


,9
07


  
16


,4
76


  
21


,3
09


  
31


,1
94


  
24


,7
06


  
22


,1
05


  
28


,2
46


  
Ta


x 
af


te
r c


re
di


ts
24


,7
57


  
22


,3
24


  
23


,2
68


  
26


,4
06


  
30


,3
58


  
33


,2
47


  
35


,8
62


  
41


,6
19


  
41


,4
39


  
43


,3
08


  
57


,4
35


  
44


,4
16


  
43


,3
94


  
51


,0
25


  
Pr


et
ax


 b
oo


k 
in


co
m


e 
>0


15
9,


24
6 


 
15


4,
67


8 
 


15
8,


47
6 


 
17


2,
53


8 
 


22
2,


20
3 


 
23


2,
07


1 
 


30
3,


02
1 


 
30


5,
53


0 
 


32
6,


95
2 


 
40


0,
27


5 
 


48
4,


06
3 


 
37


3,
26


7 
 


43
8,


68
6 


 
45


1,
64


8 
 


Bo
ok


-ta
x 


di
ffe


re
nc


e>
0


71
,3


02
  


75
,0


31
  


72
,2


31
  


81
,5


42
  


10
1,


35
8 


 
96


,0
57


  
14


4,
14


5 
 


13
7,


70
1 


 
16


7,
32


5 
 


22
7,


80
4 


 
24


7,
96


2 
 


20
0,


72
8 


 
27


6,
52


0 
 


23
0,


10
3 


 
M


-1
 e


xp
la


in
s 


> 
0


33
,6


92
  


27
,8


86
  


33
,5


80
  


39
,1


64
  


49
,5


87
  


44
,8


19
  


59
,7


14
  


63
,7


17
  


60
,3


87
  


13
8,


18
4 


 
15


7,
65


6 
 


11
7,


79
9 


 
17


2,
71


3 
 


14
3,


71
8 


 
De


pr
ec


ia
tio


n 
ex


pl
ai


ns
0 


 
8,


52
9 


 
14


,5
74


  
13


,9
63


  
18


,1
63


  
17


,1
77


  
9,


95
6 


 
12


,6
22


  
24


,7
61


  
26


,3
09


  
26


,0
15


  
34


,4
86


  
45


,0
34


  
35


,4
72


  
St


oc
k 


op
tio


ns
 e


xp
la


in
s


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


8,
88


3 
 


7,
64


7 
 


Sc
he


du
le


 M
-1


 D
et


ai
l


[+
L1


] B
oo


k 
ne


t i
nc


om
e


10
8,


66
2 


 
11


4,
91


3 
 


11
0,


69
2 


 
12


4,
66


9 
 


16
9,


44
3 


 
18


2,
12


9 
 


24
1,


08
4 


 
23


8,
66


1 
 


25
3,


04
5 


 
30


5,
21


4 
 


36
0,


82
8 


 
23


8,
52


2 
 


28
5,


94
8 


 
34


4,
66


8 
 


[+
L2


] B
oo


k 
fe


de
ra


l t
ax


26
,3


86
  


20
,6


05
  


17
,7


87
  


20
,9


35
  


38
,9


34
  


40
,3


56
  


50
,4


00
  


56
,1


25
  


60
,6


06
  


72
,1


00
  


80
,6


61
  


45
,9


43
  


54
,2


76
  


72
,4


08
  


[ =
 ] 


Pr
et


ax
 b


oo
k 


in
co


m
e


13
5,


04
8 


 
13


5,
51


8 
 


12
8,


47
9 


 
14


5,
60


5 
 


20
8,


37
6 


 
22


2,
48


6 
 


29
1,


48
5 


 
29


4,
78


6 
 


31
3,


65
1 


 
37


7,
31


4 
 


44
1,


48
9 


 
28


4,
46


5 
 


34
0,


22
4 


 
41


7,
07


6 
 


[+
L7


] I
nc


om
e 


fo
r b


oo
k


0 
 


69
,6


25
  


61
,2


22
  


77
,1


58
  


75
,8


76
  


68
,8


65
  


91
,9


93
  


10
0,


03
9 


 
90


,7
42


  
16


2,
87


4 
 


21
9,


53
6 


 
18


1,
78


7 
 


22
1,


29
6 


 
22


3,
53


0 
 


[+
L8


] D
ed


uc
tio


n 
fo


r t
ax


0 
 


11
1,


53
3 


 
12


0,
86


7 
 


13
2,


32
3 


 
13


0,
78


1 
 


11
8,


27
5 


 
14


5,
04


6 
 


17
2,


02
4 


 
19


9,
92


5 
 


23
1,


77
1 


 
28


0,
13


3 
 


30
0,


01
3 


 
29


4,
38


8 
 


28
6,


79
9 


 
[-L


3
] C


ap
ita


l lo
ss


 lim
it


0 
 


-2
,4


84
  


-3
,0


20
  


-2
,6


02
  


-1
,3


88
  


-2
,0


86
  


-1
,1


40
  


-4
,4


39
  


-4
,6


30
  


-9
,2


74
  


-5
,0


22
  


-8
,6


01
  


-1
6,


17
9 


 
-1


7,
70


0 
 


[-L
4


] I
nc


om
e 


fo
r t


ax
0 


 
-8


2,
62


1 
 


-8
2,


83
8 


 
-8


8,
39


8 
 


-8
8,


77
0 


 
-9


1,
72


0 
 


-1
11


,2
84


  
-1


41
,0


31
  


-1
50


,2
19


  
-1


75
,4


52
  


-2
12


,9
96


  
-2


07
,4


17
  


-1
90


,4
51


  
-2


00
,1


30
 


[-L
5


] E
xp


en
se


 fo
r b


oo
k


0 
 


-1
22


,3
49


  
-1


32
,4


85
  


-1
56


,9
04


  
-1


18
,8


60
  


-1
05


,3
42


  
-1


20
,8


23
  


-1
30


,7
06


  
-1


52
,9


21
  


-1
63


,6
55


  
-2


32
,0


30
  


-2
89


,1
77


  
-2


65
,2


98
  


-2
50


,9
42


[ =
 ] 


M
-1


 e
xp


la
in


s
-2


6,
40


8 
 


-2
6,


29
5 


 
-3


6,
25


5 
 


-3
8,


42
3 


 
-2


,3
61


  
-1


2,
00


9 
 


3,
79


2 
 


-4
,1


12
  


-1
7,


10
3 


 
46


,2
65


  
49


,6
21


  
-2


3,
39


5 
 


43
,7


56
  


41
,5


57
  


[+
L8


a]
 D


ep
re


cia
tio


n 
fo


r t
ax


0 
 


30
,6


84
  


37
,4


06
  


40
,7


34
  


41
,1


13
  


40
,0


27
  


35
,3


87
  


43
,0


85
  


57
,4


19
  


56
,1


61
  


69
,4


14
  


84
,4


38
  


90
,4


99
  


88
,3


41
  


[-L
5a


] D
ep


re
cia


tio
n 


fo
r b


oo
k


0 
 


-2
2,


15
5 


 
-2


2,
83


2 
 


-2
6,


77
2 


 
-2


2,
95


0 
 


-2
2,


84
9 


 
-2


5,
43


1 
 


-3
0,


46
3 


 
-3


2,
65


7 
 


-2
9,


85
3 


 
-4


3,
39


9 
 


-4
9,


95
2 


 
-4


5,
46


5 
 


-5
2,


86
9 


 
[ =


 ] 
De


pr
ec


ia
tio


n 
ex


pl
ai


ns
0 


 
8,


52
9 


 
14


,5
74


  
13


,9
63


  
18


,1
63


  
17


,1
77


  
9,


95
6 


 
12


,6
22


  
24


,7
61


  
26


,3
09


  
26


,0
15


  
34


,4
86


  
45


,0
34


  
35


,4
72


  
[+


L7
a]


 T
ax


-e
xe


m
pt


 in
te


re
st


4,
06


0 
 


3,
78


1 
 


4,
38


1 
 


5,
55


4 
 


5,
44


1 
 


4,
17


7 
 


5,
74


0 
 


5,
64


7 
 


5,
38


1 
 


8,
04


5 
 


8,
60


8 
 


9,
08


7 
 


9,
73


8 
 


7,
77


1 
 


[+
L8


c]
 S


to
ck


 o
pt


io
ns


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


8,
88


3 
 


7,
64


7 
 


[-L
5c


] T
ra


ve
l-e


nt
er


ta
in


m
en


t
0 


 
-4


38
  


-5
59


  
-5


22
  


-1
,9


73
  


-1
,2


16
  


-1
,4


78
  


-1
,6


15
  


-1
,6


42
  


-2
,0


69
  


-2
,3


90
  


-2
,1


48
  


-2
,0


54
  


-1
,7


67
  


[-L
3


] C
ap


ita
l lo


ss
 lim


it
0 


 
-2


,4
84


  
-3


,0
20


  
-2


,6
02


  
-1


,3
88


  
-2


,0
86


  
-1


,1
40


  
-4


,4
39


  
-4


,6
30


  
-9


,2
74


  
-5


,0
22


  
-8


,6
01


  
-1


6,
17


9 
 


-1
7,


70
0 


 
M


-1
 d


et
ai


l e
xp


la
in


s
[5


 a
bo


ve
]


4,
06


0 
 


9,
38


8 
 


15
,3


76
  


16
,3


92
  


20
,2


43
  


18
,0


53
  


13
,0


78
  


12
,2


15
  


23
,8


71
  


23
,0


10
  


27
,2


11
  


32
,8


24
  


45
,4


23
  


31
,4


23
  


M
-1


 o
th


er
 e


xp
la


in
s


[b
al


an
ce


]
-3


0,
46


8 
 


-3
5,


68
3 


 
-5


1,
63


1 
 


-5
4,


81
6 


 
-2


2,
60


4 
 


-3
0,


06
2 


 
-9


,2
86


  
-1


6,
32


8 
 


-4
0,


97
4 


 
23


,2
55


  
22


,4
10


  
-5


6,
21


9 
 


-1
,6


67
  


10
,1


34
  


Da
ta


 s
up


pr
es


se
d 


fo
r "


Pr
et


ax
 B


oo
k 


In
co


m
e 


O
nl


y"
 a


nd
 "N


o 
Pr


et
ax


 B
oo


k 
In


co
m


e.
"


Sc
he


du
le


 M
-1


 1
99


0-
20


03
 D


at
a 


Ta
bl


es
 (0


2.
07


.0
6)


 T
AB


S3
4 


SO
I P


re
pr


in
t -


- C
or


re
ct


ed
.x


ls
Pa


ge
 1







- 76 -


Boynton, DefiLiPPes, anD LegeL
Ta


bl
e 


4.
 IC


D 
Ad


ju
st


m
en


t N
ot


 R
eq


ui
re


d:
 A


ll 
Co


rp
or


at
io


ns
 (E


xc
lu


di
ng


 F
, S


, R
IC


, a
nd


 R
EI


T)
 W


ith
 A


ss
et


s 
of


 $
10


 M
ill


io
n 


or
 M


or
e


D
ol


la
r a


m
ou


nt
s 


in
 m


illi
on


s.
  T


ab
le


 v
al


ue
s 


m
ay


 n
ot


 a
dd


 a
nd


 m
ay


 d
iff


er
 fr


om
 S


O
I P


ub
lic


at
io


n 
16


 v
al


ue
s 


du
e 


to
 ro


un
di


ng
.


Su
m


m
ar


y
19


90
19


91
19


92
19


93
19


94
19


95
19


96
19


97
19


98
19


99
20


00
20


01
20


02
20


03
R


et
ur


ns
[N


1]
39


,7
80


  
39


,4
56


  
39


,1
68


  
40


,0
03


  
41


,5
52


  
42


,5
92


  
43


,8
62


  
43


,8
73


  
43


,7
33


  
44


,6
43


  
45


,7
73


  
44


,1
45


  
42


,6
19


  
42


,1
55


  
To


ta
l a


ss
et


s
10


,7
87


,6
94


  
11


,4
59


,2
73


  
11


,8
77


,9
28


  
12


,4
83


,5
83


  
13


,3
76


,0
11


  
15


,5
59


,5
00


  
16


,3
58


,3
23


  
17


,2
90


,8
15


  
20


,0
00


,2
56


  
20


,1
67


,7
38


  
22


,3
24


,0
54


  
23


,8
98


,1
61


  
23


,9
01


,1
70


  
26


,3
67


,0
37


  
To


ta
l r


ec
ei


pt
s


5,
67


5,
68


9 
 


5,
84


3,
24


0 
 


5,
95


9,
84


4 
 


6,
14


2,
19


5 
 


6,
64


9,
89


9 
 


7,
62


1,
08


3 
 


7,
98


7,
76


5 
 


8,
46


5,
86


2 
 


8,
86


5,
23


9 
 


9,
34


1,
41


6 
 


9,
80


1,
85


7 
 


9,
96


1,
05


1 
 


9,
24


0,
38


5 
 


9,
92


7,
06


6 
 


Pr
et


ax
 b


oo
k 


in
co


m
e


16
0,


09
4 


 
13


2,
37


2 
 


12
1,


71
7 


 
25


2,
55


0 
 


32
4,


69
5 


 
39


7,
39


3 
 


44
6,


86
3 


 
50


2,
37


0 
 


47
6,


81
6 


 
45


2,
26


1 
 


34
6,


52
5 


 
-2


9,
46


1 
 


40
,4


50
  


49
3,


46
9 


 
Ta


x 
ne


t i
nc


om
e


17
0,


87
8 


 
16


0,
40


3 
 


19
1,


45
1 


 
24


5,
50


8 
 


28
7,


59
8 


 
34


9,
98


8 
 


39
1,


74
1 


 
40


3,
18


8 
 


34
4,


10
8 


 
34


7,
55


3 
 


27
0,


95
5 


 
13


5,
34


4 
 


14
9,


16
8 


 
26


0,
75


4 
 


Bo
ok


-ta
x 


di
ffe


re
nc


e
-1


0,
78


4 
 


-2
8,


03
1 


 
-6


9,
73


4 
 


7,
04


2 
 


37
,0


97
  


47
,4


05
  


55
,1


22
  


99
,1


82
  


13
2,


70
8 


 
10


4,
70


8 
 


75
,5


70
  


-1
64


,8
04


  
-1


08
,7


18
  


23
2,


71
6 


 
M


-1
 e


x p
la


in
s


-4
,5


79
  


-3
3,


61
4 


 
-7


0,
25


0 
 


8,
60


4 
 


42
,9


48
  


45
,3


61
  


58
,1


13
  


89
,8


67
  


13
8,


40
8 


 
11


6,
43


5 
 


84
,2


25
  


-1
50


,7
32


  
-9


6,
21


7 
 


22
9,


21
4 


 
Es


tim
at


ed
 IC


D
 a


d j
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
Ta


bu
la


te
d 


IC
D


 a
d j


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


0 
 


Ta
x 


ne
t i


nc
om


e 
> 


0
25


2,
29


4 
 


24
9,


40
5 


 
26


9,
47


1 
 


31
7,


96
4 


 
35


6,
11


3 
 


42
0,


08
5 


 
47


0,
07


9 
 


49
3,


02
3 


 
47


2,
27


1 
 


49
8,


18
6 


 
49


9,
29


6 
 


42
5,


27
8 


 
40


6,
59


8 
 


46
9,


49
3 


 
N


O
L 


de
du


ct
io


n
21


,2
90


  
22


,5
19


  
21


,3
70


  
27


,3
94


  
30


,1
01


  
37


,1
85


  
32


,4
64


  
34


,6
49


  
29


,3
75


  
39


,0
86


  
44


,5
52


  
35


,4
67


  
36


,0
26


  
40


,0
10


  
S p


ec
ia


l d
ed


uc
tio


ns
7,


77
2 


 
8,


30
3 


 
8,


96
9 


 
10


,5
29


  
8,


56
9 


 
10


,9
42


  
13


,9
36


  
14


,8
44


  
15


,5
25


  
21


,7
27


  
16


,8
36


  
12


,5
43


  
9,


63
2 


 
8,


55
7 


 
Ta


xa
bl


e 
in


co
m


e
22


2,
69


1 
 


21
9,


75
2 


 
24


2,
30


6 
 


28
0,


11
5 


 
31


9,
34


2 
 


37
4,


60
5 


 
42


4,
44


3 
 


44
4,


29
7 


 
42


8,
79


7 
 


43
9,


32
8 


 
43


9,
64


5 
 


38
0,


70
0 


 
36


2,
71


7 
 


42
2,


47
3 


 
Ta


x 
be


fo
re


 c
re


di
ts


81
,2


08
  


77
,7


84
  


86
,0


10
  


10
1,


48
1 


 
11


3,
73


6 
 


13
4,


34
6 


 
15


0,
73


8 
 


15
7,


72
3 


 
15


1,
82


0 
 


15
5,


21
2 


 
15


5,
78


1 
 


13
3,


98
4 


 
12


8,
39


9 
 


14
8,


96
8 


 
Fo


re
i g


n 
ta


x 
cr


ed
it


13
,7


98
  


10
,8


01
  


10
,3


76
  


9,
35


5 
 


11
,7


24
  


14
,9


76
  


19
,6


58
  


21
,7


93
  


20
,0


24
  


15
,5


96
  


16
,7


70
  


15
,8


04
  


19
,8


33
  


21
,5


21
  


Ta
x 


af
te


r c
re


di
ts


61
,5


05
  


61
,1


00
  


68
,7


10
  


83
,4


42
  


93
,2


34
  


10
9,


78
6 


 
12


0,
88


5 
 


12
5,


76
0 


 
12


2,
61


5 
 


13
2,


02
4 


 
13


0,
15


0 
 


10
9,


66
4 


 
99


,8
91


  
11


6,
84


7 
 


Pr
et


ax
 b


oo
k 


in
co


m
e 


>0
27


4,
72


6 
 


27
0,


66
4 


 
29


6,
17


4 
 


37
4,


32
7 


 
41


3,
97


6 
 


49
8,


53
3 


 
55


0,
16


6 
 


61
7,


58
0 


 
64


1,
86


1 
 


63
5,


17
4 


 
66


6,
03


2 
 


53
1,


20
8 


 
55


2,
99


5 
 


72
2,


26
9 


 
Bo


ok
-ta


x 
di


ffe
re


nc
e>


0
10


4,
62


6 
 


10
4,


36
3 


 
11


1,
27


5 
 


14
2,


09
5 


 
13


8,
98


2 
 


16
5,


05
9 


 
17


7,
46


2 
 


21
8,


04
1 


 
28


6,
34


8 
 


26
8,


95
1 


 
31


5,
49


9 
 


25
1,


09
3 


 
30


8,
21


0 
 


41
0,


28
4 


 
M


-1
 e


x p
la


in
s 


> 
0


10
5,


81
4 


 
92


,9
30


  
10


3,
01


9 
 


13
3,


89
2 


 
13


6,
01


3 
 


15
7,


87
0 


 
17


2,
72


8 
 


20
6,


80
9 


 
27


9,
00


2 
 


25
7,


91
9 


 
30


9,
71


0 
 


24
8,


38
3 


 
30


6,
50


7 
 


40
0,


58
1


D
e p


re
ci


at
io


n 
ex


pl
ai


ns
0 


 
26


,2
55


  
28


,1
47


  
34


,4
06


  
34


,5
39


  
34


,5
71


  
44


,5
66


  
50


,8
58


  
52


,9
40


  
55


,4
94


  
60


,3
57


  
77


,9
65


  
11


0,
25


0 
 


95
,6


65
  


St
oc


k 
o p


tio
ns


 e
xp


la
in


s
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
17


,6
78


  
27


,4
50


  
Sc


he
du


le
 M


-1
 D


et
ai


l
[+


L1
] B


oo
k 


ne
t i


nc
om


e
10


5,
69


8 
 


83
,8


39
  


82
,3


30
  


17
5,


30
4 


 
22


3,
56


0 
 


27
5,


94
5 


 
31


0,
53


6 
 


35
3,


79
4 


 
33


5,
70


3 
 


28
7,


15
8 


 
17


3,
46


7 
 


-1
34


,8
68


  
-7


9,
18


2 
 


33
0,


89
9 


 
[+


L2
] B


oo
k 


fe
de


ra
l t


ax
54


,3
95


  
48


,5
33


  
39


,3
86


  
77


,2
46


  
10


1,
13


4 
 


12
1,


44
8 


 
13


6,
32


7 
 


14
8,


57
6 


 
14


1,
11


2 
 


16
5,


10
3 


 
17


3,
05


8 
 


10
5,


40
7 


 
11


9,
63


2 
 


16
2,


57
0 


 
[ =


 ] 
Pr


et
ax


 b
oo


k 
in


co
m


e
16


0,
09


4 
 


13
2,


37
2 


 
12


1,
71


7 
 


25
2,


55
0 


 
32


4,
69


5 
 


39
7,


39
3 


 
44


6,
86


3 
 


50
2,


37
0 


 
47


6,
81


6 
 


45
2,


26
1 


 
34


6,
52


5 
 


-2
9,


46
1 


 
40


,4
50


  
49


3,
46


9 
 


[+
L7


] I
nc


om
e 


fo
r b


oo
k


0 
 


10
8,


59
0 


 
13


1,
30


0 
 


16
4,


19
6 


 
14


3,
10


9 
 


18
0,


15
4 


 
19


0,
40


2 
 


24
0,


52
2 


 
32


6,
24


2 
 


31
3,


69
4 


 
37


5,
88


0 
 


28
6,


15
3 


 
33


3,
79


2 
 


36
7,


37
5


[+
L8


] D
ed


uc
tio


n 
fo


r t
ax


0 
 


25
8,


79
0 


 
27


9,
29


0 
 


30
1,


07
1 


 
31


0,
07


8 
 


36
8,


26
9 


 
39


2,
70


8 
 


43
5,


02
7 


 
48


1,
85


9 
 


52
3,


79
7 


 
60


0,
38


7 
 


60
4,


41
3 


 
65


4,
69


7 
 


72
0,


92
1 


 
[-L


3
] C


ap
ita


l l
os


s 
lim


it
0 


 
-4


,0
41


  
-3


,0
96


  
-3


,2
68


  
-5


,2
32


  
-4


,7
20


  
-5


,1
85


  
-8


,1
46


  
-8


,7
33


  
-1


0,
26


7 
 


-1
1,


30
4 


 
-2


2,
32


7 
 


-4
8,


95
7 


 
-5


3,
38


9 
 


[-L
4


] I
nc


om
e 


fo
r t


ax
0 


 
-1


27
,9


65
  


-1
25


,7
48


  
-1


39
,7


17
  


-1
30


,4
95


  
-1


49
,2


17
  


-1
73


,2
68


  
-1


90
,0


03
  


-1
98


,6
28


  
-2


12
,0


39
  


-2
59


,9
79


  
-2


70
,9


47
  


-2
52


,3
39


  
-2


54
,6


05
  


[-L
5


] E
xp


en
se


 fo
r b


oo
k


0 
 


-2
68


,9
87


  
-3


51
,9


96
  


-3
13


,6
78


  
-2


74
,5


13
  


-3
49


,1
26


  
-3


46
,5


44
  


-3
87


,5
33


  
-4


62
,3


32
  


-4
98


,7
50


  
-6


20
,7


58
  


-7
48


,0
24


  
-7


83
,4


10
  


-5
51


,0
89


  
[ =


 ] 
M


-1
 e


xp
la


in
s


-4
,5


79
  


-3
3,


61
4 


 
-7


0,
25


0 
 


8,
60


4 
 


42
,9


48
  


45
,3


61
  


58
,1


13
  


89
,8


67
  


13
8,


40
8 


 
11


6,
43


5 
 


84
,2


25
  


-1
50


,7
32


  
-9


6,
21


7 
 


22
9,


21
4 


 
[+


L8
a]


 D
ep


re
ci


at
io


n 
fo


r t
ax


0 
 


76
,0


48
  


84
,0


64
  


87
,1


05
  


94
,5


76
  


10
7,


12
1 


 
11


2,
68


8 
 


12
5,


67
1 


 
13


8,
11


2 
 


14
5,


98
0 


 
15


0,
63


3 
 


17
9,


16
1 


 
21


4,
17


7 
 


20
1,


27
9


[-L
5a


] D
ep


re
ci


at
io


n 
fo


r b
oo


k
0 


 
-4


9,
79


3 
 


-5
5,


91
7 


 
-5


2,
69


9 
 


-6
0,


03
7 


 
-7


2,
55


0 
 


-6
8,


12
2 


 
-7


4,
81


3 
 


-8
5,


17
2 


 
-9


0,
48


6 
 


-9
0,


27
6 


 
-1


01
,1


95
  


-1
03


,9
27


  
-1


05
,6


15
  


[ =
 ] 


D
ep


re
ci


at
io


n 
ex


pl
ai


ns
0 


 
26


,2
55


  
28


,1
47


  
34


,4
06


  
34


,5
39


  
34


,5
71


  
44


,5
66


  
50


,8
58


  
52


,9
40


  
55


,4
94


  
60


,3
57


  
77


,9
65


  
11


0,
25


0 
 


95
,6


65
  


[+
L7


a]
 T


ax
-e


xe
m


pt
 in


te
re


st
17


,4
86


  
16


,3
18


  
15


,6
33


  
14


,5
88


  
15


,2
91


  
16


,3
08


  
14


,2
94


  
13


,8
83


  
16


,4
02


  
14


,3
44


  
12


,9
95


  
11


,6
74


  
11


,5
10


  
14


,3
61


  
[+


L8
c]


 S
to


ck
 o


pt
io


ns
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
0 


 
17


,6
78


  
27


,4
50


  
[-L


5c
] T


ra
ve


l-e
nt


er
ta


in
m


en
t


0 
 


-1
,2


81
  


-1
,4


51
  


-1
,5


38
  


-3
,7


08
  


-4
,4


03
  


-4
,7


49
  


-4
,9


51
  


-5
,5


79
  


-5
,3


86
  


-5
,8


08
  


-5
,3


34
  


-5
,2


00
  


-1
1,


12
7


[-L
3


] C
ap


ita
l l


os
s 


lim
it


0 
 


-4
,0


41
  


-3
,0


96
  


-3
,2


68
  


-5
,2


32
  


-4
,7


20
  


-5
,1


85
  


-8
,1


46
  


-8
,7


33
  


-1
0,


26
7 


 
-1


1,
30


4 
 


-2
2,


32
7 


 
-4


8,
95


7 
 


-5
3,


38
9 


 


M
-1


 d
et


ai
l e


xp
la


in
s 


[5
 a


bo
ve


]
17


,4
86


  
37


,2
51


  
39


,2
34


  
44


,1
89


  
40


,8
90


  
41


,7
57


  
48


,9
26


  
51


,6
45


  
55


,0
30


  
54


,1
85


  
56


,2
39


  
61


,9
78


  
85


,2
81


  
72


,9
59


  


M
-1


 o
th


er
 e


xp
la


in
s 


[b
al


an
ce


]
-2


2,
06


5 
 


-7
0,


86
5 


 
-1


09
,4


83
  


-3
5,


58
5 


 
2,


05
7 


 
3,


60
4 


 
9,


18
7 


 
38


,2
22


  
83


,3
78


  
62


,2
50


  
27


,9
86


  
-2


12
,7


11
  


-1
81


,4
98


  
15


6,
25


5 
 


D
at


a 
su


pp
re


ss
ed


 fo
r "


Pr
et


ax
 B


oo
k 


In
co


m
e 


O
nl


y"
 a


nd
 "N


o 
Pr


et
ax


 B
oo


k 
In


co
m


e.
"


Sc
he


du
le


 M
-1


 1
99


0-
20


03
 D


at
a 


Ta
bl


es
 (0


2.
07


.0
6)


 T
AB


S3
4 


SO
I P


re
pr


in
t -


- C
or


re
ct


ed
.x


ls
Pa


ge
 1







- 77 -


PreLuDe to scheDuLe m-3:  scheDuLe m-1 corPorate Book-tax Difference Data, 1990-2003*


net income. We present both the SOI tabulated amount 
for the U.S. intercompany dividend (ICD) adjustment 
(available from SOI for 1999 on) and our estimate of 
that adjustment for all years 1990-2003 (more about this 
later).  We calculate an amount we term “M-1 Explains” 
which is the net amount of book-tax difference reported 
by the taxpayer on Schedule M-1.11  We also calculate a 
net error amount indicating the amount of the book-tax 
difference not included in either M-1 Explains or our 
estimate of the ICD adjustment.


In the second section of the first panel of each table 
(“Schedule M-1 Detail”), we present the aggregate 
amounts from the Schedule M-1 line items and certain 
calculated amounts. The sign is shown consistently in 
terms of the effect on a positive book-tax difference. 
A positive amount increases the book-tax difference; 
a negative amount decreases the book-tax difference. 
Consistent with the literature since Talisman (2000), 
we treat pretax book greater than tax net income as a 
positive book-tax difference. 


The second panel on each table (unless suppressed) 
presents aggregate data for those corporations in the first 
panel that, for some reason, reported only pretax book 
income, that is, no other data appeared in the body of 
Schedule M-1. 12


The third panel on each table (unless suppressed) 
presents aggregate data for those corporations in the first 
panel that, for some reason, do not even report amounts 
for Schedule M-1 line 1 and line 2.13


Schedule M-1 data for 1990 are not as complete as 
for other years. SOI only tabulated: line 1, net income 
(loss) per books; line 2, Federal income tax per books; 
line 6, total of lines 1 through 5; line 9, total of lines 7 and 
8; and line 10, the reconciliation amount corresponding 
to unedited tax net income (tax net income before the 
U.S. intercompany dividend (ICD) adjustment). 14


	Book-Tax Difference Data 1990-200315


For comparison with Table 12 in Publication 16, 
Statistics of Income, Corporation Income Tax Returns, 
and with Plesko (2002) and Plesko-Shumofsky (2005), 


we first present, in this section of the paper, aggregate 
net data for all corporations normally subject to the 
U.S. Federal corporate income tax.  We then present, 
in the next section of the paper, the aggregate net data 
for domestic corporations with assets of $10 million or 
more, the corporations that would have been subject to 
Schedule M-3 if the 2004-2006 requirements had been 
effective for the earlier years.


Figure 1 based on Table 1 presents aggregate net 
pretax book income and aggregate tax net income for 
all corporations for 1990-2003. It also presents the 
calculated book-tax differences and an amount we term 
M-1 Explains. Finally, it presents an amount we term 
“estimated intercompany dividend (ICD) adjustment.”


•	 Pretax book income is the sum of Schedule M-1, 
line 1, Net income (loss) per books, and Schedule 
M-1, line 2, Federal income tax per books. 


•	 Tax net income is Form 1120 line 28 taxable 
income before net operating loss deduction (line 
29a) and special deductions (dividends received 
deductions) (line 29b).


•	 Book tax difference is pretax book income minus 
tax net income. This definition has been in general 
use since the Talisman (2000) Senate testimony on 
tax shelters and the possible effect of tax shelters 
on the corporate tax base.


•	 M-1 Explains is our term for the book-tax differ-
ence actually reported by the taxpayer on Sched-
ule M-1 as originally filed.16  M-1 Explains and 
book-tax difference calculated using the Talisman 
(2000) approach differ by the amount of the U.S. 
intercompany dividend (ICD) adjustment to tax 
net income.17 


Some taxpayers improperly include U.S. intercom-
pany dividends (ICD) in tax net income on Form 1120, 
page 1, line 28, the reconciliation target for Schedule 
M-1.18 The taxpayer then removes the same amount as 
a 100-percent dividends-received deduction on line 29b 
so that it does not increase final income subject to tax 
on line 30.







- 78 -


Boynton, DefiLiPPes, anD LegeL


ICD should be eliminated in determining tax net 
income. SOI removes all ICD amounts that it identifies 
in tax net income. Taxpayers who include ICD in tax 
net income must also include it somewhere in Schedule 
M-1.  SOI does not know where in Schedule M-1 the 
ICD is in general, and, therefore, SOI does not remove 
ICD from the body of Schedule M-1 but rather, start-
ing in 1999, from Schedule M-1, line 10.19 The result is 
that M-1 Explains and book-tax difference as defined 
by Talisman (2000) differ by the amount of the ICD 
adjustment to tax net income.


SOI began tabulating the ICD adjustment in 1999, 
although it made the adjustment without tabulation as a 
separate file variable starting in 1990. We estimate the 
ICD adjustment for all years studied: 1990-2003. We 
estimate the ICD adjustment as unedited Schedule M-1, 
line 10 minus edited Form 1120, page 1, line 28 (if it is 
a positive difference) for corporations filing a consoli-
dated return.20  For 1999-2003, we present our estimate 
and the tabulated ICD. For consistency across years, 


our discussion uses our estimate of the ICD adjustment 
unless otherwise stated.


	Assets of $10 Million or More 21


In this and later sections of the paper, we present 
the data for domestic corporations with assets of $10 
million or more, the corporations that would have been 
subject to Schedule M-3 if the 2004-2006 requirements 
had been effective for the earlier years.


Figure 1 is for all corporations (excluding S, RIC, 
and REIT). Figure 2  based on Table 2  is for domestic 
corporations with total assets of $10 million or more 
(excluding S, RIC, REIT, and F) and presents a picture 
of aggregate net pretax book income, tax net income, 
book-tax difference, M-1 Explains, and ICD adjustment 
similar to that in Figure 1. This is because most of the 
aggregate net Schedule M-1 line item amounts (including 
most of the aggregate net pretax book income, which is 
the sum of Schedule M-1, line 1 plus line 2), aggregate 


Page 1Schedule M-1 1990-2003 Data Table (01.13.06)Figures-SOI-Preprint Legel.xls


Figure 1. Pretax Book Income, Tax Net Income, Book-Tax Difference, M-1 Explains, 
and Estimated Intercompany Dividend (ICD) Adjustment For All Corporations 


(Excluding S, RIC, REIT)


-400,000


-200,000


0


200,000


400,000


600,000


800,000


1,000,000


1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003


Year


$ 
M


ill
io


n


Pretax Book Income Tax Net Income
Book-Tax Difference M-1 Explains
Est. Intercompany Dividend [ICD] Adj. 







- 79 -


PreLuDe to scheDuLe m-3:  scheDuLe m-1 corPorate Book-tax Difference Data, 1990-2003*


net tax net income, and aggregate ICD adjustment of 
all corporations are in fact reported by those domestic 
corporations with $10 million or more in assets.


	What Drives Schedule M-1 Swings?22


Schedule M-1 offers detail breakout for depreciation, 
tax-exempt interest, stock options (starting 2002), travel 
and entertainment limitations, and capital loss limitation. 
“M-1 Detail Explains” is our term for the net effect of 
these items on M-1 Explains.  “M-1 Other Explains” is 
our term for the balance of M-1 Explains not included 
in M-1 Detail Explains.


Figure 3 presents M-1 Explains, M-1 Detail Ex-
plains, M-1 Other Explains, and depreciation explains 
for corporations with total assets of $10 million or more. 
M-1 Detail Explains is essentially depreciation. The 
other detail items tend to net out. The swings in M-1 


Explains are driven by the swings in M-1 Other Ex-
plains, that is, by the amounts without detail breakouts. 
We will not know what is behind M-1 Other Explains 
until we have the standardized transparent structure of 
Schedule M-3.23 


	Issues in Interpreting Schedule M-1  
 Data 


Figure 4 based on Tables 3 and 4 shows that, for 
1993-2000, among corporations with total assets of $10 
million or more, those requiring the U.S. intercompany 
dividend (ICD) adjustment (to be discussed in Figure 5 
under two alternative assumptions labeled Case 1 and 
Case 2) reported lower net aggregate M-1 Explains than 
those that did not require the ICD adjustment (to be dis-
cussed in Figure 5 as reference Case 3).  In particular, 
the corporations requiring the ICD adjustment appeared 
to have an aggregate net M-1 Explains of approximately 


Page 1Schedule M-1 1990-2003 Data Table (01.13.06)Figures-SOI-Preprint Legel.xls


Figure 2. Pretax Book Income, Tax Net Income, Book-Tax Difference, M-1 Explains, 
and Estimated Intercompany Dividend (ICD) Adjustment For U.S. Corporations 


With Assets>=$10 Million (Excluding S, RIC, REIT, F)
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Page 1Schedule M-1 1990-2003 Data Table (01.13.06)Figures-SOI-Preprint Legel.xls


Figure 4. M-1 Explains For Corporations Requiring The Intercompany Dividend 
(ICD) Adjustment (Cases 1&2)  Versus M-1 Explains For Corporations Not 


Requiring The ICD Adjustment (Case 3) For U.S. Corporations With Assets >=$10 
Million
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Figure 3. Schedule M-1 Explains, Schedule M-1 Detail Explains, Schedule M-1 
Other Explains, and Depreciation Explains For U.S. Corporations With 


Asset >=$10 Million
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zero during the boom years of 1994-1998. Corporations 
not requiring the ICD adjustment had a large aggregate 
net positive M-1 Explains those years.


	We Develop “What If” Cases:


	Case 1:  ICD adjustment present, and we back it 
out of Schedule M-1, line 1.


	Case 2:  ICD adjustment present, and we back it 
out of Schedule M-1, line 4.  Here, line 4 is sim-
ply a surrogate for any line in the body of Sched-
ule M-1.


	Case 3:  ICD adjustment not present. Case 3 is 
our reference for analysis for Case 1, M-1, line 
1 versus Case 2, M-1, line 4. Case 3 controls for 
changes in the economy across years.


Effect of Case 1:  If the ICD adjustment should be 
removed from Schedule M-1, line 1, pretax book income 
and book-tax difference will be reduced, and book-tax 
difference will equal M-1 Explains as observed. 


Effect of Case 2:  If the ICD adjustment should be 
removed from the body of Schedule M-1, say, Schedule 
M-1, line 4, income for tax not for book, M-1 Explains 
will be increased, and M-1 Explains will equal book-tax 
difference as calculated using the Talisman (2000) ap-
proach that we and others generally follow.


Effect of firm size on our analysis:  The approxi-
mately 1,100 corporations in 2002 with total assets of 
$10 million or more requiring the ICD adjustment are 
about 25 times larger in mean assets than the approxi-
mately 42,000 corporations that year with total assets of 
$10 million or more not requiring the ICD adjustment 
(Cases 1 and 2, $13.8 billion; Case 3, $561 million).  In 
the following analysis, we control for the possible ef-
fects of size differences by calculating aggregate M-1 
Explains as a percentage of aggregate total receipts for 
the group requiring the ICD adjustment (Cases 1 and 
2) and for the group not requiring the ICD adjustment 
(Case 3).


In Figure 5 based on Tables 3 and 4, the top two lines 
lie along each other and represent our Case 1 and Case 


2 calculated book-tax difference as a percent of total 
receipts for corporations requiring the ICD adjustment 
and Case 2 restated M-1 Explains as a percentage of 
total receipts after the ICD adjustment is removed from 
Schedule M-3, line 4.  In essence, we move Case 2 M-1 
Explains up to equal book-tax difference.


In Figure 5, the bottom two lines lie along each 
other and represent our Case 1 and Case 2 observed M-1 
Explains as a percent of total receipts for those requiring 
the ICD adjustment and the Case 1 recalculated book-
tax difference after the ICD adjustment is removed from 
Schedule M-1, line 1. In essence, we move Case 1 book-
tax difference down to equal M-1 Explains.


In Figure 5, the middle two lines lie along each other 
and represent our Case 3 calculated book-tax difference 
and our Case 3 observed M-1 Explains, each as a per-
centage of total receipts, for corporations not requiring 
the ICD adjustment. 


In Figure 5, the middle two lines are our reference. 
If the lower two lines are plausible for corporations 
requiring the ICD adjustment, then we remove the ICD 
adjustment from Schedule M-1, line 1, and book-tax 
difference, effectively recalculating book-tax difference 
to agree with what taxpayers declared in M-1 Explains. 
We question whether large corporations would have 
essential no book-tax difference during the boom years 
of the 1990’s at a time when corporations not requiring 
the ICD adjustment had a large aggregate net positive 
book-tax difference and M-1 Explains.24


If the lower two lines are not plausible, or if the 
upper two lines are more plausible, then we remove the 
ICD adjustment from Schedule M-1, line 4, accept book-
tax difference as calculated under the Talisman (2000) 
approach, and restate M-1 Explains to agree with our 
calculated book-tax difference.


The question about where we should remove the 
ICD adjustment in Schedule M‑1 is important. If the 
ICD adjustment should be removed from Schedule M-
1, line 1, book-tax difference as generally calculated 
involves an overstatement. The worry has been that the 
ICD adjustment often seemed to be about half of the 
book-tax gap for the boom years of the 1990’s.  But we 
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show it is often essentially a question of the existence 
of any book-tax gap for corporations requiring the ICD 
adjustment.


Figure 6 based on Tables 3 and 4 indicated that the 
corporations requiring the ICD adjustment generally 
have more aggregate net positive M-1 Detail Explains 
(essentially depreciation) as a percentage of total receipts 
than corporations not requiring the adjustment. We sug-
gest it is not plausible that these corporations would have 
no other net aggregate book-tax difference.  


	Evidence From Large Corporations


We also supplemented our analytical research on 
the ICD adjustment discussed in the prior section with 
a limited search of large corporation tax returns by SOI. 
We wished to determine if there was tax return evidence 
indicating whether Schedule M-1, line 1 or line 4, was 


generally used by large corporate taxpayers as the line for 
inclusion of the matching entry within Schedule M-1 for 
U.S. intercompany dividends (ICD) improperly included 
on Form 1120, page 1, line 28 (tax net income), and 
line 29b (dividends received deduction).  In particular, 
we wished to determine if the relative size of the ICD 
adjustment compared to the total amount on Schedule 
M-1, line 4, might function as a flag as to the location 
of the ICD item within Schedule M-1.25 


We first identified all returns for 2003 that involved 
an ICD adjustment of at least $1 billion. We then selected 
for examination five of the returns with an ICD adjust-
ment greater than the total amount on Schedule M-1, 
line 4, and five of the returns with an ICD adjustment 
less than the total amount on line 4. One coauthor then 
searched the supporting detail for these 10 returns for 
Form 1120, Schedule C (Dividends and Special Deduc-
tion) and Schedule M-1, line 4, to identify a caption indi-


Page 1Schedule M-1 1990-2003 Data Table (01.13.06)Figures-SOI-Preprint Legel.xls


Figure 5. Book-Tax Difference and M-1 Explains To Total Receipts for U.S. 
Corporations With Assets>=$10 Million Requiring ICD Adjustment (Case 1 
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cating U.S. dividends included on Form 1120, Schedule 
C, and, therefore, on Form 1120, page 1, line 28, but not 
included in book income and an amount similar to the 
amount of the ICD adjustment. 


Note that these returns are each thousands of pages. 
Searching for a caption and amount in the supporting 
detail is time-consuming and averaged an hour each even 
though the coauthor doing the search is very familiar 
with working with the supporting detail for Form 1120, 
Schedule C, and Schedule M-1. In the case of all five 
returns with an ICD adjustment less than the total amount 
on Schedule M-1, line 4, it was possible to identify an 
appropriate caption and approximate amount in the sup-
porting detail for line 4. In the case of the five returns 
with an ICD adjustment greater than the total amount 
on Schedule M-1, line 4, the pattern was less clear with 
some support found for the ICD amount being included 


on Schedule M-1, line 1, some for line 4, and some 
totally unclear.


We realize a search on 10 returns out of a much larger 
number does not prove that the pattern of captions and 
amounts we found would be found on the returns that 
were not searched.  Further, our search does not prove 
what would be found if the IRS were to undertake a larger 
audit of large corporation Schedule M-1 detail. An IRS 
audit is unlikely because the better-structured Schedule 
M-3 is replacing the poorer-structured Schedule M-1 for 
larger corporate taxpayers. We do believe that our search 
on the 10 returns searched indicates that line 4 of Sched-
ule M-1 is at least a likely location for the matching entry 
within Schedule M-1 for U.S. intercompany dividends 
(ICD) improperly included on Form 1120, page 1, line 
28 (tax net income), and line 29b (dividends received 
deduction).  We also know from our search that some 


Page 1Schedule M-1 1990-2003 Data Table (01.13.06)Figures-SOI-Preprint Legel.xls


Figure 6. M-1 Detail Explains To Total Receipts For Case 1 And Case 2 (ICD 
Adjustment Required) With Case 3 (No ICD Adjustment) As Reference For U.S. 


Corporations With Assets>=$10 Million
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corporations do include the ICD amount on Schedule 
M-1, line 1. If a taxpayer includes the matching ICD 
amount on line 4 of Schedule M-1, the taxpayer will, 
either intentionally or innocently, minimize the total 
book-tax difference reported on Schedule M-1.  If the 
taxpayer includes the matching ICD amount on Schedule 
M-1, line 1, use of the Talisman (2000) approach will 
inflate the measure of the taxpayer’s book-tax difference 
by the amount of the ICD adjustment. 


We believe that, on balance and given the uncertain-
ties associated with Schedule M-1 data, the Talisman 
(2000) approach for calculating book-tax differences is 
the appropriate approach when the goal is the assessment 
of aggregate compliance risk in the population. 


	Summary and Conclusion


For most large corporations, the new Schedule M-3 
book-tax reconciliation replaces the 4-decade-old Sched-
ule M-1, effective December 2004. The goal of this paper 
has been: (1) to present Schedule M-1 data and other 
selected tax return data for the immediately preceding 
14-year period, 1990-2003; and (2) to discuss tax policy 
data interpretation issues related to U.S. intercompany 
dividends (ICD) improperly included on corporate tax 
returns by some large taxpayers. 


•	 The method of calculating book-tax differences 
in general use since Talisman (2000) inflates the 
reported book-tax gap for the 1990’s for those 
corporations requiring the ICD adjustment that 
included the matching ICD amount in Schedule 
M-1, line 1. 


•	 On the other hand, corporations that included the 
matching ICD amount within the body of Sched-
ule M-1, say on line 4, minimized the total book-
tax difference reported on Schedule M-1. 


•	 The authors are aware that some large taxpayers 
in fact used Schedule M-1, line 1, and some used 
line 4 for the matching amount to balance the ICD 
amount improperly included on Form 1120, page 1.  


•	 In light of the ICD interpretation uncertainties, the 
authors recommend the Talisman (2000) approach 


to measuring the book-tax gap of the 1990’s for 
purposes of assessing compliance risk.


•	 Those issues will likely remain unresolved until 
Schedule M-3 data replace Schedule M-1 data.
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	Endnotes 


* Published on December 19, 2005, in Tax Notes, 
pages 1579-1599.  Reprinted with permission of 
Tax Analysts.


1  Our table values may not add and may differ from 
official Publication 16 Statistics of Income (SOI), 
Corporation Income Tax Returns.  values due to 
rounding.   The SOI corporate data file for year 
t includes all tax years ending between July of 
Calendar Year and June of Calendar Year t+1.


2  Corporations normally subject to the U.S. Fed-
eral income tax include U.S. corporations filing 
Form 1120 (no asset limitation) or Form 1120-A 
(assets of $500,000 or less), U.S. insurance com-
panies filing Form 1120-L or Form 1120-PC, and 
foreign corporations with effectively connected 
U.S. income filing Form 1120-F. Corporations 
not normally subject to the U.S. Federal income 
tax include corporations filing Form 1120-S (Sub-
chapter S corporations), Form 1120-REIT (Real 
Estate Investment Trusts), and Form 1120-RIC 
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(Regulated Investment Companies) that normally 
report their incomes proportionately to their own-
ers for taxation imposed on the owners rather than 
the corporation. 


3  See U.S. Department of the Treasury (1999) and 
Talisman (2000). See also Mills (1998) cited by 
Treasury (1999, page 32, note 118): “Mills finds 
evidence that the IRS is more likely to assert de-
ficiencies on firms with large book-tax disparities, 
indicating that such disparities are correlated with 
aggressive tax planning.”


4  See Mills and Plesko (2003) for the proposed 
redesign of Schedule M-1. For discussions of 
problems in interpreting Schedule M-1 book-tax 
reconciliation data and problems with the related 
Schedule L book balance sheet data, see Boynton, 
Dobbins, DeFilippes, and Cooper (2002), Mills, 
Newberry, and Trautman (2002), and Boynton, 
DeFilippes, Lisowsky, and Mills (2005). For dis-
cussions of the problems in reconciling financial 
accounting income and tax income, see McGill 
and Outslay (2002), Hanlon (2003), McGill and 
Outslay (2004), Plesko (2004), and Hanlon and 
Shevlin (2005).


5  For a discussion of the development of Schedule 
M-3, see Boynton and Mills (2004).


6  Schedule M-1 will continue to apply to domestic 
corporations with assets of $250 thousand to $10 
million of total assets or of less than $250 thousand 
in total assets but total receipts of $250 thousand 
or more. Schedule M-1 will also continue to apply 
to foreign corporations filing Form 1120-F.


7  U.S. Department of the Treasury, press release dat-
ed January 28, 2004, “Treasury and IRS Propose 
New Tax Form for Corporate Tax Returns.” 


 “The new Schedule M-3 would expand the cur-
rent Schedule M-1, which has not been updated 
in several decades.


 “The proposed Schedule M-3 will make differ-
ences between financial accounting net income 


and taxable income more transparent.  This will 
help agents determine from the return whether the 
return should be audited and identify the differ-
ences that matter most in the audit of the return. 
We see benefits to taxpayers and the IRS from the 
new Sschedule: a reduction in unnecessary audits 
and a swifter focus on those differences that are 
more likely to arise when taxpayers take aggressive 
positions or engage in aggressive transactions.  In 
addition, the increased transparency will have a de-
terrent effect,” stated Treasury Assistant Secretary 
for Tax Policy Pam Olson. 


 “The new Schedule will let the IRS sharpen and 
improve monitoring of corporate compliance,” 
said IRS Commissioner Mark W. Everson. “Our 
objective is to identify and resolve potential 
audit issues promptly. This information will 
help us do so.”


 “These changes will enable us to focus our com-
pliance resources on returns and issues that need 
to be examined and avoid those that do not,” 
said Deborah M. Nolan, IRS Large and Mid-Size 
Business Division Commissioner. “Increasing the 
transparency of corporate tax returns is critical to 
our objectives to provide certainty to taxpayers 
sooner and to improve overall compliance.”   


  8 Our table values may not add and may differ from 
official SOI Publication 16 values due to rounding.


  9  Our table values may not add and may differ from 
official SOI Publication 16 values due to rounding. 


10  Our Table 1 and SOI Publication 16 Table 12 
include data from foreign corporations with ef-
fectively connected U.S. income required to file 
Form 1120-F. Our Tables 2-4 include only domes-
tic corporations with $10 million or more in assets 
and exclude data from foreign corporations filing 
Form 1120-F.  Corporations filing Form 1120-F 
are not subject to Schedule M-3 and will continue 
to complete Schedule M-1. 


11   We calculate “M-1 Explains,” the net book-tax 
difference reported on Schedule M-1, as (line 7 
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plus line 8 minus the sum of lines 3, 4, and 5). 
This is the amount that must be subtracted from 
pretax book income, the sum of lines 1 and 2, to 
obtain line 10, the reconciliation amount corre-
sponding to unedited tax net income, that is, tax 
net income before any U.S. intercompany dividend 
adjustment.  See below for a discussion of the ICD 
adjustment.


12  This is the normal result for one group of corpo-
rations, namely, life insurance companies. Form 
1120-L does not have a Schedule M-1. Rather 
the companies attach a financial statement (An-
nual Statement) prepared according to statutory 
accounting principles prescribed by the National 
Association of Insurance Commissioners. The 
companies also attach a reconciliation of taxable 
income with the income in the Annual Statement. 
There is not a fixed form for the reconciliation. 
SOI creates a dummy Schedule M-1 for life 
insurance companies with only line 1 and line 2 
amounts derived from the Annual Statement.


13  Corporations with total assets of less than $250 
thousand and total receipts of less than $250 thou-
sand are no longer required to complete Schedule 
M-1 starting with 2002. 


14  We infer the 1990 amount of  M-1 Explains,--the 
net book-tax difference reported by the taxpayer 
on Schedule M-1,  as {M-1 line 9 minus line 6 plus 
line 1 plus line 2} which equals {[line 7 + line 8] 
–[line 1 + line 2 + line 3 + line 4 +line 5] + [line 
1 + line 2]} which equals {[line 7 + line 8] – [line 
3 + line 4 + line 5]} which is our defined  M-1 
Explains as stated in footnote 11.  See below for 
a discussion of the ICD adjustment.


15  Our table values may not add and may differ from 
official SOI Publication 16 values due to rounding.


16   We calculate M-1 Explains, the net book-tax dif-
ference reported on Schedule M-1, as [line 7 plus 
line 8 minus the sum of lines 3, 4, and 5]. This is 
the amount that must be subtracted from pretax 
book income, the sum of lines 1 and 2, to obtain 
line 10, the reconciliation amount corresponding 


to unedited tax net income, that is, tax net income 
before any U.S. intercompany dividend adjustment.


17  In addition to the ICD adjustment, the difference 
between M-1 Explains and book-tax difference 
includes other taxpayer errors, but the amount 
of other errors is small compared to the ICD 
adjustment.


18  Tax net income on Form 1120, page 1, line 28 is 
also the reconciliation target for Schedule M-3. 
See above.


19  As discussed later, even an extensive search of 
Schedule M-1 documentation for evidence of the 
location of the matching ICD amount may prove 
inconclusive.


20  Starting in 1999, we calculate unedited Schedule 
M-1 line 10 as edited line 10 plus the ICD 
adjustment for all corporations with an ICD 
adjustment.


21 Our table values may not add and may differ 
from official SOI Publication 16 values due to 
rounding.


22  Our table values may not add and may differ 
from official SOI Publication 16 values due to 
rounding. 


23  We note that IRS examiners have always been able 
to investigate the supporting documentation for the 
line item amounts on Schedule M-1 not on detail 
breakout lines on a single-firm basis. However, 
such Schedule M-1 amounts are not useful in re-
turn classification and issue identification because 
supporting details are not standardized and not 
available in machine-readable form. See below 
for a discussion of the difficulties of searching the 
supporting documentation for Schedule M-1.


24  There is a  plausible explanation for a large multi-
national taxpayer having a modest, zero,  or even 
negative book-tax difference reported on Schedule 
M-1 (modest, zero, or negative M-1 Explains 
in our terminology). If the taxpayer began the 
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Schedule M-1 with its U.S. domestic income from 
its financial statements prepared in accordance 
with Generally Accepted Accounting Principles 
(GAAP), then its taxable income would be higher 
due to foreign dividends and other payments from 
affiliates included in its tax net income, and these 
amounts would need to be reflected in Schedule 
M-1, presumably on line 4. If such a taxpayer also 
improperly included U.S. intercompany dividends 
(ICD) on Form 1120, page 1, and on Schedule 
M-1, line 4, any modest, zero, or slightly negative 
balance for M-1 Explains would probably become 
very negative. We would expect such a taxpayer to 
be consistent and to include the U.S. ICD on line 
4 if that is where it included the foreign subsidiary 
dividends and other income. In that case, backing 
out the ICD from line 4 would only restore M-1 
Explains to a modest, zero, or slightly negative 
balance. It would not cause the restated balance 
to exceed our Case 3 reference. If the taxpayer 
included on Schedule M-1, line 1, the sum of its 
GAAP domestic income and its foreign subsidiary 
dividends and other income and any improperly 
included ICD, the foreign subsidiary dividends 
and income would have no effect on either M-1 
Explains or book-tax difference under the Talis-
man (2000) approach, but the improperly included 
ICD would inflate the book-tax difference under 
the Talisman (2000) approach.


25  Negative amount representing accrual reversals 
may be among the items included on Schedule 
M-1, line 4, or for that matter, on lines 5, 7, or 8, 
making simple tests of Schedule M-1 line amounts 
difficult.
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Exhibit I 
Partial Detail of 2004 Form 1120 Page 1 and Schedule M-1 
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Exhibit II 
Partial detail of 2004 Schedule M-3 
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 Appendix


There are 34 tables which accompany this article. 
They may be found on the IRS Web site at http://www.irs.
gov/taxstats/productsandpubs/article/0,,id=141315,00.
html.  Select the report for “2005.”  The tables may 
also be found at http:// www.irs.gov/taxstats/ product-
sandpubs/article/0,,id=135621.html.  Select the NTA 
Conference for “2005.”  The first four tables appeared 
with the paper presented at the National Tax Associa-
tion November 17, 2005, and in the article published in 
Tax Notes December 19, 2005. The remaining 30 tables 
were developed by the authors as part of the study and 
are presented here for other researchers.


The authors of this paper request that the following 
citation be used if data from the 34 Appendix tables are 
used by other researchers:


“Data are from the aggregate tables of SOI 
corporate file data prepared for the studies 
summarized in Boynton, DeFilippes, and Legel 
(2005, 2006) and are used with the permission 
of SOI, of the authors, and of Tax Analysts, 
publisher of Tax Notes. Table values may differ 
from official SOI Publication 16 values due to 
rounding.” 


Table 7 (Identified as Public), Table 9 (Book-Tax 
Difference of $10 Million or More Within 1995-1997), 
Table 13 (Manufacturing), Table 14 (Finance/Real-
Estate/Holding-Companies), Table 15 (Transportation/
Utilities/Information), and Table 28 (Assets of $2.5 Mil-
lion or More) are discussed in Boynton, DeFilippes, and 
Legel (2006), “Distribution of Schedule M-1 Corporate 
Book-Tax Difference Data 1990-2003 for Three Large-
Size and Three Large-Industry Subpopulations.”


See Boynton, DeFilippes, and Legel (2005) for a 
discussion of Tables 1-4. Table 1 presents selected tax 
return and Schedule M-1 data for the population of all 
corporations (excluding S, RIC, and REIT). The popula-
tion for Table 1 is the same as for SOI Publication 16, 
Table 12. Table 2 presents data for U.S. corporations 
(excluding F, S, RIC, and REIT) with assets of $10 mil-
lion or more. Table 3 presents data for U.S. corporations 
(excluding F, S, RIC, and REIT) with assets of $10 mil-


lion or more requiring an adjustment for intercompany 
dividends (ICD). Table 4 presents data for U.S. corpora-
tions (excluding F, S, RIC, and REIT) with assets of $10 
million or more not requiring an ICD adjustment.


Tables 5 and 6 divide the population of all corpora-
tions (excluding S, RIC, and REIT) by the sign of Tax 
Net Income. The population for Table 5 is the same as 
for SOI Publication 16 Table 13.


Tables 7 and 8 for each year divide the population 
of all corporations (excluding S, RIC, and REIT) by 
“Identified as Public” or “Not Identified as Public.” A 
corporation is “Identified as Public” if we identify the 
corporation as public for any year within the period 
1982-2005.  Our method classifies a firm as “Identified 
as Public” for every SOI year in which it is present re-
gardless of whether it was in fact public that year. The 
COMPUSTAT database prepared by Standards and Poor 
(S&P) reports Employer Identification Numbers (EIN) 
reported by firms on their most recent SEC Form 10-K. 
The COMPUSTAT record covers financial statements 
for public firms for the most recent 20 years as of the 
monthly release of a COMPUSTAT database. Data in-
cluding the most recently reported EIN is reported for 
a firm by COMPUSTAT in each database release to the 
extent that the firm had any publicly available financial 
statements during the 20-year period then ending.  We 
pool the COMPUSTAT EIN data from one database 
release selected from each of five release years, 2001 
through 2005. The first year of a 20-year record for the 
2001 release is 1982. The last year for the 2005 release 
is 2005. If we were able to identify the EIN for a cor-
poration on a SOI annual corporate file as belonging 
to our pool of COMPUSTAT EIN data, we classify the 
corporation “Identified as Public.” COMPUSTAT has 
two files of companies, “active” and “research.” Active 
companies are currently filing public financial statements 
(SEC Form 10-K). Research companies are not currently 
filing public financial statements but have done so in one 
or more prior years. The research companies may have 
either ceased to exist through bankruptcy, dissolution, or 
merger, or have gone private. Early years on the 20-year 
COMPUSTAT record may be missing for both active and 
research companies. We use both the active and research 
files in order to be as inclusive as possible.  EIN data on 
COMPUSTAT may include errors. We cannot ascertain 
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if the EIN errors are made by the corporation on the SEC 
Form 10-K or by COMPUSTAT in reporting the data. 
The following is the breakout of our EIN data for 2003 
reflected in Table 7. The number of weighted returns we 
report in Table 7 for 2003 is 7,702 and corresponds to 
(3) below in the first column.


COMPUSTAT EIN Counts: 


Tables 9 and 10 divide the population of all corpora-
tions (excluding S, RIC, and REIT) by “Book-Tax Dif-
ference of $10 Million or More Within 1995-1999” or 
“No Book-Tax Difference of $10 Million or More Within 
1995-1999.” If we were able to identify a book-tax dif-
ference of $10 million or more within 1995-1999 for the 
corporation, we labeled the corporation  “Book-Tax Dif-
ference of $10 Million or More Within 1995-1999.”


Tables 11 and 12 divide the population of all corpo-
rations (excluding S, RIC, and REIT) by “Stock Option 
Expense on Schedule M-1 Within 2002-2003” or “No 
Stock Option Expense on Schedule M-1 Within 2002-
2003.” Stock option expense is tabulated on Schedule 
M-1 only for 2002 and 2003.  If we were able to identify 
stock option expense on Schedule M-1 within 2002-2003 
for the corporation, we labeled the corporation “Stock 
Option Expense on Schedule M-1 Within 2002-2003.”


Tables 13 through 20 divide the population of all 
corporations (excluding S, RIC, and REIT) by SOI 


major industry code. For 1990-1997, the population for 
each of Tables 13-20 is the same as for one of the major 
industry total columns in SOI Publication 16, Table 12. 
For 1998-2003 we have combined the revised industry 
codes to approximate the 1990-1997 divisions. For 
1998-2003, the population for each of Tables 13-20 is 
the same as for one of the major industry total columns 
in SOI Publication 16, Table 12, or is the sum of two or 
more columns. We indicate the SOI major industry codes 
involved for each period in the table heading.


Tables 21 through 28 divide the population of all 
corporations (excluding S, RIC, and REIT) by reported 
asset size for the given year. 


Tables 29 and 30 divide the population of Table 28, 
U.S. corporations (excluding F, S, RIC, and REIT) with 
assets of $2.5 billion or more by whether the corpora-
tion required an ICD adjustment for the given year. This 
division is similar to the ICD division of Table 2, U.S. 
corporations (excluding F, S, RIC, and REIT) with assets 
of $10 million or more by ICD in Tables 3 and 4.


Table 31 is the sum of Tables 26 through 28.


Tables 32 through 34 are the component SOI major 
industries for 1998-2003 that comprise Table 15. 
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Five-Year 2005  Not 2005


Pool Release Release 


17,331  10,624  6,707  (1) Unique EIN count [unweighted count] 


6,691  6,165  526  


7,702  7,004  698  


5,550  5,550  0  


(4) Unique EIN count matched to 2003 SOI 
corporate file and with a 2003 COMPUSTAT non-
missing, non-zero financial statement [unweighted 
count] (excluding S, RIC, and REIT) 


 All unique 


EIN count 


(2) Unique EIN count matched to 2003 SOI 
corporate file [unweighted count] (excluding S, RIC, 
and REIT) 


(3) Unique EIN count matched to 2003 SOI 
corporate file [weighted count] (excluding S, RIC, 
and REIT) 








The Tax Year 1999-2003 Individual Income Tax Return Panel:  A First Look at the Data 
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This paper represents the Statistics of Income 
(SOI) Division’s first release of data from its Tax 
Year 1999 Panel of Individual Income Tax 
Returns.  A previous ASA paper explained the 
history and development of this panel so that 
only a brief review of the panel’s history and 
design will be provided in this paper1.  SOI’s 
mission is to produce and publish data on the 
operation of the Federal tax system. Policy 
analysis and the development of 
recommendations on the operation of the tax 
system are not part of SOI’s mission.   SOI 
microdata files, tabulations, and articles are 
accepted as the nonbiased starting point for 
policy discussions by individuals of all 
ideological backgrounds.  The fact that virtually 
all of SOI’s published tabulations are based on 
cross-sectional samples where the sampling 
frames and sampling techniques are established 
and well-known certainly helps SOI fulfill this 
mission.  The publication of tabulations based on 
panel samples, however, presents a more 
complicated situation as will be discussed later. 
The purpose of this paper is to work through 
some of those complications and to arrive at a 
series of panel tabulations that can be viewed in 
the same unbiased light as the more standard SOI 
tabulations.  Already today, income tax return 
panels provide policy organizations such as the 
Treasury Department’s Office of Tax Analysis 
(OTA) and Congress’s Joint Committee on 
Taxation (JCT) with powerful policy analysis 
tools that are not available to researchers outside 
of those organizations.  But it is not OTA or 
JCT’s responsibility to provide voluminous 
amounts of tabular panel data to the public; it is 
SOI’s responsibility, and this paper is hopefully 
a first step in meeting that responsibility.     
 
Background 
Each year, the Statistics of Income Division 
produces a sample of individual income tax 


                                                 
1 Weber, Michael (2005), “The 1999 Individual 
Income Tax Return Edited Panel,” 2005 
Proceedings of the American Statistical 
Association, Social Statistics Section. 
Government Statistics Section, Alexandria, VA:  
American Statistical Association. 
 


returns.  The Tax Year 1999 sample included 
176,966 returns sampled in 92 stratifications.  
The sampling rates ranged from 100 percent to 
.05 percent based on classifications of income 
and the type of forms and attachments included 
on each return 2.  The 1999 Edited Panel is an 
83,434-return subsample of the 1999 cross-
sectional sample.  The 1999 Edited Panel 
contains only 21 stratifications with sampling 
ranging from 100 percent to .05 percent.     
 
The base year of this panel represents a sample 
of tax returns.  Subsequent years represent a 
sample of the returns filed by individuals listed 
as taxpayers on the 1999 base year return.  This 
is a significant difference because it means that 
the base year sample unit can break apart into 
two returns through divorce or double the 
number of individuals in the unit through 
marriage.  Even worse, a unit can divide into two 
returns through divorce and then, through a 
second marriage for each original taxpayer, end 
up representing four individuals.  It is these 
changes that present problems in tabulating, 
presenting, and interpreting income tax return 
panel data.   
 
Potential Solutions 
One solution to the changing marital status 
problem is to follow only the primary taxpayer 
listed on the tax return.  The main problem with 
this approach is that approximately 95 percent of 
primary taxpayers listed on jointly filed returns 
are male, thus, a significant gender bias would be 
introduced into any analysis.   
 
Another possible solution to the changing filing 
status problem would be to follow both the 
primary and secondary taxpayers separately.  
The main problem with this approach is the 
complexity involved in trying to divide up 
income between the primary and secondary 
taxpayers on jointly filed returns.  Even if the 


                                                 
2 For additional information on the sample 
design of the annual Complete Report sample, 
see Internal Revenue Service, Statistics of 
Income Individual Income Tax Returns, 
Publication 1304, 1999,  “Section 2:  Description 
of Sample.” 







income could be divided correctly, the act of 
doing so has implications.  For example, do 
married individuals make independent or joint 
economic decisions?  If their incomes are 
divided, how is the joint decision-making aspect 
retained in the data? 
 
Finally, another possible solution is to simply 
examine only those panel units where the marital 
status has not changed.  The main problem with 
this approach is that it excludes all taxpayers 
who, during the course of the study, either get 
married, divorced, or had a spouse die.  If 
changes in a taxpayer’s marital status or the 
death of a spouse affect his or her economic 
well-being and decision-making process, then 
that information is lost under this approach. 
 
Obviously, none of these solutions is really 
adequate, and perhaps the best solution is to 
utilize all three and compare the results.  
Unfortunately, such an exercise is beyond the 
scope of this paper.  But given time and resource 
constraints, and the basic structure of the panel, 
the easiest and quickest solution to implement is 
the third solution:  examine only those panel 
units where the filing status has not changed.       
 
An Analysis of Panel Units That Did Not 
Change Marital Status from 1999 to 2003 
The first step is to subset the file to only those 
panel units where there are returns present for all 
5 years of the study.  This is not a required step 
in analyzing panel data. For example, one might 
want to examine only two points in time, 1999 
and 2003, in which case the file would only need 
to be subset to returns where both of those years 
were present.  But for this paper, the 5-year 
average Adjusted Gross Income (AGI) is 
computed and used in subsequent tables, and in 
order to keep the basis for all tables consistent, 
only panel units with returns present for all 5 
years will be used.   (Another solution would be 
to impute missing returns, but that is beyond the 
scope of this paper.)   
 
As Figure 1 shows, in 1999, the panel contained 
an estimated 127 million returns or panel units.  
But, as of 2003, only 106 million panel units had 
filed returns for all 5 years.  Where did the 21 
million panel units go?  First, any single 
taxpayer who died during this time period 
obviously is part of the 21 million missing units, 
as are any 1999 filers who no longer met the 
filing threshold for any or all of the subsequent 
years.  Another portion represents taxpayers who 


should have filed a return but did not. Often, 
these taxpayers file, but do so in a subsequent 
calendar year.  Roughly 3 percent of the returns 
filed each year are for a previous tax year.  In 
other words, the returns are eventually filed with 
the IRS, and generally within 2 years of the due 
date.  Because of the way returns are selected for 
this panel, these returns will eventually be 
sampled and included in the panel file.  But this 
presents SOI with an interesting publication 
issue.  Should the tabulation of panel data be 
held up for 2 years while we await the addition 
of 3 percent of 1 year’s data?  For example, the 
file used for this paper is only complete for the 
period 1999 to 2001.  This is a topic for further 
research.   
 
The second step is to subset the file to those 
panel units where a return is filed in every year 
and only one return is filed each year.  As is 
shown in Figure 1, by 2003, this step removes 
another 3.4 million returns from the panel.  
These 3.4 million returns generally represent 
joint filers who divorced and where each 
taxpayer now files independently of his or her 
former spouse and couples who on at least one 
occasion during this 5 year period filed using a 
marital status of married filing separately.  Note 
that it is possible to add items from a married 
couple’s two married filing separately returns to 
generate a combined return, but this process was 
not undertaken for this paper.  
 
The final step is to subset the file to those panel 
units where a return is filed in every year and 
only one return is filed each year and where the 
marital status does not change.  As Figure 1 
shows, 14.9 million panel units were removed in 
this step. Only 87.6 million panel units remain.  
They generally consist of taxpayers who married 
during the 1999-2003 period or married couples 
where one of the spouses died during this period.         
 
As Table 1 shows, in order to create the database 
that will be used for the subsequent tabulations 
in this paper, 31 percent of the panel units or 
base year returns, accounting for 19.4 percent of 
base year AGI, have been removed.  Further 
research must be conducted to understand the 
impact of removing these panel units, including 
answering an important fundamental question:  is 
it even legitimate to produce tabulations where 
31 percent of the units have been removed.  And 
if so, what data about the 31 percent should also 
be presented?   
 







1999-2003 Edited Panel Tables 
Table 2 is probably the most basic and straight-
forward panel tabulation that it is possible to 
produce.  It is produced using the 87.6 million 
weighted panel units where each panel unit filed 
one and only one return for each year of the 5 
year period under study and where each panel 
unit maintained the same marital status for the 
entire 5 year period.  The panel units are 
classified by the AGI shown on the 1999 return 
and by the AGI shown on the 2003 return.  The 
2003 AGI amounts, as well as all other amounts 
shown in this paper, have been deflated to 1999 
levels using the price deflator applied in other 
SOI Individual taxation data3.   
 
It should be noted that returns filed by 
dependents are included in Table 2.  If an 
individual can be claimed as a dependent by 
another taxpayer, yet has income sufficient to 
require the filing of a return, the individual is 
required to file a tax return that is separate from 
the return on which he or she was claimed as a 
dependent.  In the sample design of this panel, as 
in the standard SOI individual cross-sectional 
samples, no attempt was made to create a 
separate sample stratum for dependent returns.  
Thus, if sampled, a dependent return represents a 
unique panel unit as does the return, if sampled, 
on which that individual was listed as a 
dependent.  Dependents, however, may exhibit 
significant income changes when they move 
from dependent status to independent tax filer.  
For example, a college student earning $4,000 a 
year at McDonald’s may graduate and earn 
$40,000 in his or her first professional job.   In 
Table 2, this situation cannot be separated from 
the case of an adult who is 35 years old and 
supporting a family who moves from an income 
of $4,000 in 1999 to $40,000 to 2003.  
Consequently, Table 3 excludes returns filed by 
base year dependents. This eliminates another 
7.2 million panel units.  But as can be seen from 
comparing both tables, the reduction in panel 
units is almost exclusively in the $1 under 
$10,000 AGI class.   
 
A possible concern with Table 3 is that it only 
presents two points in time.  A taxpayer may 
have earned $50,000 in 1999 and $50,000 in 
                                                 
3 AGI is shown in constant dollars, calculated 
using the U.S. Bureau of Labor Statistics 
consumer price index for urban consumers.  U.S. 
Department of Labor, Bureau of Labor Statistics, 
Monthly Labor Review. 


2003 indicating no real change in income.  But 
what if the taxpayer earned only $10,000 in 
2000, 2001, and 2002?  The 5-year average 
income is significantly different than the income 
at the beginning and the end points of the study 
period.  Consequently, Table 4 is classified by 
the 1999 AGI and by the 5-year average AGI (in 
1999 dollars).  As mentioned earlier in the paper, 
Table 4 is the reason why, in constructing the 
database of panel units to be used in this study, 
only panel units where a return was filed for the 
entire 5-year period were used.  As noted earlier, 
another alternative would be to ease this 
restriction and develop an imputation method for 
the missing data.  Such an approach was beyond 
the scope of this paper but should be explored in 
future research.  Imputations of this nature may 
become essential as the panel ages and more 
panel units are found to be missing at least one 
return over the course of the study and thus 
reducing the number of panel units available for 
tabulations such as Table 4.  Finally, another 
way to present the 5 year average AGI is in 
terms of the percentage change from the 1999 
AGI.  This has been done in Table 5.   
 







Figure 1 -- Derivation of 1999-2003 Edited Panel Sample Used in Subsequent Tabulations
At least one Column (1) & Column (2) &


return present only one return the same marital status
in all years present in each year in all years


TaxYear (1) (2) (3)
1999 127,029,487                  127,029,487                            127,029,487                        


1999 thru 2000 120,887,311                  119,794,388                            114,807,823                        
1999 thru 2001 115,810,399                  113,770,493                            104,860,374                        
1999 thru 2002 111,048,409                  108,251,388                            96,043,680                          
1999 thru 2003 105,938,164                  102,549,251                            87,617,774                          


Notes:  * 2002 and 2003 data are for returns received by IRS through Calendar Year 2004.
                 Additional returns for 2002 and 2003 were filed in Calendar Years 2005 and 2006.
             *  Married filing separately returns have been removed in columns 2 and 3 to simplfiy processing 
             *  Base year prior-year returns (approximately 9,000 weighted returns) have been removed.
             *  Base year single panel members who married another panel member in a subsequent
                 year (approximately 4,000 weighted returns) have been removed.


 
 







Table 1 - 1999-2003 Full Edited Panel and Limited Edited Panel Differences


Number of Amount of Number of Amount of Number of Amount of Number of Amount of 


Size of AGI Returns AGI Returns AGI Returns AGI Returns AGI


No adjusted gross income......................................... 1,016,365 -49,057,319 547,216 -35,182,329 469,149             (13,874,990)           46.2% 28.3%


$1 under $10,000....................................................... 26,210,180 132,336,387 13,381,189 70,987,103 12,828,991        61,349,284            48.9% 46.4%


$10,000 under $20,000.............................................. 23,966,960 357,434,358 14,953,415 224,834,852 9,013,545          132,599,506          37.6% 37.1%


$20,000 under $30,000.............................................. 18,359,111 453,687,690 12,513,685 309,450,548 5,845,426          144,237,142          31.8% 31.8%


$30,000 under $40,000.............................................. 13,368,846 464,230,987 9,700,429 337,085,999 3,668,417          127,144,988          27.4% 27.4%


$40,000 under $50,000.............................................. 9,812,207 438,993,580 7,584,758 339,966,538 2,227,449          99,027,042            22.7% 22.6%


$50,000 under $75,000.............................................. 16,897,458 1,031,747,639 13,882,868 849,235,065 3,014,590          182,512,574          17.8% 17.7%


$75,000 under $100,000............................................ 7,755,507 666,429,881 6,653,302 572,107,910 1,102,205          94,321,971            14.2% 14.2%


$100,000 under $200,000......................................... 7,188,685 944,083,593 6,271,959 825,602,106 916,726             118,481,487          12.8% 12.5%


$200,000 under $500,000......................................... 1,891,017 546,818,812 1,640,006 475,056,961 251,011             71,761,851            13.3% 13.1%


$500,000 under $1,000,000...................................... 355,710 241,057,746 309,944 210,134,851 45,766               30,922,895            12.9% 12.8%


$1,000,000 under $1,500,000................................... 88,847 107,343,480 76,779 92,732,047 12,068               14,611,433            13.6% 13.6%


$1,500,000 under $2,000,000................................... 38,160 65,801,348 33,102 57,095,640 5,058                 8,705,708              13.3% 13.2%


$2,000,000 under $5,000,000................................... 57,547 172,372,870 49,710 148,937,801 7,837                 23,435,069            13.6% 13.6%


$5,000,000 under $10,000,000................................. 14,176 97,281,129 12,123 83,216,258 2,053                 14,064,871            14.5% 14.5%


$10,000,000 or more................................................. 8,711 215,765,177 7,289 181,949,562 1,422                 33,815,615            16.3% 15.7%


Total........................................................................... 127,029,487            5,886,327,358         87,617,774           4,743,210,912         39,411,713        1,143,116,446       31.0% 19.4%


Percentage DifferenceFull 1999-2003 Edited Panel Limited 1999-2003 Edited Panel Difference


 
 
 
  







Table 2 - Tax Year 1999 filers present in 2000, 2001, 2002, and 2003 with no change in marital status by 1999 AGI class and 2003 AGI class in 1999 dollars


$1 $10,000 $20,000 $30,000 $40,000 $50,000 $7,500 $100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000


No under under under under under under under under under under under under under under or


1999 AGI Class Total AGI $10,000 $20,000 $30,000 $40,000 $50,000 $75,000 $100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000 more


No adjusted gross income................................ 547,216              214,867             102,604             61,466               40,622               35,825               22,864               30,292               10,536               15,653               7,457                 3,382                 253                    875                    342                    153                         27                            


$1 under $10,000............................................. 13,381,189         323,254             6,080,426          4,256,066          1,739,812          560,508             191,054             177,047             30,662               14,322               7,982                 56                      -                     -                     -                     -                          -                          


$10,000 under $20,000.................................... 14,951,380         162,757             2,767,133          6,933,350          3,317,825          1,053,740          401,280             230,442             45,944               33,182               4,994                 728                    -                     -                     5                         -                          -                          


$20,000 under $30,000.................................... 12,513,684         92,699               963,453             2,558,577          4,851,252          2,620,841          769,204             495,761             97,250               47,811               14,661               2,170                 5                         -                     -                     -                          -                          


$30,000 under $40,000.................................... 9,700,429           53,742               428,201             965,912             1,927,920          3,214,677          1,843,690          1,043,636          150,678             63,304               8,651                 17                      -                     -                     -                     -                          -                          


$40,000 under $50,000.................................... 7,584,758           43,461               220,012             457,085             705,715             1,416,150          2,228,147          2,162,117          262,504             78,236               9,153                 -                     2,177                 -                     -                     -                          -                          


$50,000 under $75,000.................................... 13,882,868         52,788               224,307             444,776             678,126             1,067,007          1,861,221          6,739,803          2,222,558          549,973             35,273               6,861                 170                    -                     5                         -                          -                          


$75,000 under $100,000.................................. 6,653,302           31,444               82,435               123,614             184,404             205,300             346,463             1,700,573          2,591,549          1,311,996          68,024               5,471                 2,030                 -                     -                     -                          -                          


$100,000 under $200,000................................ 6,271,958           38,883               66,738               76,925               109,986             132,428             182,893             692,323             1,146,460          3,354,523          438,767             23,075               6,785                 2,173                 -                     -                          -                          


$200,000 under $500,000................................ 1,640,006           31,180               12,752               20,562               25,463               20,003               20,508               91,604               104,496             501,362             678,530             109,881             11,920               5,039                 6,644                 49                            12                            


$500,000 under $1,000,000............................. 309,944              8,161                 2,629                 3,949                 1,908                 2,698                 3,565                 12,991               9,220                 43,631               97,450               89,525               19,717               6,552                 5,668                 1,247                      1,031                      


$1,000,000 under $1,500,000.......................... 76,779                2,259                 750                    733                    450                    1,412                 959                    2,428                 1,855                 8,873                 17,849               19,466               9,878                 4,195                 5,007                 588                         78                            


$1,500,000 under $2,000,000.......................... 33,102                1,405                 225                    676                    468                    450                    225                    1,195                 953                    4,008                 5,833                 4,990                 4,937                 3,084                 3,532                 748                         372                         


$2,000,000 under $5,000,000.......................... 49,710                2,340                 468                    540                    631                    475                    833                    1,256                 1,465                 4,605                 7,173                 7,306                 4,783                 4,720                 10,053               2,175                      887                         


$5,000,000 under $10,000,000........................ 12,123                872                    70                      143                    127                    207                    84                      375                    312                    904                    1,691                 1,081                 850                    638                    2,280                 1,802                      686                         


$10,000,000 or more........................................ 7,289                  635                    17                      53                      37                      47                      54                      127                    131                    436                    849                    622                    380                    299                    988                    960                         1,653                      


Total................................................................. 87,615,738         1,060,748          10,952,219        15,904,426        13,584,747        10,331,771        7,873,045          13,381,971        6,676,572          6,032,817          1,404,338          274,631             63,886               27,575               34,525               7,721                      4,746                      


2003 AGI Class 


Number of Returns


 
 
Table 3 -- Nondependent Tax Year 1999 filers present in 2000, 2001, 2002, and 2003 with no change in marital status by 1999 AGI class and 2003 AGI class in 1999 dollars


$1 $10,000 $20,000 $30,000 $40,000 $50,000 $75,000 $100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000


No under under under under under under under under under under under under under


1999 AGI Class Total AGI $10,000 $20,000 $30,000 $40,000 $50,000 $75,000 $100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000


No adjusted gross income................................ 496,602              195,761             87,897               57,329               36,345               34,034               18,587               28,153               10,536               15,653               7,274                 3,382                 253                    875                    342                    


$1 under $10,000............................................. 7,291,321           151,389             3,227,229          2,438,563          932,795             264,682             114,827             122,804             22,649               10,325               6,002                 56                      -                     -                     -                     


$10,000 under $20,000.................................... 14,138,652         144,810             2,564,971          6,730,330          3,128,836          937,373             345,113             214,340             39,967               29,184               2,996                 728                    -                     -                     5                         


$20,000 under $30,000.................................... 12,401,452         82,708               937,417             2,544,513          4,829,287          2,606,777          761,172             485,712             95,232               43,795               14,661               172                    5                         -                     -                     


$30,000 under $40,000.................................... 9,658,255           47,747               408,131             959,854             1,925,940          3,208,625          1,843,690          1,041,619          150,678             63,304               8,651                 17                      -                     . -                     


$40,000 under $50,000.................................... 7,572,662           41,454               220,012             455,078             703,708             1,416,150          2,226,113          2,160,083          262,504             76,229               9,153                 -                     2,177                 -                     -                     


$50,000 under $75,000.................................... 13,866,782         50,781               220,367             444,776             676,097             1,067,007          1,861,221          6,733,728          2,220,524          549,973             35,273               6,861                 170                    -                     5                         


$75,000 under $100,000.................................. 6,647,392           29,474               82,435               123,614             182,434             203,330             346,463             1,700,573          2,591,549          1,311,996          68,024               5,471                 2,030                 -                     -                     


$100,000 under $200,000................................ 6,263,968           36,913               66,738               74,955               109,986             132,428             182,893             690,242             1,146,460          3,352,553          438,767             23,075               6,785                 2,173                 -                     


$200,000 under $500,000................................ 1,638,337           31,180               12,752               20,562               24,907               20,003               20,508               91,048               104,496             501,362             677,973             109,881             11,920               5,039                 6,644                 


$500,000 under $1,000,000............................. 308,924              8,161                 2,459                 3,779                 1,908                 2,698                 3,565                 12,652               9,051                 43,461               97,450               89,525               19,717               6,552                 5,668                 


$1,000,000 under $1,500,000.......................... 76,553                2,259                 750                    733                    450                    1,412                 959                    2,371                 1,855                 8,873                 17,849               19,466               9,878                 4,195                 4,837                 


$1,500,000 under $2,000,000.......................... 32,989                1,405                 225                    676                    468                    450                    225                    1,139                 953                    4,008                 5,777                 4,990                 4,937                 3,084                 3,532                 


$2,000,000 under $5,000,000.......................... 49,572                2,340                 468                    540                    614                    475                    833                    1,256                 1,465                 4,587                 7,173                 7,306                 4,783                 4,720                 9,984                 


$5,000,000 under $10,000,000........................ 12,113                872                    70                      143                    127                    207                    84                      375                    312                    899                    1,691                 1,081                 850                    638                    2,280                 


$10,000,000 or more........................................ 7,286                  635                    17                      53                      37                      47                      54                      127                    131                    436                    849                    622                    380                    299                    986                    


Total................................................................. 80,462,859         827,890             7,831,937          13,855,497        12,553,939        9,895,700          7,726,307          13,286,222        6,658,361          6,016,638          1,399,564          272,633             63,886               27,575               34,284               


2003 AGI Class 


Number of Returns


 
 







Table 4 - Non-dependent Tax Year 1999 filers present in 2000, 2001, 2002, and 2003 with no change in marital status by 1999 AGI class and average 1999-2003 AGI class in 1999 dollars


$1 $10,000 $20,000 $30,000 $40,000 $50,000 $7,500 $100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000


No under under under under under under under under under under under under under under or


1999 AGI Class Total AGI $10,000 $20,000 $30,000 $40,000 $50,000 $75,000 $100,000 $200,000 $500,000 $1,000,000 $1,500,000 $2,000,000 $5,000,000 $10,000,000 more


No adjusted gross income................................ 496,602              244,713             103,300             53,236               38,361               16,612               14,740               11,493               3,829                 4,628                 4,894                 260                    262                    39                      107                    116                         12                            


$1 under $10,000............................................. 7,291,321           77,293               3,733,190          2,783,108          502,121             122,257             40,331               22,531               4,288                 6,200                 -                     -                     -                     -                     -                     -                          -                          


$10,000 under $20,000.................................... 14,138,652         32,600               1,103,155          9,341,917          2,968,718          472,937             125,178             65,591               18,796               7,486                 2,098                 170                    -                     -                     5                         -                          -                          


$20,000 under $30,000.................................... 12,401,452         6,453                 92,175               2,054,290          7,156,297          2,465,181          425,060             158,102             26,034               17,683               170                    5                         -                     -                     -                     -                          -                          


$30,000 under $40,000.................................... 9,658,256           6,394                 16,461               318,777             1,905,998          4,903,657          1,930,748          516,779             46,365               12,503               556                    17                      -                     -                     -                     -                          -                          


$40,000 under $50,000.................................... 7,572,662           4,796                 6,173                 77,148               448,226             1,434,585          3,551,698          1,926,940          98,253               20,056               4,062                 -                     556                    170                    -                     -                          -                          


$50,000 under $75,000.................................... 13,866,782         11,631               2,140                 37,306               219,033             597,781             1,822,815          9,240,646          1,716,485          201,309             17,629               -                     -                     5                         -                     -                          -                          


$75,000 under $100,000.................................. 6,647,392           177                    556                    8,136                 25,391               96,145               147,910             1,577,060          3,755,049          1,013,742          21,156               2,072                 -                     -                     -                     -                          -                          


$100,000 under $200,000................................ 6,263,968           2,802                 2,081                 556                    2,140                 31,397               48,824               342,598             1,077,802          4,405,489          336,803             11,365               81                      2,030                 -                     -                          -                          


$200,000 under $500,000................................ 1,638,337           4,541                 766                    619                    1,113                 2,098                 3,194                 15,341               35,019               455,894             1,030,824          77,690               6,204                 1,533                 3,476                 24                            -                          


$500,000 under $1,000,000............................. 308,924              821                    -                     -                     56                      170                    -                     783                    56                      11,977               123,159             139,607             22,584               4,134                 4,335                 1,216                      25                            


$1,000,000 under $1,500,000.......................... 76,553                12                      56                      -                     -                     -                     -                     -                     -                     356                    14,340               30,609               20,003               6,481                 4,389                 308                         .


$1,500,000 under $2,000,000.......................... 32,989                100                    -                     5                         -                     -                     -                     -                     -                     79                      4,174                 9,257                 8,023                 5,487                 5,117                 505                         242                         


$2,000,000 under $5,000,000.......................... 49,572                215                    56                      5                         -                     -                     -                     17                      -                     17                      537                    10,437               9,177                 7,508                 18,720               2,337                      544                         


$5,000,000 under $10,000,000........................ 12,113                61                      -                     -                     -                     -                     -                     -                     10                      -                     31                      46                      1,109                 1,835                 4,949                 3,306                      765                         


$10,000,000 or more........................................ 7,286                  12                      -                     -                     -                     -                     -                     -                     -                     -                     5                         -                     11                      15                      2,116                 2,054                      3,069                      


Total................................................................. 80,462,860         392,619             5,060,111          14,675,103        13,267,454        10,142,820        8,110,499          13,877,882        6,781,986          6,157,419          1,560,438          281,535             68,010               29,238               43,214               9,867                      4,658                      


1999-2003 Average AGI Class 


Number of Returns


 
 
Table 5 --Tax Year 1999 nondependent filers present in 2000, 2001, 2002, and 2003 with no change in marital status by 1999 AGI class and average 1999-2003 AGI class in 1999 dollars


1999 AGI Class -100% 75% - 100% 50% - 75% 25% - 50% 0 .1 - 25 % Total 0 .1 - 25 % 25% - 50% 50% - 75% 75% - 100% 100%


$1 under $10,000...........................................                       77,293                       14,570                     88,039                   318,916                 1,034,061                    7,291,321                    1,178,392                    952,202                      637,414                       542,640                2,447,793 


$10,000 under $20,000..................................                       32,600                       12,008                   171,947                1,116,009                 4,184,732                  14,138,652                    4,650,586                 1,884,650                      929,415                       486,283                   670,422 


$20,000 under $30,000..................................                         6,453                       13,994                   172,635                1,051,765                 3,960,772                  12,401,452                    4,973,418                 1,385,268                      438,329                       175,801                   223,016 


$30,000 under $40,000..................................                         6,394                         8,433                   163,984                   827,310                 3,446,821                    9,658,256                    3,894,720                    880,707                      255,018                         81,405                     93,464 


$40,000 under $50,000..................................                         4,796                       10,187                   117,338                   659,362                 2,753,416                    7,572,662                    3,289,105                    523,171                      116,643                         57,437                     41,206 


$50,000 under $75,000..................................                       11,631                         6,914                   263,230                1,052,621                 5,507,597                  13,866,782                    5,958,052                    781,723                      152,324                         62,679                     70,011 


$75,000 under $100,000................................                            177                         8,692                   152,127                   571,149                 2,782,426                    6,647,392                    2,684,583                    303,025                        74,243                         24,924                     46,047 


$100,000 under $200,000..............................                         2,802                       10,159                   231,935                   822,798                 2,457,690                    6,263,969                    2,169,316                    343,000                        88,947                         50,879                     86,443 


$200,000 under $500,000..............................                         4,541                       13,940                   125,620                   363,488                    554,625                    1,638,337                       361,686                    110,951                        52,451                         18,622                     32,412 


$500,000 under $1,000,000...........................                            821                         5,717                     47,946                     72,676                      87,984                       308,924                         49,727                      17,816                          7,575                           6,455                     12,208 


$1,000,000 under $1,500,000.......................                              12                         2,841                     18,023                     18,383                      16,747                         76,553                           9,823                        3,943                          2,999                           1,008                       2,775 


$1,500,000 under $2,000,000.......................                            100                         2,312                       8,540                       7,411                        6,094                         32,989                           3,828                        1,848                             829                              509                       1,519 


$2,000,000 under $5,000,000.......................                            215                         4,484                     14,488                     10,533                        9,042                         49,572                           4,661                        2,541                          1,235                              615                       1,758 


$5,000,000 under $10,000,000.....................                              61                         2,058                       3,835                       2,263                        1,572                         12,113                           1,150                           558                             199                              116                          300 


$10,000,000 or more.....................................                              12                         1,832                       2,199                       1,234                           853                           7,286                              564                           256                             113                                57                          166 


Total 147,906                   118,139                   1,581,886              6,895,918              26,804,431             79,966,259                29,229,611                7,191,660               2,757,735                  1,509,432                  3,729,540               


1999-2003 Average Indexed AGI Percentage Change from 1999 AGI 1999-2003 Average Indexed AGI Percentage Change from 1999 AGI


Negative Positive
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IRS’s Statistics of Income (SOI) Division 
conducts statistical studies on the operations of 
the tax laws and publishes annual reports on 
corporations and individuals, the quarterly SOI 
Bulletin, an annual research report, special 
periodic reports and compendiums, and the 
annual IRS Data Book .  The IRS World Wide 
Web site provides users an easy option for 
accessing these reports and other SOI data and 
also serves as a conduit for releasing other IRS 
information.  Periodic news releases to the 
mainstream media announcing key products raise 
awareness of the data SOI makes available to the 
public.   SOI’s Statistical Information Services 
(SIS) office, comprised of statisticians and 
economists, has emphasized top-quality, 
customer-focused service throughout its 14-year 
history and strives to provide timely, accurate, 
and well-documented guidance on the 
availability of SOI data and other statistical 
services. 


This paper will provide an overview of SOI 
efforts to improve and expand data 
dissemination.  In the first section of the paper, 
some background information about the SOI 
Division and its Statistical Information Services 
office is highlighted and outlined.  The second 
section discusses recent improvements to SOI’s 
web site.  The third section looks at innovations 
in data dissemination through the web site, the 
SIS office, and news releases.  In the last section, 
some results from a recent survey of SIS 
customers are presented, along with how SOI is 
using these results to identify problem areas and 
improve customer service.  
 
Background Information 
Congress created the Statistics of Income 
Division nearly 90 years ago in the Revenue Act 
of 1916, some 3 years after the enactment of the 
modern income tax in 1913.  Since that time, the 
Internal Revenue Code has included virtually the 
same language mandating the preparation of 


statistics.  Section 6108 of the Code currently 
states that “…the Secretary (of the Treasury) 
shall prepare and publish not less than annually 
statistics reasonably available with respect to the 
operations of the internal revenue laws, including 
classifications of taxpayers and of income, the 
amounts claimed or allowed as deductions, 
exemptions, and credits.”  


SOI’s mission is to collect, analyze, and 
disseminate information on Federal taxation for 
the Office of Tax Analysis, Congressional 
Committees, the Internal Revenue Service in its 
administration of the tax laws, other organiza-
tions engaged in economic and financial 
analysis, and the general public.  Its mission is 
similar to that of other Federal statistical 
agencies--that is, to collect and process data so 
that they become useful and meaningful 
information.    However, SOI collects data from 
tax returns rather than through surveys, as do 
most other statistical agencies.  These data are 
processed and provided to customers, in the form 
of tabulations or microdata files.  Although the 
IRS uses SOI data, the primary uses for SOI data 
are outside of IRS, in policy analyses designed to 
study the effects of new or proposed tax laws and 
in evaluating the functioning of the U.S. 
economy. 


Throughout its long history, SOI’s main 
emphasis has been individual and corporation 
income tax information.  However, growth has 
occurred over the years in the nature and number 
of studies undertaken.  In addition to individuals 
and corporations, SOI Division also conducts 
statistical studies on partnerships, sole 
proprietorships, estates, nonprofit organizations, 
and trusts, as well as special projects or studies 
of international activities.  In 1980, the SOI 
program consisted of 26 projects; now, in 2003, 
the SOI program consists of over 60 projects.  
While the number of projects has more than 
doubled over the past 20 years, this growth has 
been accompanied by even larger increases in the 
amount of data extracted from the various tax 
and information returns during that same 
timeframe. 







SOI Products and Services.--Statistics of 
Income information reaches thousands of outside 
tax practitioners and researchers, State and local 
governments, the media, the public at large, and 
staff within the IRS itself through SOI’s 
published products and electronic media.  SOI 
user inquiries come from a wide array of 
interests.  The detailed income and expenditure 
data provided on tax and information returns are 
highly regarded and more reliable than similar 
survey data because there are penalties for 
misreporting.  SOI information is published in 
the quarterly Statistics of Income Bulletin, which 
contains four to eight articles and data releases of 
recently completed studies, as well as historical 
tables covering a variety of subject matter; 
separate annual “complete reports” on individual 
and corporation income tax returns, which 
contain more comprehensive data than those 
published in the Bulletin; and the annual 
Corporation Source Book, which presents 
detailed income statement, balance sheet, and tax 
data by industry and asset size.  


Other SOI publications include special 
compendiums of research, which are published 
periodically on such topics as nonprofit 
organizations and estate taxation and personal 
wealth, and research articles, published in a 
series of reports, usually annually, which 
document technological and methodological 
changes in SOI programs and other related 
statistical uses of administrative records.  More 
recently, SOI Division has become the publisher 
of the Internal Revenue Service Data Book  and 
the IRS Office of Research’s annual research 
conference proceedings. 


The IRS World Wide Web site offers easy 
access to these products and other services free 
of charge at www.irs.gov/taxstats.  More 
specifically, at this site, users will find a 
combination of files presenting tax-related data 
on individuals, corporations, and other entities; 
articles about SOI data; information about SOI 
products and services; and non-SOI products, 
including the Data Book, Compliance Research 
projections, and nonprofit Master File microdata 
records.  At present, over 1,734 files reside there. 


Statistical Information Services Office.-- 
Over 14 years ago, SOI created its Statistical 
Information Services (SIS) Office to facilitate 
the dissemination of SOI data and reports and 
respond to all data and information requests.  
This office was established as a direct result of 
the management study mandated by the Office of 
Management and Budget Circular A-76 process 
in the late 1980’s, which required SOI Division 


to determine its “most efficient organization.”  
The establishment of the SIS office was one of a 
number of recommendations coming out of the 
A-76 process.  Within 2 years of the decision to 
centralize responses to all data and information 
requests received in SOI, the SIS office opened 
for business in early 1989. 


During the first 5 years, there was a steady 
increase each year in the number of telephone 
and written requests for SOI data and 
publications.  Little by little, the SIS office began 
to establish a reputation for always providing an 
answer or at least a referral to someone who 
could provide an answer.  In the midst of 
building up reference materials, setting up a 
library, and training new staff to help handle the 
growing workload, the technologies available 
were also changing.  Word processors, 
typewriters, photocopy machines, and telephone 
were the main tools used to support this work at 
the beginning.  Fortunately, within a few years, a 
computerized system for tracking and recording 
all customer requests was designed and 
implemented.   The system is periodically 
updated and refined to keep pace with the 
changing functionalities of the SIS office, and it 
is used to permanently record all requests 
received, invoice customers for reimbursable 
products, and generate various reports about 
customers and their requests. 


In more recent years, SOI has expanded the 
SIS function to better serve the public, first, by 
means of an electronic bulletin board (in 1992), 
and, more recently, by participating with the rest 
of IRS on the World Wide Web (in 1996).  As 
electronic dissemination has grown dramatically, 
the number of written and telephone requests has 
declined, but questions that do not lend 
themselves to answers over the Internet have 
grown more complicated.   


The current SIS staff handled nearly 2,800 
information requests in Calendar Year 2002, and 
an equal number in Fiscal Year 2003.  During 
FY 2003, about half of the requests were 
received from e-mails and faxes, while about 47 
percent were over the telephone.  The remaining 
requests were from letters or face-to-face 
meetings with “walk-in” visitors.  The top three 
groups of requesters responded to directly were: 
consultants (22.5 percent), private citizens (17.2 
percent), and other IRS offices (9.3 percent).  
After these categories, the next most frequent 
requesters were: universities, corporations, State 
and local governments, Federal agencies, and the 
media, accounting for about 31.0 percent of all 
inquiries.  The remaining requests (about 20 







percent) came from students, nonprofit 
organizations, associations, law firms, 
accounting firms, Congress, banks, foreigners, 
and public libraries.  While in recent years the 
overall level of direct requests has stayed fairly 
constant, Internet downloads continue to rise, 
which has enabled SIS staff to focus on more 
detailed research for customers seeking material 
not available from the website.  Many requests 
involve duplication of perhaps 25 or more years 
of historical material that is either not available 
all in one place elsewhere, or only available in 
hard copy.  As always, any data provided, 
whether published or unpublished, are 
distributed free of charge, except for certain 
reimbursable products, which are sold to recoup 
dissemination costs.  
 
Improvements to SOI’s Website 
Not so long ago, delivering customer products 
and disseminating SOI data electronically meant 
providing data files on several magnetic tape 
reels or on diskettes to customers for use on their 
personal computers.  In June 1992, the Division 
took a major step toward disseminating its data 
electronically when the SOI Electronic Bulletin 
Board was established.  By dialing up the EBB, 
users had access to SOI files (primarily 
tabulations from SOI Bulletin articles, data 
releases, and the historical data section), files 
from IRS Data Book  tabulations, IRS Master 
File microdata records of exempt organizations, 
and documents containing projection data 
produced by IRS’s Office of Research. 


Four years later, in the fall of 1996, a select 
group of SOI and other IRS products became 
available to the public in the “Tax Stats” area of 
the IRS home page.  Initially, the site included 
over 700 files, which have more than doubled to 
1,734 files currently.  This year alone, 259 new 
files were added, including new unpublished 
files.  SOI’s Internet site offers a combination of 
files presenting SOI tables, articles about SOI 
data, and information about SOI products and 
services, as well as non-SOI products, including 
annual IRS Data Book  tables, Compliance 
Research projections, and nonprofit Master File 
microdata records.  Improvements to the website 
have been slow in coming over the past 7 years, 
in large part due to the fact that SOI Division 
does not have direct control over the site, 
although recently this has begun to change.  One 
major improvement is that SOI is able to upload 
files and make changes to the site within 30 
minutes, whereas previously, the Division was 


forced to go through several channels to update 
pages, which could take 1 or more weeks. 


More dramatic changes are on the horizon, 
although the extent of those changes to Tax Stats 
remains to be seen.  However, the future looks 
promising because the SOI Director com-
missioned a Tax Stats Web Advisory Group--an 
inhouse team of Internet-savvy staff members 
working with several members of SOI’s 
Consultants’ Panel--to investigate various 
options for improving the site design [1].  The 
group is evaluating the current Tax Stats website 
and recommending changes to improve 
accessibility, visibility, other important aspects 
of web design that enhance the site’s capabilities, 
and overall effectiveness as a medium of data 
dissemination. 


During FY 2003, the group evaluated the 
effectiveness of other U.S. Government statis -
tical websites and dozens of corporate and 
organizational sites and gathered the first ever 
data on customer satisfaction as part of the 
survey conducted by SOI’s Statistical 
Information Services office, which is discussed 
later in this paper.  In the near future, the group 
has plans to survey two specific user groups--the 
National Tax Association members and the 
Federation of Tax Administrators [2].  The Web 
Advisory group also helped develop prototype 
pages to experiment with content organization 
and layout, presented examples of prototype 
pages to the Consultants’ Panel members of the 
group for their feedback, and began to work with 
the outside contractor who manages the website 
to develop the taxonomy for organizing all 
irs.gov web content. 


The following is a list of some of the 
specific enhancements that the advisory group is 
proposing: 


 
o Develop a Tax Stats-specific search 


engine. 
o Add database and query capabilities so 


customers can create their own tables. 
o Add scripting capabilities to support 


dropdown boxes, online surveys, and 
other functionality.  


o Identify the Tax Stats portion of irs.gov 
as SOI Tax Stats. 


o Allow SOI to use a greater variety of 
formats, font sizes, colors, typefaces, 
and graphics on all pages. 


o Allow the addition of a shopping cart so 
customers can select a number of 
different files before downloading.  







  Looking ahead, the goals and objectives of 
the group are to: 


o Continue development of  prototype pa-  
ges and eventually solicit feedback from 
other external users regarding effect-
tiveness.  


o Continue evaluating whether capabili-
ties within the current irs.gov environ-
ment are sufficient to satisfy distinct 
customers’ needs.  


o Schedule writing classes to train SOI 
staff to “write to the Web.” 


o Explore alternatives that would give 
SOI Division more control of site 
management. 


The Advisory Group has an ambitious 
agenda, but progress is being made.  This group 
is moving ahead with plans to conduct usability 
testing on proposed changes next March, which 
will allow them to develop guidelines for 
creating improved web pages by June, and begin 
programming new pages by next summer. 
 
Innovations in Data Dissemination 
Data dissemination is an important part of SOI 
Division’s mission.  Webster’s Dictionary 
defines disseminate as “to scatter widely” or “to 
spread out,” which SOI has been able to do more 
successfully in recent years because of new 
technologies.  Improved technologies have also 
allowed SOI to increase the amount of data 
produced over the years, as well as the speed 
with which they are produced, but these 
increases have also served to increase the 
expectations of users.  Several innovations have 
been implemented in the past few years, and 
some quite recently to improve dissemination of 
SOI data.  This section looks at innovations in 
data dissemination through the website, news 
releases to the media, and the Statistical 
Information Services office.   


• IRS World Wide Web.--If all 
proposed improvements discussed 
above and others yet to be decided are 
implemented, the Tax Stats portion of 
the IRS World Wide Web site, 
www.irs.gov, will greatly improve 
SOI’s ability to disseminate data online.  
Recently, intermediate steps have been 
taken to enhance data dissemination.  
For example, SOI’s Webmasters used a 
different format to post SOI Bulletin 
material on Tax Stats.  Instead of 
executable files, for each article or data 
release, there is now a PDF file for the 
entire article (including tables), plus 


separate links for each of the Excel 
tables.   


In addition, SOI’s Webmasters 
have changed pages on Tax Stats that 
relate to the SOI Bulletin.  They have 
added links and a separate page for the 
historical tables/appendix of the 
Bulletin, changed the "landing" page for 
the Bulletin, and added new pages for 
each issue of the Bulletin.   These small 
steps will go along way toward 
improving data dissemination--the 
historical data are now easier to find, 
and the table files on Tax Stats are 
much more user-friendly.  


Perhaps one of the more notable 
improvements during FY 2003 has been 
SOI’s ability to make its published 
products available sooner because of a 
new printing contract.  SOI staff now 
deal directly with their contract printer 
as opposed to many layers of other IRS 
and Government Printing Office staff.  
Furthermore, turnaround time on 
printing has improved to 2 weeks or less 
compared to 1month or more.  Hand in 
hand with this improvement is the more 
timely placement of SOI Bulletin 
articles and data releases on the Web 
because of improvements in, and more 
control over, placing files on the Web 
as noted earlier in this paper.  


Another fairly recent improvement 
to the Website is the addition of the Tax 
Stats Dispatch mailing list to which 
users can subscribe to receive 
announcements about new products and 
services, which currently has around 
3,000 subscribers. 


•       News Releases and Other Marketing-
-SOI Division has an abundance of tax-
related data and information available 
for use by the general public.  It is a 
unique data source that is well-known 
in the tax community and in the Federal 
statistical data arena, but is not 
commonly familiar to the public as, say, 
Census data are.   In addition to 
increased awareness of SOI data, which 
has resulted from their availability via 
the Internet, the SOI Division is taking 
further steps to promote the use of its 
data through other means.   Within the 
past year, SOI staff began working with 
the IRS Media Relations office to 
improve news releases to the main-







stream media, when a publication is 
about to be released to the public.  
News releases are now being written to 
focus on one or two things that are of 
interest in a particular publication.  
They are shorter and to the point and 
designed to attract the attention of a 
wider range of journalists.   In partic-
ular, SOI is trying to get the attention of 
more than just the Wall Street Journal 
and The New York Times, i.e., the 
Associated Press, Bloomberg, Dow 
Jones, Reuters , and USA Today, for 
example.  SOI has also taken steps to 
expand news releases to cover other 
publications, products, and services 
beyond just the quarterly Statistics of 
Income Bulletin, which, for the most 
part, has been the only publication 
announced to the media.  SOI Division 
staff are also asking in current and 
future publications for a specific 
citation when SOI data are identified 
with the hopes that repeated “branding” 
of our products and services will raise 
users’ awareness and improve SOI’s 
visibility as a producer of financial 
statistics from various tax and 
information returns.  IRS Internal Com-
munication Division is also helping SOI 
to expand the visibility of SOI data 
within the IRS itself by using multiple 
communications tools to make Service-
wide IRS employees aware of SOI and 
what it has to offer.   


 
•   Statistical Information Services 


office.--The SIS staff is constantly 
working toward improving its ability to 
dis seminate SOI products and services 
more quickly to more customers.  The 
Web improvements already discussed  
have reduced the number of routine 
calls received by SIS staff, enabling 
them to improve response times and 
followups on more complex calls, 
which require research.  SIS staff 
members can provide more data 
electronically on diskette or CD-ROM 
because of improved equipment to 
produce them.  In addition, better 
mechanisms are now in place for 
responding to e-mails received via the 
Tax Stats Website, which are forwarded 
to the SIS office, where SIS staff are 
able to respond more quickly. However, 


to ensure a better understanding of what 
SOI’s customers need and want, and to 
enable those responding to customer 
inquiries to continually improve service 
to the customer, SIS staff conducted 
their first customer satisfaction survey 
in 2003. 


 
Statistical Information Services Customer 
Satisfaction Survey 
SOI Division has employed a variety of methods 
over the years to elicit customer feedback and 
expectations and to share that information with 
SOI staff so that they can improve service to the 
customer on many levels.  One method to receive 
customer feedback about publications was 
through a user survey, which was included in 
certain publications.  Another way to deal with 
concerns and expectations of the professional 
user community at large has been through the 
SOI Consultants’ Panel (which SOI Director 
Tom Petska discussed in another paper in this 
session)--one of several forums that SOI uses to 
make long-term improvements in availability 
and accessibility of SOI information [1].  


Other customer feedback has been received 
through formal meetings with users, a notable 
example being the Public-Use File Users’ Group 
(also mentioned in the Petska-Kilss paper) and 
the Statistical Information Services (SIS) office 
through informal conversations with users.   
More recently, however, customer satisfaction 
has become a major part of the Internal Revenue 
Service Mission Statement: 


 
“Provide America’s taxpayers top-qual-
ity service by helping them understand 
and meet their tax responsibilities and 
by applying the tax law with integrity 
and fairness to all.” 
 


To help achieve that mission and assess how it is 
perceived by those it serves, SOI Director Tom 
Petska has given his full support to the use of 
customer satisfaction surveys to evaluate SOI 
effectiveness as a data provider to its customers, 
including the Office of Tax Analysis and the 
Joint Committee on Taxation, which were first 
surveyed in 2000, and then the Bureau of 
Economic Analysis, which was first surveyed in 
early 2002.  In late 2002, Tom requested that 
SOI further expand its survey efforts to include 
those SOI customers served by the Statistical 
Information Services (SIS) office.  Thus was 
born the SIS Customer Satis faction Survey, 
which was completed in late August 2003.   







This survey, developed  last  fall  by   two of  
SOI’s mathematical statisticians, Kevin Cecco 
and Diane Dixon, in close consultation with the 
authors of this paper, was approved by the Office 
of Management and Budget (OMB) in December 
2002.  A month later, SIS staff began 
implementing the survey, which they planned to 
give to a total of approximately 400, or 1 in 4, 
customers.  These customers were being 
randomly sampled from among the daily roster 
of calls and e-mails, including requests from 
consultants, corporations, the media, academia, 
State and local governments, and other Federal 
agencies.    


The survey period was originally set for Janu-
ary through July 2003.  However, with six 
people sampling customers, there were 
difficulties keeping track of a sample rate of 1 in 
4. Therefore, in order to increase the total 
number of customers sampled, SIS staff decided 
to extend the survey by 1 month.   


Throughout SIS’s 14-year history, staff has 
emphasized top-quality, customer-focused 
service and striven to provide timely, accurate, 
and well-documented multimedia products.   
They now hope to use the survey results to 
identify problems as well as successes and 
incorporate those results into plans for improving 
customer service.   In particular, SIS staff hopes 
to evaluate its effectiveness as a data provider.  
The survey questions (17 of them) dealt with 
communication, characteristics of staff, opinions 
of products, and overall satisfaction, as well as 
timeliness, completeness of information 
provided, and usefulness of the Website.  
Surveys were either faxed or e-mailed to 
sampled customers, and results were expected to 
help SIS:   


 
•  Determine if SOI products/data satisfied 


customer needs. 
•  Determine if SOI products/data were 


received timely. 
•  Determine if SOI’s Website is user-


friendly and what would make it more 
so. 


•  Determine the type of media customers 
prefer for receiving SOI data. 


•  Determine the type of new products 
customers would be interested in 
receiving. 


 
Results from the Statistical Information 
Services Office Survey.--The following is a 
summary of results from the survey: 
 


• Total Surveys Distributed………….288  
• Surveys Completed…..……………142 
• Survey Response Rate…………….49%  
• Respondents Who Were First- 


Time Customers………..…………45% 
 
Additional Results from the SIS Survey.--
Much has been learned from the  survey.  SOI 
mathematical statistician Diane Dixon analyzed 
the results extensively and met with the SIS staff 
to help interpret them.  The question on overall 
satisfaction, for example, showed that customers 
are generally satisfied. About 87 percent rate 
their overall satisfaction as “very high” or 
“high,” while only 3 respondents, or 2.3 percent, 
rated their overall satisfaction as “low” or “very 
low.”  It also appears that 35 percent of 
respondents learned about the SIS office from 
the Tax Stats website and that 45 percent of 
respondents were first-time users of SOI’s 
Statistical Information Services office.  Of those 
surveyed, the largest customer groups were 
Federal, State, and local government employees, 
consultants, and other researchers.  Other more 
open-ended questions showed that customers 
want to receive notices of data releases, and an 
overwhelming percentage want to have access to 
downloadable files on the Website.   


There is more to learn from these results, and 
over the next few months, SIS staff will carefully 
sift through them to plan improvements to 
customer service.  Planning is also under way for 
another customer satisfaction survey in 2004. It 
is expected that the survey will continue on a 
regular basis because of SOI’s strong 
commitment to its customers.   
 
Summary and Conclusions  
IRS’s SOI Division is a world-class statistical 
organization with an abundance of tax-related 
data, which are available to the general public.  
Although these data are being disseminated 
widely, there is much more that can be done to 
broaden the distribution of available information.  
SOI is continuing its efforts to improve customer 
service, increasing its efforts to raise awareness 
about SOI data, working harder to make its data 
more accessible to users, and expanding efforts 
to disseminate its products and services more 
widely than ever before.  This paper has been an 
overview of recent developments  and provides a 
brief glimpse of activities to expand the customer 
base.  It is hoped that by making this 
presentation at a professional conference such as  
this, SOI  will be   introducing   even   more ana- 







lysts and researchers to the rich body of statistics 
so readily available from the Internal Revenue 
Service, and, with a bit of luck, it may even get 
suggestions for further improvements to give 
those products and services the audience they 
deserve. 
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BACKGROUND AND PURPOSE


THE RESTRUCTURING AND REFORM ACT OF 


1998 (RRA 1998) stated that the Internal 
Revenue Service (IRS) should set goals 


to have at least 80 percent of all federal tax and 
information returns fi led electronically by 2007. 
There are many benefi ts of electronically fi ling tax 
returns; tax law compliance is improved, the IRS 
reduces operating costs by reducing the need for 
human inputs to transcribe data, and transcription 
errors are eliminated.


The electronic fi le (e-fi le) program began in 
1986. During the 2006 fi ling season, an estimated 
total of 83.1 million tax returns were fi led electroni-
cally (IRS, 2006a), including individual income, 
corporate, partnership, excise, and exempt orga-
nization tax returns. About 73 million individual 
income tax returns were e-fi led during the 2006 
fi ling season.


While many factors affect the growth of the 
e-fi le program, this paper focuses on the Free File 
Program, which provides taxpayers with access to 
free on-line tax preparation and e-fi ling services. 
Although data on the Free File Program is limited, 
this paper will present a demographic overview of 
Free Filers. In addition, an overview and analysis 
of the Program will be provided.


OVERVIEW AND HISTORY OF FREE FILE PROGRAM


The Free File Program was developed in 
response to President Bush’s E-Government initia-
tive and the Offi ce of Management and Budget’s 
EZ Tax Filing Initiative, with the assumption that 
providing free e-fi ling services to the majority of 
taxpayers would help meet the 80 percent e-fi le 
target established by RRA 1998. Although some 
private sector fi rms offered free e-fi le services to 
limited groups of taxpayers in the past, the Free 
File Program marked an innovative approach by 
making free services consistently available to the 
majority of taxpayers on a multiyear basis. 


AN ANALYSIS OF THE FREE FILE PROGRAM*


Michelle S. Chu and Melissa M. Kovalick, Internal Revenue Service


*Disclaimer: The views expressed in this paper represent the 
opinions and conclusions of the authors. They do not represent the 
opinions of the Internal Revenue Service.


One question that arose during the development 
of the Free File Program was why the federal 
government would partner with private industry 
instead of creating its own software for free-fi le 
purposes. When the Department of the Treasury 
announced new efforts to expand the e-fi le program 
in January 2002, Secretary Paul O’Neill asked 
then-IRS Commissioner Charles Rossotti to partner 
with the private sector. O’Neill stated that it was 
not his intent “for the IRS to get into the software 
business, but rather to open a constructive dialogue 
with those who already have established expertise 
in this fi eld. In the end, this effort should come 
up with a better way to save time and money for 
both taxpayers and the government” (Offi ce of 
Public Affairs, 2002). Since software companies 
had already proven their knowledge in the area 
of electronic tax services, working with private 
industry has several advantages. It encourages 
competition, gives taxpayers more choices, and 
reduces costs to the American public.


BENEFITS AND OBJECTIVES OF THE FREE FILE 
PROGRAM


The Free File Program has four main objectives: 
to increase e-fi le penetration, provide more free 
on-line options to taxpayers, ease tax preparation 
and fi ling, and provide greater access to taxpayers. 
The e-fi le option offers the advantages of reduced 
burden on fi lers and quicker refunds, and the Free 
File Program exposes these benefi ts to taxpay-
ers who may have previously prepared and fi led 
paper returns. In addition, promoting the Free 
File Program on the IRS Web site might alleviate 
taxpayers’ concerns about the security of the e-fi le 
process. 


On October 30, 2002, the original Free On-line 
Electronic Tax Filing Agreement was signed by 
the IRS Commissioner and the Manager of the 
Free File Alliance, LLC. The Free File Alliance is 
a group of software companies who provide free 
commercial on-line tax preparation and e-fi ling 
services. The agreement had an initial term of three 
years, followed by automatic options to renew for 
successive 2-year periods. When this agreement 
expired, a revised agreement was signed which 
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extended the terms from October 30, 2005, through 
October 30, 2009. 


As of October 2006, analysis of the Free File 
Program is limited due to the availability of data. 
Although the program has been in existence for 
four years, in the initial years, data related to Free-
Filed returns were the property of members of the 
Free File Alliance, not the IRS. The IRS did not 
begin to identify Free-Filed returns until the 2006 
Filing Season (Tax Year 2005). Limited quantita-
tive data from prior years is available via survey 
results from studies conducted by contractors, and 
volumes of Free-Filers provided by the software 
companies. However, use of this data is restricted 
for proprietary reasons. Another constraint is that 
complete fi ling season results for 2006 were not 
available at the time this paper was written. The 
deadline for Form 4868 (Application for Automatic 
Extension of Time to File U.S. Individual Income 
Tax Return) to be fi led was October 16, 2006, and 
the data used in this analysis was current as of 
September 26, 2006.


THE FREE ON-LINE ELECTRONIC TAX FILING 
AGREEMENTS


The initial agreement between the IRS and 
the Alliance was executed on October 30, 2002. 
The arrangement covers a wide array of topics 
such as performance standards, scope of market-
ing efforts, terms of terminating the agreement, 
and the operation of the Alliance Web page. The 
contract specifi es that, in total, Alliance members 
must provide the free e-fi ling option to at least 60 
percent of all individual income taxpayers during 
the primary tax fi ling season (January through 
April). If the Alliance fails to reach the 60 percent 
coverage, the group must raise the coverage within 
a 6-month period. In addition, each individual 
Alliance member must provide this free service 
to cover at least 10 percent of the total individual 
income tax returns fi led. 


The agreement also addresses disclosure issues, 
privacy, and security provisions. In order to ensure 
satisfactory level of quality, the members were 
required to submit test returns for certifi cation 
prior to being identifi ed as a member of the Alli-
ance on the Web page. In addition, all members 
must have a security and privacy seal certifi cate 
from a third party. The certifi cation process was 
based on an assessment of the member system’s 


ability to protect taxpayer data and privacy con-
cerns.


The agreement also specifi es the guidelines for 
operating the Alliance Web page on the IRS site. 
The IRS will host and maintain the Web page but 
the Alliance will determine the fi nal content of the 
Web site. This includes determining the rank order 
placement of the links to individual offerings, pres-
ence of a link to the free services, and prohibition of 
advertisements on the Free File Web page. The IRS 
must be notifi ed if an offering will be unavailable 
for fi ve hours or more and IRS has the authority to 
delist a member if its service remains unavailable 
for more than 24 hours.


Marketing issues are explored in the agreement. 
Although the IRS will promote the availability of 
the free services, it will not specifi cally endorse 
products. The IRS and the Alliance will also 
explore ways to support fed/state fi ling of returns 
through the Free File Program. The option of IRS 
offering free e-fi ling services also remains open. 
If the IRS notifi es the Alliance of this decision to 
offer free e-fi ling services during the primary fi ling 
season, the Alliance may terminate the agreement 
effective April 16. 


After three successful filing seasons, the 
agreement between the IRS and the Alliance was 
extended for an additional period of four years 
(October 30, 2005 through 2009) with amendments 
stemming from lessons learned from the fi rst agree-
ment. The new agreement specifi ed an aggregate 
coverage of 70 percent of taxpayers. The volume 
of taxpayers eligible to use the free service would 
change each fi ling season. In the fi rst year of the 
new agreement, Filing Season 2006, 93 million 
taxpayers qualifi ed to use the service. The IRS 
will use the most current Adjusted Gross Income 
(AGI) number that equates to 70 percent of all 
individual income taxpayers. However, no single 
Alliance member can cover more than 50 percent 
of total taxpayers. Also new to the agreement was 
the introduction of Form 4868. 


A number of amendments to the program content 
were included in the new agreement. The fi rst topic 
addressed was Refund Anticipation Loans (RALs). 
Although less than 1 percent of the 2.8 million Free 
File users in Tax Year (TY) 2002 opted for RALs, 
this was one of the key issues addressed in the new 
agreement. Both parties agreed that RALs may be 
offered by the members under several guidelines. 
The offer of free on-line service cannot be condi-
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tional on the purchase of a RAL. The language must 
clearly indicate that a RAL is a short-term loan and 
must be repaid within a certain time, independent of 
the refund issued by IRS. All fees and interest rates 
associated with RALs must be disclosed. Finally, 
RALs cannot be promoted and some Alliance fi rms 
will not offer RAL products, thus ensuring that 
consumers have RAL-free options.


During the fi rst three years of the program, IRS 
relied on the Alliance members to provide the 
number of returns that were Free Filed through 
their respective offers. One of the amendments 
included an agreement that the Alliance members 
would provide an electronic Free File indicator. In 
return, the IRS confi rmed that they will not build a 
marketing database or to compile company-specifi c 
proprietary data. Although the IRS cannot refuse to 
comply with requests from governmental agencies 
and Congress, the IRS will promptly notify the 
Executive Director of the Alliance if this informa-
tion is provided. The Alliance members will then 
have the option to cease providing the indicator. 
Also, amendments addressed Web site compliance 
measures and customer satisfaction surveys. The 
performance standard was placed at a 60 percent 
acceptance rate and additional privacy and security 
issues were addressed.


FREE FILE VOLUMES


The unprecedented alliance between the IRS and 
the private sector to offer free e-fi ling services met 
with success from the start. In the fi rst year of the 
program (Filing Season 2003), 2.8 million returns 
were fi led through the 17-member Alliance. The 
second year resulted in a more than 26 percent 
increase, with 3.5 million returns fi led through 
the 17-member Alliance. The third and the most 
recent fi ling years resulted in 5.1 million Free-Filed 
returns (a 46 percent increase) in TY 2004 and 
almost four million returns (22 percent decrease) 
in TY 2005, from the 20-member Alliance. 


The initial agreement specifi ed a minimum cov-
erage of 60 percent, which the members abided by 
in the fi rst two fi ling seasons. In the third year of 
the program, one of the Alliance members decided 
to offer the free preparation and fi ling service to 
all taxpayers (TIGTA, 2006). Other members fol-
lowed, and in TY 2004, 100 percent of taxpayers 
had the option to Free File. This was the main 
contributing factor to the 46 percent increase in 


Free-Filed returns in Filing Season 2005. This 
caused some friction among the Alliance members 
and the existence of the Alliance was threatened. 
Hence, one of the amendments included in the new 
agreement includes the stipulation that no single 
member can offer more than 50 percent coverage. 
Since the past fi ling season represents the fi rst year 
the IRS started identifying the Free-Filed returns, 
the consistency of prior year data cannot be veri-
fi ed for accuracy. 


Projections of Free File volumes produced by 
the IRS indicate that almost fi ve million returns are 
expected to be Free Filed in TY 2006. This repre-
sents a 25 percent increase from the TY 2005 fi ling 
season. The volume is expected to reach almost 6 
million by TY 2009. 


WEEKLY TRENDS


Although Free Filers refl ect the early fi ling 
patterns of the overall e-fi lers, calculation of the 
cumulative weekly fi ling percentages show that 
the Free Filers generally fi led even earlier in the 
fi ling season compared to the total electronically 
fi led returns. The comparisons are based on the TY 
2005 fi ling results. By the end of January, 9 percent 
of Free Filed returns had been fi led compared to 
less than 8 percent of total e-fi led returns. However, 
the difference increased to over 7 percent in early 
February and another percentage towards the end of 
the month. More than half of the Free Filed returns 
(56 percent) were received by the end of February, 
versus 48 percent of total e-fi led returns. The gap 
continues to range from 3 percent to almost 8 per-
cent until the end of the primary fi ling season. By 
April 20, approximately 97 percent of Free Filed 
returns, and 95 percent of total e-fi le returns, were 
fi led (see Figure 1). 


TAX YEAR 2004 DEMOGRAPHICS


In order to gather more information about Free 
File Program users, the Electronic Tax Admin-
istration within the IRS contracted with Russell 
Marketing Research and Foote, Cone & Belding 
to implement an on-line survey of taxpayers who 
Free Filed their TY 2004 individual returns.  The 
purpose of the survey was to obtain results which 
would be used to further develop marketing cam-
paigns for the Free File Program. Each eight-hun-
dredth Free Filer was asked to complete the on-line 
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survey. The contractors collected the results that 
were summarized by research teams within IRS’s 
Wage & Investment Division (IRS, 2005). 


Although these results provide an overview of 
Free Filers, they must be interpreted with caution. 
Participation in the survey was voluntary and many 
taxpayers opted not to complete the questionnaire, 
leading to an estimated response rate of 2 percent. 
Thirteen of the 20 Free File Alliance members 
offered the on-line survey. In addition, not all of 
the participating companies offered the survey at 
the start of the fi ling season, and some companies 
did not initially follow the skip pattern (offering 
the survey to the 800th fi lers). However, by Febru-
ary 14, all 13 Alliance members who participated 
in the survey were offering it according to the 
agreed-upon pattern. For the purposes of this paper, 
only those surveys collected after February 14 are 
included in the analysis. 


According to survey results, 17 percent of 
taxpayers who Free Filed in Filing Season 2005 
were fi rst-time fi lers. Of the remaining 83 percent 
who had previously fi led federal income taxes, 29 
percent were e-fi ling for the fi rst time. Seventy-
eight percent of this group of prior paper fi lers 
self-prepared their tax returns during the previous 
fi ling season. Of the approximately 70 percent of 
respondents who had used e-fi le methods during 


the prior fi ling season, only 2 percent claimed to 
have used the TeleFile Program. About 41 percent 
used tax preparation software, and 15 percent e-
fi led via tax preparers. The remaining 42 percent 
stated that they used Free File in the previous year. 
When questioned about previous use of Free File, 
51 percent had used the program in prior years; 
about 49 percent of those surveyed were fi rst time 
Free Filers. 


Based on survey responses, Free File partici-
pants share certain demographic characteristics. 
Over half (52 percent) claimed a single fi ling status. 
Thirty-two percent were married fi ling jointly, 
and 14 percent fi led as head of households. The 
remaining 2 percent were married fi ling separately 
or qualifying widows. Fifty percent of Free Filers 
were 35 years or younger. Forty-two percent had a 
pretax income of less than $25,000, and 56 percent 
reported a pretax income of less than $35,000. 
Sixteen percent of survey responders reported 
that they claimed the Earned Income Tax Credit 
on their 2004 federal income tax return. Almost 
90 percent of respondents were owed a refund in 
Filing Season 2005.


Respondents were also asked about their future 
plans to e-fi le tax returns. Seventy-fi ve percent 
stated that they would use e-fi le again in the future, 
and an additional 21 percent expressed that they 


Figure 1: TY 2005 Cumulative Weekly Filing Percentages
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would be likely to e-fi le future returns. Only 1 
percent indicated that they would either fi le (or 
probably fi le) a paper return in upcoming fi ling 
seasons.


When asked about how they heard about the Free 
File Program, responses covered a range of topics. 
Communication from the IRS was the most likely 
source for hearing about Free File; 49 percent of 
respondents heard about the program from either 
information on the IRS Web site, tax forms, or 
IRS mailings. Specifi c responses indicated that 
35 percent learned about the program from the 
IRS Web site and 22 percent heard about it from 
relatives or colleagues. 


TY 2005 DEMOGRAPHICS OF FREE FILERS


Analysis of TY 2005 Free-Filed returns (which 
was the fi rst year Free File data was fl agged by the 
IRS) illustrated several interesting characteristics 
of Free Filers. The data showed that Free Filers 
are mostly in their twenties with a single fi ling 
status, and have relatively low AGIs. Most received 
refunds. Around 47 percent of Free Filers were 
between the ages of 20 to 29, and an additional 12 
percent were between the ages of 16 and 19. Sev-
enty-three percent of Free Filed returns indicated 
Single fi ling status; 15 percent of returns were Head 
of Household; and 11 percent were Married Filing 
Jointly. Over half of the returns had AGI of less 
than $17,000. Nineteen percent had an AGI greater 
than or equal to $17,000 but less than $25,000; 
17 percent had an AGI greater than $24,999 but 
less than $35,000. Of the 3.8 million Free Filed 
returns, 96 percent were refund returns with an 
average refund amount of $1,300. This compares 
to 88 percent of total e-fi led returns (IRS, 2006b) 
that were estimated to be refund returns. The data 
indicated that 34 percent of the returns were the 
long and more complicated form type (Form 1040). 
The short form, Form 1040EZ, constituted an addi-
tional 38 percent of the returns. Around 5 percent 
of total electronically fi led individual returns were 
fi led through the Free File Program. 


An analysis of how TY 2005 Free Filers fi led 
their tax returns in the previous year (TY 2004) 
showed that the Free File Program is contributing 
to the growth of the overall e-fi le program. As 
expected, not all Free Filers are fi rst time e-fi lers. 
Around 66 percent electronically fi led their returns 
in TY 2004. Thirty-nine percent of these fi led on-
line, 17 percent used the TeleFile Program, and 


the remaining 10 percent e-fi led via practitioners. 
However, 17 percent of TY 2005 Free Filers had 
paper fi led their tax returns in TY 2004. Further-
more, almost 42 percent of this population (TY 
2004 paper fi lers) had V-Coded their returns, mean-
ing that they prepared their returns on the computer 
but printed the return and mailed in a paper return. 
In addition, around 18 percent of current Free Filers 
are new fi lers that did not fi le a return in TY 2004, 
indicating that the Free File Program is attracting 
new taxpayers to the e-fi le program.


STATE LEVEL DATA AND PARTICIPATION RATES 
– TAX YEAR 2005


An analysis of state-level data (including the 
District of Columbia) yielded several interesting 
patterns in terms of Free Filers during the 2006 Fil-
ing Season. Although these results are based on one 
fi ling season, future studies may result in more con-
clusive relationships among demographic variables 
and participation in the program. To calculate the 
Free File participation rate (FFPR) per state, a ratio 
was calculated based on each state’s number of Free 
Filed returns as a percent of that state’s total return 
volume (including paper and electronic volumes). 
The FFPR for the United States was 1.30 percent 
in TY 2005, with state levels ranging from 4.40 
percent in Ohio to 1.64 percent in New York. The 
average state FFPR was 3.15 percent. The 10 states 
with the highest FFPR were Ohio, South Dakota, 
Wisconsin, Maine, West Virginia, Nebraska, Utah, 
Oklahoma, Idaho, and North Dakota. These states 
represent a broad range of geographic locations, 
state sizes, and total populations. 


Using age and population data from Global 
Insight, Inc. (2005), it was determined that 3 of the 
10 states with the highest FFPRs – Utah, Idaho, and 
North Dakota – also ranked in the 10 U.S. states 
with the highest ratio of residents in the “15 to 34 
year old” age range. This range includes teenagers 
and those entering the workforce for the fi rst time 
who would be likely to have lower incomes and 
meet the AGI limit.


State level per capita income was also analyzed 
to determine if states with lower per capita incomes 
had higher FFPRs. West Virginia, Utah, and Idaho 
were within the 10 states having the lowest per 
capita incomes, which may indicate that states 
with lower incomes have more participation in the 
program, particularly if the states (like Utah and 
Idaho) also have a high percentage of younger resi-
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dents. States with the lowest FFPRS tended to have 
higher per capita income levels. The 6 states with 
the highest per capita incomes were the District 
of Columbia, Connecticut, Massachusetts, New 
Jersey, Maryland, and New York. With the excep-
tion of Massachusetts, the other states with higher 
per capita incomes were skewed toward having 
the lowest FFPRs. The District of Columbia was 
37th, and the other 4 high-income states ranked in 
the bottom 10 in terms of FFPR, with New Jersey 
and New York having the lowest participation rates 
of all states. 


TAX YEAR 2005 SURVEY RESULTS – FREE FILER 
ATTITUDES


For TY 2005, the IRS again contracted with 
Russell Marketing Research (2006) to conduct 
telephone interviews of Free Filers. The sample 
consisted of 1,800 Free Filers who were selected 
from lists provided by the IRS. Although this 
survey yielded some demographic data similar to 
the survey efforts of the prior fi ling season, the 
objectives were to determine the overall usage 
and perception of Free File, the usage and evalu-
ation of specifi c site features, and other learning 
experiences.


Data collected regarding the overall usage and 
perception of the Free File Program was highly 
favorable; 94 percent of respondents indicated that 
they would like to use the program again and 97 
percent said they would recommend the program 
to friends or family. In terms of improving the pro-
gram, 30 percent of respondents had suggestions 
for improvement. Among the feedback offered 
was making Free File easier to use (7 percent), 
increasing awareness of the program (4 percent), 
removing the income criteria (4 percent), and 
providing more information on the tax preparation 
companies (4 percent). 


In terms of the ease of using the Free File option, 
60 percent of those surveyed rated the experience as 
very easy, and 34 percent rated it as somewhat easy. 
One percent responded that the experience was 
very diffi cult. Free Filers who used step-by-step 
instructions, the frequently asked questions guide, 
and the “Guide Me to a Service” feature rated the 
program as easier to use than those who contacted 
the Help Desk for assistance. Among those who 
felt that the Free File Program Web site and pages 
could be improved (18 percent of respondents), 25 
percent indicated that the pages should be easier 


to use and the company selection process could be 
improved. Eighty-two percent were satisfi ed with 
the Free File pages and did not think the pages 
could be improved. 


Early surveys of taxpayers’ attitudes toward 
e-fi le indicated some level of concern about the 
security of on-line transactions with the IRS (Rus-
sell Marketing, 2003). However, over half of the 
respondents (54 percent) felt very confi dent that 
the information they provided during the Free File 
process was secure; 42 percent indicated that they 
were somewhat confi dent. Although the majority 
of responses were highly favorable, increasing the 
level of confi dence in the security of the Free File 
process represents an area that the IRS and the 
Alliance can work to improve in the future.  


In terms of deciding which provider to use, 
no one factor appears to dominate the decision 
making process. Twenty-one percent based their 
decision on a software company they had used in 
the past; 19 percent used a company recommended 
by family or friends; 14 percent based their deci-
sion on the criteria that the company’s “offer met 
my needs.” Only 11 percent of respondents based 
their decision on the company’s reputation. Those 
using the “Guide Me to A Service” feature were far 
more likely to indicate that their deciding factor in 
selecting a company was the fact that the company 
was suggested by this IRS-provided feature. Fifty-
fi ve percent responded that they would use the 
same tax provider next year, and 36 percent said 
they would probably use the same company again. 
Only 1 percent said they would defi nitely not use 
the same company again. 


Survey results for Filing Season 2006 indicated 
that more Free Filers learned about the program 
from family or colleagues (over one-third gave this 
response) than in Filing Season 2005. Forty percent 
cited the IRS as their initial source of information 
about Free File, a drop from the almost 50 percent 
who gave this response in the Filing Season 2005 
survey. Although 89 percent felt that the initial 
information they received provided sufficient 
knowledge of the program, only 49 percent stated 
that their initial source mentioned the income limit 
of $50,000 for using the Program. 


CONCLUSION AND FUTURE OF THE FREE FILE 
PROGRAM


Although there is concern that Free File vol-
umes seemed to decline in Filing Season 2006, 
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the program is considered to be an overall success. 
According to the Electronic Tax Administration 
Advisory Committee’s (ETAAC) 2006 Annual 
Report to Congress, the Program’s most positive 
accomplishment was attracting four million tax-
payers to the e-fi le program, including many who 
would have not otherwise used e-fi le. This growth 
occurred at no cost to the IRS, taxpayers, or the 
American public. 


The Treasury Inspector General for Tax Admin-
istration (TIGTA) also conducted a review of the 
Free File Program in 2006. The report agreed that 
the amended Agreement added additional levels 
of taxpayer protection, security, and performance 
standards. TIGTA does acknowledge that many of 
these issues resulted from the unique relationship 
the IRS must maintain with the private sector for 
the program to work, with the realization that the 
IRS cannot entirely control the program. TIGTA 
also recommends that the IRS improve Free File 
options offered to Spanish-speaking taxpayers via 
the IRS Web site. 


In response to the TIGTA report, the IRS will 
conduct a study to evaluate providing a Free File 
entry portal in Spanish. The IRS will begin discus-
sions with the Multilingual Language Initiative 
Strategy Offi ce, the Electronic Tax Administration, 
and representatives from the Free File Alliance to 
discuss the resources, requirements, and funding 
needed for this effort. It is anticipated that the 
decision to provide a Spanish entry portal will be 
made in 2007.


New for TY 2006, the IRS will offer Form 
1040EZ-T (Claim for Refund of Federal Telephone 
Excise Tax) to those taxpayers who will be fi ling a 
federal return for the sole purpose of claiming the 
TETR. This may result in several hundred thousand 
Forms 1040EZ-T fi led via the Free File Program. 
The cessation of the TeleFile Program in TY 2004 
will also continue to have implications on Free 
File volumes. As of April 27, 2006, over 650,000 
returns that were fi led via the TeleFile Program 
in Filing Season 2005 came in through the Free 
File Program during Filing Season 2006. This 
represents almost 20 percent of the total TeleFile 
returns from Filing Season 2005. 


Since its inception, the Free File Program con-
tinues to evolve and make valuable contributions to 


the e-File Program while reducing taxpayer burden. 
It offers another e-fi le option when other programs, 
like TeleFile, end. As the program prepares to offer 
Forms 1040EZ-T and Spanish language option, 
it continues to be an innovative arrangement 
benefi ting taxpayers, private companies, and the 
IRS. 
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An Essay on the Effects of Taxation on  
the Corporate Financial Policy 


George Contos, Internal Revenue Service


The taxation of corporate profits in the United States 
has been one of the most widely discussed issues 
in the area of public finance. Corporate revenues 


are currently subject to double taxation. Profits are taxed 
first at the corporate level and then, when distributed 
as dividends or when capital gains are realized, taxed 
a second time at the individual level. The share of tax 
revenues from corporate profits has been decreasing 
steadily over the past four decades. In 1962, corporate 
tax receipts accounted for 21 percent of all tax revenues, 
but, by 2003, their share dropped to 7.5 percent.1 In 2003, 
a proposal by the Bush Administration brought corporate 
tax integration back to the front pages. The final legisla-
tion, the Jobs and Growth Tax Relief Reconciliation Act 
of 2003, did not eliminate double taxation, but it did 
reduce the taxation of corporate profits at the individual 
level.2 Double taxation is still a reality; so, the discussion 
for corporate integration is clearly not over. 


In understanding why corporate taxation is such a 
highly contested issue, critics argue that the current tax 
system discourages business entities from organizing as 
taxable corporations and encourages corporations to veer 
from socially efficient decisions (Scholes et al. (2005), 
p. 336). Those critics believe that the losses to the U.S. 
economy caused by the current tax system far exceed the 
gains from the revenues raised. They call for a neutral 
tax system that does not enter into the decisionmaking 
process of firms and does not distort economic efficiency. 
Supporters of corporate taxation reply to those allega-
tions by saying that corporations are distinct entities 
and should be taxed separately from their shareholders; 
that corporations should pay a fee, tax, for the special 
privileges they enjoy; and that corporate taxation pre-
vents the sheltering of individual income from taxation 
(Rosen (2002), p. 399). 


A large body of research has tested for the effects 
of corporate taxation. Although the results of empirical 
models vary significantly, all models agree that, to some 
degree, corporate taxation affects a broad range of the 


decisions made by taxable corporations. The magnitude 
of those effects and their overall impact on the economy 
are still under debate. Jane Gravelle (1995) divides the 
debate on corporate taxation into three key issues. “First 
who carries the burden of corporate tax--capital, labor, 
or consumers, and does it play a role in a progressive 
tax system? Second, how significant are the distortions 
caused by the excess corporate tax? And third, how can 
the revenues raised from corporate tax be replaced?” 
This paper focuses on the second question and more 
specifically on how the deductibility of interest affects 
the capital structure of taxable corporations. I test the 
hypothesis that taxable corporations have a tax incentive 
to use debt financing versus equity financing because 
interest paid is tax-deductible while dividends paid to 
shareholders are not. Measuring the excess debt that 
corporations carry due to the tax incentive is important 
because the excessive use of debt may lead to financial 
distress and even bankruptcy.  


This paper extends the work of Gordon and Lee 
(2001). They use an aggregate data time-series, Tax 
Years 1950 to 1995, to test for the effects of corporate 
taxation on the financial policy of firms of different sizes. 
They found that taxes have a large effect on the use of 
debt for the smallest and the largest firms. In this paper, 
I first estimated the Gordon and Lee (G&L) model us-
ing the same aggregate Statistics of Income (SOI) data 
but for a different time period, Tax Years 1993 to 2000, 
and my findings were qualitatively similar to those of 
G&L. Next, I introduced a confidential SOI firm-level 
dataset for the 8-year period, and found an unexpected 
negative relation between tax rates and debt. However, 
using a marginal tax rate constructed from taxable in-
come before the interest deduction and the panel dataset, 
I found, as expected, a positive relation between tax 
rates and debt. Finally, I divided my panel dataset into 
small, intermediate, and large size firms, and I found a 
positive relationship between tax rates and debt for all 
three firm sizes.
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 Corporate Taxation


Before discussing existing research on how taxes 
affect the corporate capital structure, it is useful to 
review how double taxation affects the decisionmak-
ing process of firms. Business entities have a financial 
incentive to organize as “C corporations,” where the 
term C corporation comes from the subchapter of the 
Tax Code defining their structure. Corporations are le-
gal entities that can have multiple owners and separate 
management. The ability to attract multiple investors 
through the sale of shares or bonds gives corporations 
broad access to capital and greater potential for growth. 
The shares of corporations can be easily transferred to 
other investors without disrupting the operations of 
the companies. The owners of corporations also enjoy 
limited liability since, in case of default, their liability 
is limited to the amount they have invested. Because, 
in the United States, corporate profits are subject to 
double taxation, corporations in essence pay a fee for 
the right to incorporate. Corporate revenues are taxed 
first on the corporate level and then, when distributed 
as dividends or when capital gains are realized, taxed 
a second time on the individual level. Business entities 
can avoid double taxation but in the process lose some 
of the special privileges mentioned earlier, if they orga-
nize as passthrough entities. Passthrough entities, such 
as sole proprietorships, partnerships, and subchapter 
S corporations, avoid double taxation by passing all 
profits and losses onto their shareholders (Brealey and 
Myers, 2000). 


The firm can finance its investments using equity 
or debt. Equity is either cash available to the firm or 
funds raised by issuing stock, primarily common stock. 
Dividends paid to stockholders are not tax- deductible; 
thus, dividends are paid from after-tax income.  A firm 
raises debt by borrowing from its shareholders, from 
financial institutions, or from the public. All interest paid 
by a corporation to its lenders is tax-deductible, thus 
generating a tax shield. Clearly, there is a tax incentive 
for a taxable corporation to use debt instead of equity.  
So, double taxation directly affects the corporate capital 
structure. 


Since all interest paid is tax-deductible, one would 
expect that taxable corporations would rely heavily on 


debt to finance their investments, but empirical evi-
dence shows that they use significant amounts of equity 
capital.3 Why is this so? There can be significant nontax 
costs involved with debt financing. These costs include 
both the standard costs of borrowing and risks of finan-
cial distress that fixed liabilities imply. Firms fall into 
financial distress when they have difficulty making their 
debt payments. Extended periods of financial distress can 
lead to bankruptcy. The higher the debt payment levels, 
the higher the probability that the firm could fall into 
financial distress.  As the probability of distress increases 
the risk for the firm’s debtor increases, so they demand 
higher return for their investments. Consequently, the 
value of debt tax shields decreases as these forms of 
nontax costs increase. 


The value of tax shields also depends on the marginal 
tax rate of the firm, and the availability of nondebt tax 
shields4 and tax credits. The marginal tax rate is the tax 
liability generated, today and in the future, by an ad-
ditional dollar of income earned today. Estimating the 
marginal tax rate is not straightforward because of the 
uncertainty of future earnings, the carryback and the car-
ryforward provisions of the tax law, and the alternative 
minimum tax (AMT). Corporations can “carry back” and 
“carry forward” operating losses and tax credits--mean-
ing they can apply them to reduce tax liabilities incurred 
in past or future years. As Graham (1996) explains, 
the relationship among operating losses, marginal tax 
rates, and the value of tax shields is not always obvious. 
For example, tax shields have very low, if no, value to 
corporations that expect operating losses in the future. 
Such firms will have very low marginal tax rates because 
they can use those net operating loss deductions (NOL’s) 
in the future to refund any taxes paid today. Firms that 
experienced losses in the past and expect moderate 
profits in the future can also use NOL’s to reduce future 
tax liabilities. However, if that same firm carries back 
its current-year NOL and the NOL is less than or equal 
to is past liabilities, then the marginal tax rate of any 
additional income earned today will be equal to the 
applicable statutory tax rate. From these examples, it is 
easy to see that the NOL deduction makes estimating the 
marginal tax rate of a corporation complex.  


The value of debt tax shields also depends on the 
availability of nondebt tax shields4 and tax credits. As 
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DeAngelo and Masulis (1980) explain, one can make the 
case of a tax shield substitution effect since the avail-
ability of nondebt tax shields may crowd out debt tax 
shields. Finally, it has been shown that the foreign tax 
credit limitations do not just reduce the value of debt 
tax shields, but actually influence U.S. multinationals 
to decrease their domestic debts by substituting them 
with equity financing.


In this paper, the corporate marginal tax rate proxies 
are constructed by selecting the marginal statutory rate 
that applies to the highest dollar of the current-year tax-
able income, or taxable income before interest deduction, 
reported on the tax return. Such proxies have been used 
successfully in earlier research and can be applied to both 
the aggregate and firm-level datasets used. Upcoming 
research by the author explores the effects of the NOL 
deduction and the various tax credits on the corporate 
capital structure.


 Prior Empirical Research


Modigliani and Miller (1963) were the first to intro-
duce the idea that corporate taxation affects the capital 
structure of firms.  As Scholes et. al. (2005) discuss, 
Modigliani and Miller showed that if the only imper-
fection of the capital markets is  corporate taxation, the 
deductibility of interest generates a debt tax shield that 
increases the value of corporations. When comparing 
debt and equity financing, Modigliani and Miller explain 
that borrowing is beneficial to corporations because the 
cost of debt, interest paid, is tax-deductible while the 
cost of equity, dividends, is not. In a later paper, Miller 
(1977) pointed out that, if one takes into account the tax 
status of corporate investors, equity financing can be a 
competitive alternative to debt financing. If the interest 
earned by the debt holders is taxed at a higher rate than 
the dividends paid to stockholders, then the corporation’s 
tax incentive is the difference between the sum of the cor-
porate tax rate plus the dividend rate, and the individual 
tax rate of the bondholders. The work of Modigliani and 
Miller was advanced by DeAngelo and Masulis (1980), 
who introduced the idea of tax shield substitution. Firms 
can substitute nondebt tax shields, like the depreciation 
deduction, for debt tax shields. The work of DeAngelo 
and Masulis is important because it led to a hypothesis 


that can be empirically tested; firms with large amounts 
of nondebt tax shields will have lower levels of debt 
than firms with small amounts of nondebt tax shields 
(Scholes et al. (2005) p. 344).


Since the works of Modigliani and Miller (1963) 
and DeAngelo and Masulis (1980), a number of empiri-
cal studies have examined the impact taxes have on the 
financial structure of corporations.  As Ayers, Cloyd, 
and Robinson (2001) explain, the capital structure 
literature can be divided into two streams.  The first 
stream of works compares taxable corporations that 
have different tax incentives, hypothesizing that firms 
with greater tax incentives will have higher levels of 
debt.  The second stream of works compares taxable 
corporations to passthrough entities that are not subject 
to corporate taxation because, by law, they have to pass 
all income to their shareholders. Their hypothesis is that 
taxable corporations will have higher levels of debt than 
passthrough entities. 


 The earlier articles of the first stream do cross-sec-
tion analysis of taxable corporations but do not find 
convincing evidence that taxation affects the financial 
policy of firms (Bradley, Jarrell, and Kim, 1984; and 
Gaver and Gaver, 1985). The more recent articles of the 
first stream are more successful in finding evidence of a 
significant positive relationship between debt financing 
and marginal tax rates. These articles introduce several 
improvements over earlier work:  They examine incre-
mental financing decisions instead of debt levels (MacK-
ie-Mason (1990); Graham (1996); Gropp (1997)); they 
develop better proxies for marginal tax rates (Graham 
(1996); Graham, Lemmon, and Schallheim (1998)); they 
use the ratio of interest expense to gross profit rather than 
the debt-to-equity ratio as the dependent variable (Cloyd, 
Limberg, and Robinson (1997); and they research the 
debt policies of corporations of different sizes (Gordon 
and Lee (1999)). Here, I briefly present an overview of 
this work, focusing on the data, the marginal tax rate 
proxies used, and their key findings.


Bradley, Jarrell, and Kim (1984) use data from 851 
large firms to estimate a general equilibrium model. 
Although they have multiyear data for each firm, in 
order to avoid business cycle variations or different 
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adjustment periods, they calculate a 20-year average or 
“permanent” leverage ratio for each firm. They exam-
ine how these ratios vary with the industry of the firm, 
the volatility in the firm’s earnings, the availability of 
nondebt tax shields, and the expenditures on research 
and development and advertising. They do not find 
concrete evidence that taxation affects the firm’s lever-
age ratios, but they find evidence that the leverage ratios 
are strongly influenced by the firm’s industry. They also 
find that firms with volatile earnings have lower levels of 
debt, suggesting that the risk of bankruptcy has a nega-
tive effect on the amount a firm borrows. Finally, they 
find that firms with higher levels of nondebt tax shields 
borrow more, a finding that contradicts the findings of 
the earlier literature. Bradley, Jarrell, and Kim offer as a 
possible explanation for this last finding that firms with 
large amounts of assets have more collateral and thus 
can borrow more.


The Gaver and Gaver (1985) article does not test 
directly for the relationship between taxes and debt ratios 
but rather tests the hypothesis that there is a systematic 
relationship between the firm’s investment opportunity 
set and its corporate policy decisions. Using longitudi-
nal data from 237 new and 237 established firms, they 
find evidence that growth firms have significantly lower 
debt-to-equity ratios than established firms. This is an 
interesting result that could explain the differences in 
the debt levels across firms.


The MacKie-Mason (1990) article uses the Compu-
stat data on large publicly traded companies to examine 
the relationship between nondebt and debt tax shields 
to measure the firm’s tax incentive, using a dummy 
variable for the net operating loss deduction. Instead 
of using the aggregate debt over total assets ratio as the 
dependent variable, he uses the annual change in the 
total debt levels scaled by the firm’s total assets. He finds 
evidence of substantial tax effects on the choice between 
issuing debt or equity; that firms with net operating loss 
carry-forwards are much less likely to use debt; and 
that the existence of investment tax credits reduces the 
probability of debt issues only when the firm’s marginal 
tax rate is near zero. His findings support a significant 
relationship between corporate taxation and the financial 
decisions of a firm.


Graham (1996) follows MacKie-Mason’s incre-
mental choice approach, using a simulated firm-specific 
marginal tax rate as a proxy for the firm’s tax incentives. 
The data used are a pooled cross-section of differenced 
time series from about 10,000 Compustat firms from 
1980 to 1992. Although he finds a strong positive rela-
tion between tax status and incremental debt policy, he is 
puzzled by the low R-squared of about 5 percent that his 
regressions produce. He states that "future researchers 
should study why, given the strong tax incentives firms 
have to issue debt, taxes do not explain a larger portion 
of debt policy." Finally, he tests the effectiveness of the 
tax status proxies used by earlier papers and finds that 
only the net operating loss dummy variable is a reason-
able proxy.5  


Gropp’s (1997) paper builds on the work done 
by MacKie-Mason and Graham, but, instead of us-
ing proxies for expected marginal tax rates, he uses a 
simple rational expectations approach to estimate the 
expected effective corporate tax rates of firms. He finds 
"that current average effective tax rates have substantial 
predictive power for the estimation of expected corpo-
rate tax rates." Controlling for other theories of capital 
structure choices, he finds that corporate taxation affects 
the financial policy of firms using a balanced panel from 
Compustat of 929 publicly traded manufacturing U. S. 
firms from 1979 to 1991. 


Graham, Lemmon, and Schallheim (1998) is the 
first paper to find a positive relationship between the 
tax incentive and debt financing using debt levels. 
They provide evidence that the corporate tax status is 
endogenous to financing decisions, producing a spuri-
ous relationship between the debt ratio and the marginal 
tax rate of the firm; in other words, the estimated effects 
of tax status on the debt levels will be biased because 
companies that have high levels of debt also have low 
marginal tax rates. To solve this problem, they propose 
a direct measure of the corporate marginal tax rate us-
ing taxable income before the interest deduction as a 
measure of the firm profits. Using a balance panel from 
Compustat of 18,193 observations from 1981 to 1992, 
they find a positive relationship between tax rates and 
the usage of debt. 
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Gordon and Lee (2001) is the first paper to research 
the debt policies of corporations of all sizes and to find 
a positive relationship between debt levels and after-
financing tax rates.  They create a dataset from the 
aggregate data on corporations published by SOI and 
test for the effects of taxation by comparing the ratios 
of debt-to-assets of firms in different asset size-classes.  
Over the 46-year period covered by their data, the corpo-
rate tax rates varied significantly,6 giving them adequate 
variation both across time and across firms for a differ-
ence-in-difference procedure. This procedure compares 
the changes in the debt-to-assets ratios for small versus 
large firms with the changes in the relative tax rates they 
face. They find that taxes have a large effect on the use 
of debt for the smallest and the largest firms. For inter-
mediate-sized firms, they estimate a much lower effect, 
but they provide indirect evidence that this finding is a 
result of measurement error in the tax variable. Since 
the SOI data are grouped in asset classes, they only have 
information on the average rate of return for firms in 
each asset class, taxable income divided by assets; so, 
they calculate the average marginal tax rate for firms in 
each asset class. Due to this limitation, "they are not able 
to capture the effects of heterogeneity in rates of return 
across firms on the expected marginal tax rate, arising 
from the nonlinearity in the tax structure." The effects of 
heterogeneity in rates of return are more important for 
intermediate firms since their "taxable incomes are near 
the point where tax rates change dramatically."


To avoid such problems, I introduced a confidential 
firm-level dataset of taxable corporations of all sizes, for 
Tax Years 1993 to 2000. This dataset allowed studying 
the effects of taxation on firms of all sizes, while captur-
ing the heterogeneity in rates of return across firms. I 
found an unexpected negative relation between tax rates 
and debt. However, using a marginal tax rate constructed 
from taxable income before the interest deduction, I 
found the expected positive relation between tax rates 
and debt. Next, I took advantage of the panel aspects of 
the microdataset; by using fixed effects models, I con-
trolled for the unobserved firm-specific effects and found 
again a positive relation between taxation and debt. Fi-
nally, I divided the panel dataset into small, intermediate, 
and large size firms, and I found a positive relationship 
between tax rates and debt for all three firm sizes.


 Empirical Research


The data sample


The data used for this study are the firm-level data 
collected by SOI and published on an aggregate basis 
in the annual Corporate Source Book.7 The data come 
from the tax returns of domestic corporations and foreign 
corporations with U.S. business activities.8 The firm-
level data are confidential, although SOI employees--like 
my self--can conduct analyses of the data and share the 
results with outsiders subject to disclosure review by the 
Internal Revenue Service (IRS). 


I began my analysis with Tax Year 1993 since it is 
the first year that three new tax brackets, for returns with 
taxable income greater than 10 million dollars, came into 
effect. The three brackets were introduced by the Tax 
Relief Act of 1993 and give my time series additional 
variation across firms compared to earlier years. I ended 
my analysis with Tax Year 2000 because it is the last full 
year before the recession that started in March of 2001.9 
Tax receipts in Tax Year 2001 decreased significantly; 
so, including these data would complicate the analysis 
of my findings.10 During the 1993 to 2000 time period, 
the corporate tax schedule remained unchanged; so, the 
dataset provides significant variation across firms but 
limited variation across time.


To create the panel, I limited my sample to compa-
nies that filed tax returns under the same Employer Iden-
tification Number (EIN) and were selected by the SOI 
sampling process every tax year from 1993 to 2000.11 To 
confine the data to nonfinancial firms with appreciable 
business operations, I excluded all financial returns 
because they follow different tax rules:  1120F filers 
because SOI does not collect balance sheet information 
from them; part-year returns which have tax periods 
of 6 months or less; and all returns with total assets of 
$10,000 or less because such firms are too small to help 
the explanatory power of the empirical model. After 
these exclusions, the panel consisted of 10,552 firms. 


Constructing a “true” balanced panel of corporations 
is complicated by the need to account and adjust for 
mergers, acquisitions, and other changes to the structure 
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of each corporation in the sample. Given the difficulty 
of this undertaking, and of analyzing firms undergoing 
major changes, I decided to exclude from the panel all 
companies for which total assets increased by more than 
tenfold in a single year and all companies for which total 
assets decreased by more than 90 percent between 1999 
and 2000. The first criterion eliminates from the panel 
corporations that have merged with or acquired another 
business entity. The second criterion eliminates from 
the panel corporations that are in financial distress and 
will be going out of business in the near future.12 A total 
of 60 records were dropped for these reasons, leaving a 
“final” panel of 10,492 firms.


Apart from the large number of observations, the 
SOI data offer several advantages over the financial data 
used in the prior literature. The data collected by SOI 
are reported by firms to the IRS when financial (book) 
data are reported by corporations to their shareholders.13 
As George Plesko (2004) points out, "differences in ac-
counting rules for book and tax reporting purposes can 
lead to differences in the amount of income reported 
to shareholders and to the IRS." Mills, Newberry, and 
Trautman (2002) find that book-tax income differences 
grew throughout the 1990’s so that tax rates estimated 
from book income will be wrong.14  


Financial and tax data may also differ when a 
parent corporation reports with its subsidiaries. For 
financial purposes, a parent company must include in 
the consolidation all domestic and foreign subsidiaries 
which it owns by 50 percent or more. Under tax rules, 
however, domestic subsidiaries must be 80-percent or 
more owned to be included in the parent’s tax return, and 
foreign subsidiaries cannot be consolidated. Since the 
Compustat dataset reports financial consolidations and 
does not separate foreign and domestic income, taxable 
income could be inflated. The amount of debt reported 
by some companies in their tax returns could be inflated 
because they do not eliminate intercompany payables 
and receivables. Mills, Newberry, and Trautman (2002) 
report anecdotal feedback of such reporting, but, since 
the dependent and the control variables of the empirical 
model are ratios, the effects should be minimal.


Finally, another reason financial and tax data may 
differ is off-balance sheet financing. Firms in the 1990’s 


used special purpose entities to keep debt outside their 
consolidated financial statements. Mills and Newberry 
(2004) find "that these financial reporting effects oc-
curred primarily during 1994-1999." So the financial 
statements of large firms for that period could under-
report both interest expense and debt and inflate tax-
able income. I believe that, overall, the use of tax data 
improves the accuracy of my empirical work.


 Summary Statistics


In order to be able to compare my results using the 
firm-level data with G&L results based on aggregate 
data, I first present summary information of all variables 
from the G&L sample and the present sample. As shown 
in Table 1, the summary statistics of the two samples 
match very well. The mean total debt-to-assets ratio is 
about four percentage points higher in the present sample 
compared to that of G&L, reflecting greater long-term 
borrowing over prior decades. Looking at the asset side 
of their balance sheets, firms in the two samples own 
comparable amounts of depreciable property and land, 
but firms in the present sample have higher amounts of 
intangible assets.15 Finally, although the ratio of accounts 
receivable to assets dropped by a little bit more than 3 
percentage points, cash holdings increased by about 2 
percentage points. In comparing the mean marginal rates 
of the two datasets, it is obvious that, in recent years, 
corporations have faced significantly lower statutory 
corporate tax rates: Companies in the 1950 to 1995 
period faced higher tax scales with top statutory rates 
as high as 52 percent, while those in the 1993 to 2000 
period faced significantly lower tax scales that topped 
at 39 percent. The mean marginal tax rate (mrt) has de-
creased from 37.6 percent to 26.5 percent.16 In contrast, 
the average yearly individual tax rate on interest faced 
by individual taxpayers (ifmr) in the same two periods 
was much more stable, slipping from 24.5 to 22.3.17 It 
is clear that firms in the 1993 to 2000 period have con-
siderably lower tax incentive (dmr) than firms in the 
1950 to 1995 period.18 


 Empirical Findings and Sensitivity  
 Analysis


I begin my empirical analysis by regressing the pres-
ent aggregate sample. The first equation of the Gordon 
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and Lee empirical model measures the effects of tax 
incentive (dmr), nontax factors, firm unique character-
istics, and the business environment on the firm’s total 
debt-to-assets ratios.19 To simplify the model, G&L as-
sume that all nontax factors that affect the corporate fi-
nancial policy do not change over time or change in a way 
that is uncorrelated with relative tax rates.  To account 
for those nontax factors, they use an "arbitrary function 
that measures desired debt-to-assets ratios ignoring tax 
incentives." In estimation, this arbitrary function is a sev-
enth-order polynomial function of logged real assets.20 
The unique characteristics of the firms in each asset class 
are measured by the composition of the assets of those 
firms. Finally, the business environment is captured by a 
set of Tax Year dummies. Thus, the equation estimated is: 
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where tdr is the debt over asset ratio for firms in asset 
class s at year t, rassts  are the inflation- adjusted total 
assets of firms in asset class s at year t , log(rassts)


i
 is 


the ith order polynomial function of logged rassts, dmr 
is the tax incentive of firms in asset class s at year t,  
X  is a matrix of the composition of the assets of firms 
in asset class s at year t, and d t  are Tax Year dummies. 
The main hypothesis is that the coefficient of the tax in-
centive is positive.  For the asset composition variables, 
I expect that firms with higher depreciable assets, land, 
and intangibles asset ratios will have higher debt-to-
asset ratios when firms with higher cash balances and 
trade notes and accounts receivable will have lower 
debt-to-asset ratios.  A complete listing of the variables 
is included in the appendix. 


Gordon & Lee use OLS to estimate the first equa-
tion, finding the effects of taxes on debt to be modest. 
Because the marginal tax rate proxy is based on taxable 
income, they are concerned with possible endogeneity 
bias:  a firm’s debt levels through the interest deduction 
directly affect its taxable income. To correct this bias, 
they construct an exogenous instrument, based on the 
findings of Graham, Lemmon, and Schallheim (1998) 
and re-estimate the model using Instrumental Variable 
(IV). The instrument is the average tax rate faced by 
all firms in each time period if the interest deduction is 
added back to taxable income. Their IV coefficients are 
not significantly different from their OLS, which G&L 
attribute to high correlation of the instrument with the 
marginal tax rate proxy.


The results of the OLS regressions for the present 
and G&L samples are shown in Table 2. Like Gordon 
and Lee, I find an unexpected negative relation between 
tax rates and debt. I next controlled for the firms’ size 
and asset composition by regressing the first equation, 
resulting as expected in a positive tax coefficient. The 
coefficients of the control variables, except for the ratio 
of land-to-assets, had the expected signs and are signifi-
cant at the 1-percent level. So, I found that the 1990’s 
aggregate data produce the same results as the aggregate 
data from 1950 to 1995.


G&L also estimate the effects on financial policy of 
any factors that change over time. These factors are the 
business cycle, the nominal interest rates, and the tax en-


21


Table 1


Aggregate Data ¹


Sample Means and Standard Deviations of Variables


Gordon & Lee 


1950 - 1995 ²


Present Study


1993 – 2000 ³


Variables Notation Mean Standard
Deviation Mean Standard


Deviation
Corporate debt-asset
ratios
Total debt-to-assets Tdr 25.18 8.05 29.12 6.83
Short-term debt-to-
assets Sdr 9.45 4.07 10.33 3.22


Long-term debt-to-
assets Ldr 15.73 4.36 18.78 4.62


Tax rates
Marginal tax rate-
taxable income Mrt 37.57 13.15 26.48 9.74


Marginal tax rate-
taxable income plus 
interest paid


Mrtint 37.97 12.81 27.80 9.86


Individual tax rate Ifmr 24.49 2.36 22.26 1.00
Marginal tax rate 
minus individual tax 
rate


Dmr 13.04 12.72 4.22 9.75


Corporate assets
Depreciable assets-to-
assets Dprr 20.79 6.32 21.17 7.09


Land-to-assets Landr 3.66 2.46 3.51 2.06
Cash-to-assets Car 9.5 4.00 11.37 6.58
Intangible assets-to-
assets Intr 1.12 1.08 2.45 0.84


Accounts receivable -
to-assets Arr 22.83 4.53 19.01 4.70


¹ Source: SOI Source Book, amounts are in dollars.


² From Gordon and Lee (1999)


³ Author’s tabulations
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vironment. The dependent variable for the second equa-
tion is the coefficients of the time dummies estimated 
on the first equation. Having already controlled for the 
tax incentives, size of firm, and asset composition, the 
coefficients of the time dummies capture the effects on 
financial policy of these nontax factors. In addition, by 
including in the second equation a yearly measure of 
the tax incentive (dmr), G&L also test if they have ad-
equately controlled for taxes on the first equation. If they 
have done so, then the coefficient of the tax incentive 


must be equal to zero. Thus, the equation estimated is:


         (2)


where tδ̂  are the coefficients of the Tax Year dummies 
estimated by the first equation, dmr is the average tax 


incentive faced by corporations at year t, tb is the nomi-
nal interest rate measured by the 3-year Treasury bond 
rate, dj is a business cycle proxy equal to the ratio of the 
Dow Jones index over Gross Domestic Product, and d
 86 is a dummy capturing any omitted aspects of the 
Tax Reform Act of 1986. 


Table 3 reports both the unexplained yearly varia-
tion reported by the G&L and the present samples. Ac-
cording to G&L, if the first equation fully accounts for 
the effects of taxation on the corporate financial policy, 
then the tax coefficient of the second equation should be 
zero; they find that the tax coefficient is positive, large 
in magnitude, and statistically significant. Because the 
dependent variable of the second equation is measured 
net of the estimated effects of taxes estimated in the 
first equation, to get the complete effect of taxation, 
they combine the two IV tax coefficients. They find that 
large firms in the 1970’s would finance 9.2 percent of 
their assets with debt relative to the smaller firms. Using 
seven annual observations, my replication of the time-
series aggregate model showed no unexplained yearly 
variation. So, for the present sample, the first equation 
seems to capture the tax incentive in its entirety. This is 
not totally unexpected since, in the 8 years of my time 
series, both business cycle and the nominal interest rate 
variables remained fairly constant when their sample 
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Table 2


Aggregate Data


 Regression Results


Variables
G&L


Tdr


Present


Tdr


G&L


Tdr


Present


Tdr


Present


Sdr


Present


Ldr


Dmr -0.393**
(0.020)


-0.384
(0.065)


0.079**
(0.019)


0.078**
(0.038)


0.127**
(0.027)


-0.048**
(0.028)


Log(rassts)    1.853**
(0.355)


0.034**
(0.007)


0.021**
(0.005)


0.013**
(0.005)


Log(rassts)2


Log(rassts)3


Log(rassts)4


Log(rassts)5


- 0.641**
(0.135)


-0.568**
(0.068)
0.085**
(0.009)
0.019**
(0.004)


-0.015**
(0.003)


-0.002**
(0.0002)
0.0006**
(0.0001)


-0.00003**
(0.000009)


-0.012**
(0.002)


-0.002**
(0.0002)
0.0005**
(0.00007)
-0.00002*
(0.00004)


-0.003**
(0.002)


-0.0002**
(0.0001)
0.0002


(0.00007)
-0.0002


(0.00004)


Log(rassts)6 -0.004**
(0.001)


- - -


Log(rassts)7    0.002**
(0.00038)


- - -


Dprr    0.320**
(0.058)


0.663**
(0.122)


0.096**
(0.083)


0.567**
(0.092)


Landr 0.317
(0.254)


-1.271**
(0.307)


-1.606**
(0.208)


-0.335*
(0.231)


Car


Intr


-0.437**
(0.087)
1.447**
(0.341)


-0.223
(0.225)
0.578*
(0.409)


-0.394**
(0.152)
0.251


(0.276)


0.171
(0.169)
0.326*
(0.307)


Arr -0.027
(0.040)


-0.823**
(0.166)


-0.630**
(0.112)


-0.193**
(0.124)


Constant


Year
Dummies


25.572**
(1.289)


Yes


0.311
(0.018)


Yes


 20.992**
(2.187)


Yes


0.433**
(0.062)


Yes


0.370**
(0.042)


Yes


0.063**
(0.047)


Yes


Obs. 434 88 434 88 88 88
Adj R-
squared


0.433 0.246 0.972 0.98 0.974 0.988


* and ** indicate significance levels at 5 percent and 1 percent. Standard errors in parenthesis.


Note: Following G&L, I stopped adding powers to the polynomial when the next higher power 


was statistically insignificant. Table 3


Aggregate Data


Unexplained yearly variation


OLS Regression Results


G&L Present
Variables
Dmrt 0.264**


(0.094)
-0.232
(0.291)


Mrt
Ifmr
TB 0.504**


(0.148)
0.001


(0.003)
DJ -4.546**


(1.485)
0.015


(0.020)
Dummy for 
post 1986


3.313**
(0.692)


Constant 0.191
(1.978)


-0.004
(0.044)


Obs. 37 7
Adj. R-
squared


0.84 0.90


*and ** indicate significance levels at 5 percent


and 1 percent. Standard errors in parenthesis. 
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period permits 37 annual observations and gains power 
from a structural change in 1986, as well as several 
economic cycle changes.


I now turn my attention to the balanced panel of 
firm-level microdata. I began by regressing the first 
equation on the final panel using OLS. The results of 
these regressions are reported in the first two columns of 
Table 4. The tax coefficient is significant at the 1-percent 
level but negative, and it stayed negative even after I 
controlled for the size of the firm and asset composi-
tion. The asset composition variables had the expected 
signs, and their magnitudes are consistent with my 
expectations and were statistically significant. Firms 
with higher depreciable or intangible asset ratios have 
higher debt-to-asset ratios, and firms with higher levels 
of cash at hand and accounts and trade notes receivable 
have lower debt-to-asset ratios.  Finally, the land coef-
ficient was again negative but significantly lower.  The 


adjusted R-squared of the regression is 0.14 percent. So, 
my model provides a better fit than earlier firm-level 
studies but is still unexpectedly poor.


Still not satisfied with the goodness of fit of the liner 
model, I estimated a log-linear model,21 and the OLS 
regression results are shown in the two last columns 
of Table 4. The adjusted R-squared of the log-linear 
regression was higher than the linear model, while the 
sum of square errors was lower, suggesting a better 
fit. In particular, the adjusted R-squared was now 0.2 
percent, considerably higher than the ones reported by 
similar firm-level studies. The tax coefficient was again 
negative, and the asset composition variables had the 
expected signs.


I next took advantage of the panel aspects of my 
dataset by using fixed effects.22 Fixed effects allow us 
to isolate the unobserved firm-specific effects and get 
a better measure of the true effects of taxation on the 
financial policy of firms. By unobserved firm-specific 
effects, I refer to all those firm-unique characteristics 
that do not change from year to year and help shape the 
firm’s financial policy and capital structure.  As shown 
in Table 5, the relationship between the tax incentive 
and debt-to-asset ratios is again negative. The tax coef-
ficient when total debt is the dependent variable was 
–0.115, while the coefficients of the asset composition 
variables have the expected signs and, except for the 
ratio of land-to-assets, were statistically significant. 
The tax coefficient was negative even when I divided 
debt into short-term and long-term, –0.057 and –0.065, 
respectively. The overall R-squared of the total, short, 
and long-term debt regressions were 0.14 percent, 0.016 
percent, and .2 percent, respectively. 


To test whether the tax coefficients are driven by the 
presence in my sample of a significant number of firms 
with no taxable income, I regressed the first equation us-
ing two subsets of the final panel. In the first, the sample 
was limited to 8,900 firms that had a positive marginal 
tax rate for at least 1 year. Here again, the fixed effects 
tax coefficient was negative and significant. Next, the 
sample is further restricted to the 3,100 companies that 
had a positive marginal tax rate every year; the coef-
ficient remained negative and significant. Both datasets 
produced the expected signs for all control variables, 


Table 4


OLS Regression Results


Tdr Tdr Log(tdr) Log(tdr)
Variables
Dmr -0.821**


(0.009)
-0.381**
(0.008)


-0.581**
(0.006)


-0.240**
(0.005)


Log(rassts) -8.079**
(0.735)


-4.417**
(0.436)


Log(rassts) 2 0.960**
(0.093)


0.532**
(0.055)


Log(rassts)3 -0.055**
(0.006)


-0.031**
(0.003)


Log(rassts)4 0.002**
(0.0001)


0.0009**
(0.0001)


Log(rassts)5 -0.00002**
(0.000002)


-0.000005
(0.000001)


Dprr 0.272**
(0.005)


0.263**
(0.004)


Landr -0.028**
(0.010)


-0.038**
(0.007)


Car -0.384**
(0.008)


-0.411**
(0.006)


Intr 0.363**
(0.020)


0.304**
(0.014)


Arr -0.087**
(0.006)


-0.098**
(0.005)


Constant 26.654**
(2.294)


14.353
(1.362)


Year
Dummies


No Yes No Yes


Obs. 83,936 83,936 83,936 83,936
R-squared 0.09 0.14 0.09 0.20


*and ** indicate significance levels at 5 percent and 1 percent. Standard 


errors in parenthesis.


Note: The final panel includes 10,492 nonfinancial companies that filed


 tax returns under the same EIN and were selected by the SOI sampling 


process every tax year from 1993 to 2000 and their total assets did not


increase by more than 10 times from one period to the next and did not file 


final returns in Tax Year 2000. Following G&L, I stopped adding powers 


to the polynomial when the next higher power was statistically insignificant. 
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and the same or higher overall R-squared as the final 
panel did.23 


To test whether the negative tax coefficient related 
to the companies with extreme observations, I excluded 
from my sample firms that had total debt greater than 
80 percent of total assets or firms that had any single 
asset equal to or greater than total assets. After these 
restrictions, my sample was reduced down to about 9,000 
records. The tax coefficient was again negative and sig-
nificant, with the rest of the control variables having the 
expected signs. Excluding those extreme observations 
reduced significantly the unobserved firm-specific error 
and raised the overall R-squared to 0.2 percent. 


Since the negative relationship between taxes and 
capital structure seemed to be independent of the depen-
dent variable and the sample, I turned my attention to the 
possibility of endogeneity bias between the dependent 
variable and the main regressor.24To correct the pos-
sible bias, I constructed an exogenous instrument.  The 


instrument is the average tax rate faced by all firms in 
each time period if the interest deduction is added back 
to taxable income but the instrumental variable tax coef-
ficient is again negative.


 Since the instrument does not seem to correct the 
bias, I followed the example of Graham, Lemmon, and 
Schallheim and generated a second marginal tax rate 
proxy (mrtint) using taxable income before the inter-
est deduction as a measure of the profits. I proceeded to 
estimate the log-linear models using fixed effects. Table 6 
reports the results of these regressions. The fixed effects 
tax coefficients of all three regressions are positive and 
significant at the 1-percent level. The tax coefficient, 
for the total debt regression, was equal to 0.06. So, after 
using a modified measure of revenue, one that includes 
the interest deduction, I found a significant distortion 
on the corporate financial policy caused by taxation. I 
estimated that firms in the 39-percent tax bracket are 


Table 5


Fixed Effects Regression Results


Log(tdr) Log(sdr) Log(ldr)
Variables
Log(dmr) -0.115**


(0.004)
-0.057**
(0.003)


-0.065**
(0.003)


Log(rassts) -2.432**
(0.526)


-2.202**
(0.409)


-0.503**
(0.474)


Log(rassts) 2 0.285**
(0.067)


0.242**
(0.052)


0.073**
(0.060)


Log(rassts)3 -0.016**
(0.004)


-0.013**
(0.003)


-0.005*
(0.004)


Log(rassts) 4 0.0005**
(0.0002)


0.0003**
(0.0001)


0.0002*
(0.0002)


Log(rassts)5 -0.00001**
(0.000003)


-0.00001**
(0.000002)


-0.000003*
(0.000002)


Log(dprr) 0.267**
(0.007)


0.034**
(0.005)


0.251**
(0.006)


Log(landr) 0.145**
(0.013)


-0.005
(0.011)


0.154**
(0.012)


Log(car) -0.108**
(0.006)


-0.076**
(0.005)


-0.038**
(0.005)


Log(intr) 0.310**
(0.015)


-0.018**
(0.012)


0.344**
(0.014)


Log(arr) -0.058**
(0.007)


-0.021**
(0.005)


-0.040**
(0.005)


Constant 8.148**
(1.621)


7.850**
(1.260)


1.249
(1.461)


Year
Dummies


Yes Yes Yes


Obs. 83,936 83,936 83,936
R-squared 0.14 0.014 0.20


*and ** indicate significance levels at 5 percent and 1 percent. 


Standard errors in parenthesis.


Note: The final panel includes 10,492 nonfinancial companies 


that filed tax returns under the same EIN and were selected by the


SOI sampling process every tax year from 1993 to 2000 and their 


total assets did not increase by more than 10 times from one period


to the next and did not file final returns in Tax Year 2000. 


Following G&L, I stopped adding powers to the polynomial when 


the next higher power was statistically insignificant. 


 Table 6


Fixed Effects Regression Results


Log(tdr) Log(sdr) Log(ldr)
Variables
Log(dmrtint) 0.058**


(0.006)
0.014**
(0.004)


0.049**
(0.005)


Log(rassts) -1.831**
(0.530)


-1.974**
(0.410)


-0.344*
(0.116)


Log(rassts)2 0.213**
(0.067)


0.215**
(0.052)


-0.032*
(0.011)


Log(rassts)3 -0.012**
(0.004)


-0.011**
(0.003)


0.001*
(0.0004)


Log(rassts)4 0.0003**
(0.0001)


0.0003**
(0.00009)


-0.00002*
(0.000007)


Log(rassts)5 -0.000003
(0.000002)


-0.000003
(0.000002)


-


Log(dprr) 0.274**
(0.007)


0.038**
(0.005)


0.256**
(0.006)


Log(landr) 0.156**
(0.014)


0.010*
(0.011)


0.160**
(0.013)


Log(car) -0.130**
(0.006)


-0.086**
(0.005)


-0.051**
(0.005)


Log(intr) 0.320**
(0.016)


-0.013**
(0.012)


0.350**
(0.014)


Log(arr) -0.069**
(0.007)


-0.027**
(0.005)


-0.047**
(0.006)


Constant 6.269**
(1.633)


7.139**
(1.265)


-0.043
(1.467)


Year
Dummies


Yes Yes Yes


Obs. 83,936 83,936 83,936
R-squared 0.13 0.01 0.20


*and ** indicate significance levels at 5 percent and 1 percent. 


Standard errors in parenthesis.


Note: The final panel includes 10,492 nonfinancial companies 


that filed tax returns under the same EIN and were selected by the 


SOI sampling process every tax year from 1993 to 2000 and their 


total assets did not increase by more than 10 times from one period 


to the next and did not file final returns in Tax Year 2000. 


Following G&L, I stopped adding powers to the polynomial when 


the next higher power was statistically insignificant. 
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forecasted to finance 1.5 percent more of their assets 
with debt than firms in the 15-percent tax bracket. Firms 
in the top tax bracket, large firms, are forecasted to 
finance 1.2 percent more of their assets with debt than 
small firms. The coefficients of the asset composition 
variables have the expected signs and are significant at 
the 1-percent level.


 Dividing debt into short-term and long-term also 
produces very interesting results. The tax coefficient 
of the long-term debt regression is greater than the tax 
coefficient of the short-term regression, 0.049 compared 
to 0.013. These coefficients are drastically different from 
the aggregate data coefficients presented in Table 2. 
The coefficients of the asset composition variables for 
both the short-term and long-term regressions have the 
expected signs and are statistically significant, except 
for the land and intangible assets coefficients of the 
short-term regression that are statistically insignificant.25  
Firms with higher depreciable assets have higher long-
term debt-to-assets ratios compared to their short-term 
debt ratios. Firms with higher ratios of cash-to-assets 
have higher short-term debt-to-assets ratios compared 
to their long-term debt ratios. 


To get a better understanding of the effects of taxa-
tion on the financial policy of firms of different size, I 
divide my sample into small, intermediate, and large 
firms.26 Small firms have lower debt-to-asset ratios than 
the rest of the firms, 26 percent of total assets compared 
to 31 percent for intermediate and large firms. The major-
ity of that debt for all three categories is long-term debt, 
but, for small firms, long-term debt is a lower percentage 
of total debt. Large firms have the highest combined ratio 
of depreciable and intangible assets, with intermediate 
firms being a close second. The amount of cash firms 
hold is inversely related to their sizes. Firms in the low-
est asset class hold more than one fifth of their assets 
in cash, while firms in the highest asset class hold only 
about 6 percent of their assets in cash. The progressive-
ness of the tax system is evident in both marginal tax rate 
proxies. The average marginal tax rates, for both proxies, 
increase as the asset classes rise. An additional dollar of 
taxable income increases the tax liability of large firms 
by more than 7 cents, 22.7 percent, whereas an additional 
dollar of taxable income increases that of small firms by 
15.8 percent. The interest paid deduction has the highest 


impact on the tax liability of the larger firms. If interest 
paid was not tax-deductible, then the 7 cents of additional 
tax liability for large firms would have been 10 cents. 
These findings are not surprising, since large firms hold 
more debt, but they give us a measure of the importance 
of the interest deduction as a tax shield.


The fixed effects regression results of the log-linear 
model for separate asset-sized classes are reported in 
Table 7. The dependent variable for the fixed effects 
regression is the marginal tax rate based on taxable 
income before the interest deduction (mrtint).27 The 
estimated tax coefficients are:  0.057 for small firms, 
0.055 for intermediate firms, and 0.085 for large firms. 
So, I found evidence of a positive relationship between 
taxation and corporate debt for all three types of firms. 
Contrary to the G&L findings, taxes had the largest ef-
fect on the use of debt for the largest firms, and the tax 
effect for intermediate firms is comparable to the tax 
effect for small firms. The coefficients of the majority of 
the control variables had the anticipated sign and were 
statistically significant. 


Table 7


Fixed Effects Regression Results
$1 under


$10,000,000
$10,000,000


under
$100,000,000


$100,000,000
or more


Log(tdr) Log(tdr) Log(tdr)
Variables
Log(drtint) 0.057**


(0.007)
0.055**
(0.014)


0.085**
(0.036)


Log(rassts) -0.422**
 (0.101)


-2.807**
(0.514)


-0.826**
(0.159)


Log(rassts)2 0.029**
(0.007)


0.158**
(0.031)


0.042**
(0.009)


Log(rassts)3 -0.0006**
(0.0002)


-0.003**
(0.0006)


-0.0007**
(0.0001)


Log(dprr) 0.292**
(0.008)


0.268**
(0.013)


0.144**
(0.021)


Log(landr) 0.156**
(0.016)


0.192**
(0.031)


0.118**
(0.058)


Log(car) -0.134**
(0.007)


-0.108**
(0.012)


-0.190**
(0.022)


Log(intr) 0.378**
(0.024)


0.307**
(0.026)


0.232**
(0.027)


Log(arr) -0.095**
(0.008)


0.037**
(0.014)


-0.050**
(0.021)


Constant 2.113
(0.444)


16.564**
(2.883)


-5.479**
(1.008)


Obs. 54,024 21,360 8,552
R-squared 0.17 0.09 0.10


*and ** indicate significance levels at 5 percent and 1 percent. Standard 


errors in parenthesis.


Note:  Following G&L, I stopped adding powers to the polynomial when
the next higher power was statistically insignificant. 
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Next, I divided debt into short-term and long-term, 
and I re-estimated the model. All tax coefficients were 
positive and statistically significant. The effect of taxa-
tion on the long-term debt of small firms was large when 
the effect on short-term debt was very small. The oppo-
site was true for large firms, where the effect of taxation 
on short-term debt was approximately two times the 
effect on long-term debt. Finally, the effects of taxation 
on short-term and long-term debt for intermediate firms 
were approximately the same. I believe that these find-
ing can be supported by intuition. Although small firms 
have relatively less long-term debt than intermediate and 
large firms, this debt doubles as debt tax shield. Large 
firms have more mature capital structures; they follow 
debt target level for their long-term borrowing and use 
short-term borrowing to create tax shields as needed. 
Summarizing my findings, I found evidence of a positive 
relationship between corporate taxation and the total debt 
ratios of small, intermediate, and large firms. 


 Conclusion


Past empirical research on the effects of taxation on 
corporate financial policy has been limited, due to lack 
of data, to large publicly-traded firms or small closely-
held partnerships. The more recent studies of the capital 
structure literature find a positive relationship between 
taxation and the debt levels of those firms. The only 
work that looks at the entire corporate population is a 
study by Gordon and Lee. They utilized an aggregate 
time-series dataset from 1950 to 1995 to find evidence 
that taxation increases the use of debt. In this study, I 
used the SOI aggregate and microdata files to research 
the effects of taxation on the corporate financial policy 
from Tax Years 1993 to 2000.


When using the aggregate dataset, my findings sug-
gest that taxation in the 1990’s still affected the financial 
policy of firms but to a somewhat lesser extent. I found 
that large firms in the 1990’s finance 1.4 percent more of 
their assets with debt relative to the smaller firms. That 
it is a significant decrease compared to the 9.2 percent 
estimated by G&L. I believe that this decrease is in its 
entirety due to the lower tax rates faced by all firms and 
by the reduction in the gap between the tax rates faced 
by small versus large firms. 


When using a firm-level dataset, and after isolating 
the unobserved firm-specific effects and using a modi-
fied measure of revenue, my findings suggest that there 
is a positive relationship between taxation and the use 
of corporate debt. Contrary to the G&L findings, taxes 
have the largest effect on the use of debt for the largest 
firms and a positive effect on the use of debt for inter-
mediate firms.


Appendix


Definitions of Variables and Expected 
Signs 


Dependent Variables


Tdr  Ratio of total debt to total assets. Measures total 
debt as a percentage of total assets. Total debt 
is equal to the sum of mortgages, notes, bonds 
payable (Form 1120, page 4 balance sheet, lines 
17 and 20).


Sdr  Ratio of short-term to total assets. Measures 
short-term debt as a percentage of total assets. 
Short- term debt is equal to the sum of mort-
gages, notes, bonds payable in less than 1 year 
(Form 1120, page 4 balance sheet, line 17).


Ldr  Ratio of long-term to total assets. Measures 
long-term debt as a percentage of total assets. 
Long-term debt is equal to the sum of mortgages, 
notes, bonds payable in 1 year or more (Form 
1120, page 4 balance sheet, line 20).


Tax Variables


Dmr Equal to mrt minus ifmr. Measures the tax 
incentive the firm has to use debt. (+)


Mrt Proxy for marginal rate using taxable income. 
The rate is set equal to the marginal statutory 
rate that applies to the highest dollar of taxable 
income (Form 1120, page 1, line 30). The rate 
is set to zero when taxable income is zero. (+)
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Dmrtint  Equal to mrtint minus ifmr. Measures the 
tax incentive the firm has to use debt. (+)


Mrtint  Proxy for marginal rate using taxable in-
come before the interest deduction. The rate 
is set equal to the marginal statutory rate 
that applies to the highest dollar of taxable 
income before interest deduction (Form 
1120, page 1, lines 30 and 18). The rate 
is set to zero when taxable income before 
interest deduction is zero. (+)


Ifmr Proxy for yearly individual tax rate on in-
terest income multiplied by the fraction of 
household assets held outside of pensions 
and life insurance. The yearly rate is the 
weighted average marginal tax rate reported 
in the SOI individual returns publication. (-)


Control Variables


Rassts Total assts (Form 1120, page 4 balance 
sheet, line 15d) deflated by CPI. Real total 
assets.


Dprr  Ratio of net depreciable assets to total as-
sets. Net depreciable assets are equal to 
buildings and other depreciable assets less 
accumulated depreciation (Form 1120, page 
4 balance sheet, lines 10 a (c) and b (c)). (+)


Landr  Ratio of land to total assets. Land is equal 
to land net of any amortization (Form 1120, 
page 4 balance sheet, line 12). (+)


Car  Ratio of cash to total assets (Form 1120, 
page 4 balance sheet, line 1(d)). (-)


Arr Ratio of trade notes and accounts receivable 
to total assets. Trade notes and accounts 
receivable are equal to trade notes and ac-
counts receivable less allowance for bad 
debts (Form 1120, page 4 balance sheet, 
lines 2 a (c) and b (c)). (-)


Intr  Ratio of intangible assets to total assets. 
Intangible assets are equal to intangible 


assets (amortizable only) less accumulated 
amortization (Form 1120, page 4 balance 
sheet, lines 13 a (c) and b (c)). (+)


Yearly Variables


Ydmr Yearly average of dmr. 


Imr  Proxy personal marginal tax rate. 


Tb  Three-year Treasury Bill rate. Proxy for nomi-
nal interest rate.


Dj Average Dow Jones index deflated by GDP. 
Proxy for the business cycle.


 Endnotes


1  Source: Congressional Budget Office Web site; 
Table 3 Revenues by Major Source, 1962-2003.


2  Beginning in 2003, the maximum tax rates on 
qualified dividends have been lowered to 15 
percent from 39.6 percent. For sales and other 
dispositions of property after May 5, 2003, the 
maximum tax rates on net capital gains have been 
lowered to 15 percent from 20 percent. 


3  Although the ratios fluctuate from year to year, 
firms relay primarily on internal generated cash 
(retained earning plus depreciation) to finance new 
investments. Industry averages show that the ratio 
can range from 40 percent to 85 percent (Brealey 
and Myers, 2000).


4  The most widely used nondebt tax shields in Tax 
Year 2000 were: depreciation, compensation of 
officers, employee benefit programs, advertising, 
and contributions to pensions and profit-sharing 
plans.


5  In a later paper (1996), he adds two more accept-
able marginal tax rate proxies, a trichotomous 
variable and the statutory marginal tax rate.


6  The top corporate tax rate for that time period 
ranged from a high of 52 percent, from 1952 to 
1963, to a low of 34 percent, from 1988 to 1992.  
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7  The data are aggregated based on the end-of-year 
total assets reported in the balance sheet by each 
firm. For the studies used by Gordon and Lee, the 
number of asset classes ranged between ten and 
fourteen. For my dataset, there are eleven asset 
classes. The breakdown of the asset classes is: (1 
under 0.1m), (0.1m under 0.25m), (0.25m under 
0.5m), (0.5m under 1m), (1m under 5m), (5m 
under 10m), (10m under 25m), (25m under 50m), 
(50m under 100m), (100m under 250m), (250m 
or more), and (zero assets). The last asset class 
groups returns that had no ending assets, and was 
not used in my analysis.


8  The term domestic corporation refers to compa-
nies incorporated in the United States but does 
not necessarily imply that all their activities are 
domestic. For foreign corporations engaged in 
trade or business in the United States, only income 
that was considered effectively connected with the 
conduct of a trade or business in the United States 
was included in the statistics.


9  The Business Cycle Dating Committee of the Na-
tional Bureau of Economic Research, November 
26, 2001, reports that the longest expansion in 
the NBER chronology reached its peak in March 
of 2001.


10  Tax receipts are total income tax after credits 
reported on Table 1 of the Corporate Income Tax 
Returns Publication..


11  The sample selection process is set up in such a 
manner that any firms selected into the sample in 
a given year will be selected again the next year, 
providing that the firm files a return using the 
same employer identification number (EIN) in 
the two years and that it falls into a stratum with 
the same or higher sampling rate. Note that a firm 
will usually change its EIN when it merges with 
another firm. For more detailed explanation of the 
sampling process, see Section 3 of the Corporate 
Income Tax Returns Publication.


12  Such firms have unusually large amounts of debt 
and no taxable income.


13  Financial reporting usually follows the generally 
accepted accounting principles (GAAP) rules is-
sued by the Financial Accounting Standards Board 
(FASB).


14  The use of book data is an issue for all prior lit-
erature, Auerbach and Poterba (1987) review pre 
TRA86 data and they report that the differences 
between the tax and book amounts reported by 
firms can be significant.


15  The intangible assets number maybe inflated by 
the Internet bubble.


16  My findings are in line with the historical marginal tax 
rates reported at the Tax Policy Center’s Web site.  


17  Proxy for yearly individual tax rate multiplied 
by the fraction of household assets held outside 
of pensions and life insurance. The yearly rate is 
the weighted average marginal tax rate reported 
in the SOI individual returns publication.


18  I set the tax incentive as the simple difference 
between the corporate marginal tax rate and the 
individual tax rate on interest income. Other lit-
erature is investigating the tradeoff and how the 
individual tax rate differences (dividends versus 
interest versus capital gain rates) are affecting 
capital structure, but this issue is beyond the scope 
of this paper.


19  The total debt is the sum of mortgages, notes bonds 
payable in less than 1 year and mortgages, notes 
bonds payable in 1 year or more.


20  This is the only variable deflated using the Con-
sumer Price Index (CPI); the rest of variables are 
in current dollars.


21  To estimate the model, following the work of Gen-
try (1994), I transformed all dependent, tax, and 
control variables by adding one to all observations. 
I did so because those variables have observations 
that are equal to zero. I also tried another model 
with the log of the total debt ratio as the depen-
dent variable, but the log-liner model consistently 
produced the highest adjusted R-squared.
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22  Originally, I thought that, due to the large number 
of observations in our panel, random effects may 
be the better choice than fixed effects, but the 
Hausman test rejected the random coefficients as 
inconsistent.


23  Because for these regressions I dropped observa-
tions based on the magnitude of the dependent 
variable, these results may be spuriously induced.


24  I also allowed for the possibility of dynamics of 
adjustment of the debt-over-asset ratio by includ-
ing in the right-hand side of the empirical model 
a one-period lag of the ratios and estimating the 
model using the method of Arellano and Bond. 
The one-period lag coefficient was both positive 
and significant with the tax incentive still having 
a negative effect, but I found that the instrument 
variables, dmr and dprr, were correlated to some 
set of residuals and are not acceptable, and the 
model failed the Sargan test of overidentifying 
restrictions.


25  The time dummy coefficients for these regres-
sions were statistically insignificant; so, I did not 
estimate the second equation.


26  I decided against using the thirteen SOI asset 
classes because their breakouts were too detailed. 
My breakouts, based on yearend total assets are:  
small firms, less than $10,000,000; intermediate 
firms, $10,000,000 less than $100,000,000; and 
large firms, $100,000,000 or more.


27  In order to retain the panel aspects of my datasets 
and because firms over the eight years time-series 
moved in and out of asset classes I assigned to all 
eight observation of each firm the same asset class 
based on the firms’ 1996 year-end total assets.
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The Internal Revenue Service's Statistics of Income 
(SOI) Division has had, for over 15 years, a 
Consultants’ Panel whose membership consists of a 
distinguished group of individuals from academia, 
nonprofit organizations, State and local government, 
and the private sector.  The Panel has always had a keen 
interest in helping SOI fulfill its mission by assisting 
SOI staff to improve its overall performance and in 
providing guidance and advice to make SOI ever more 
efficient, forward thinking, and responsive to its many 
customers in and outside of the public sector.  In 
addition, the Panel has served as a management 
sounding board on issues, including strategic planning, 
data dissemination, and project prioritization. 
 


For many years, this assistance was primarily as a 
result of periodic meetings in which SOI staff presented  
ongoing plans and operations to Panel members and 
invited guests from the public to solicit feedback, 
guidance, and direction.  While these efforts were 
beneficial, both Panel members and SOI staff agreed 
that greater involvement in the core operations of SOI 
could be mutually beneficial.  This paper is a progress 
report on how SOI has solicited greater involvement 
from its Panel members, what has been accomplished to 
date, and what approaches and initiatives are being 
planned for the future. 
 
Background Information 


The SOI function goes back to the enactment of the 
modern income tax in 1913.  In the 1916 Act, it was 
written that "the Secretary (of the Treasury) shall 
prepare and publish not less than annually statistics 
reasonably available with respect to the operations of 
the internal revenue laws." Despite many revisions to 
the tax law, the original requirement of that Act 
continues to this day.    


 
The mission of the SOI program is to collect and 


process data so that they become meaningful 
information and to disseminate this information to 
customers and users. The SOI Division conducts for the 
Internal Revenue Service and Treasury Department 
studies on the operations of tax laws with respect to 
individuals, corporations, partnerships, sole 


proprietorships, estates, nonprofit organizations, and 
trusts, as well as specialized studies covering both 
inbound and outbound international activities.  
 


The SOI Division has produced studies and 
published reports for over 85 years.  However, around 
1980, with the advent of modern computing and 
microsimulation modeling by policy and revenue 
estimation functions at Treasury and elsewhere, it 
became apparent that SOI had not kept up.  In the first 
half of the 1980's, under the direction of then Director 
Fritz Scheuren, a major overhaul of SOI's 
methodologies and key business processes began.  By 
mid-decade, several developments and accomplish-
ments were of note: 


 
1. A renewed emphasis on quality that had come to the 


Internal Revenue Service was closely embraced 
within SOI. 


2. SOI began to attract many new technical staff who 
could help lead the retooling of projects. 


3. SOI began to develop its own "minicomputer 
network," replacing reliance on IRS mainframe 
technologies where statistical programs were a low 
priority. 


4. An SOI "Consultants Advisory Group" was formed 
to help guide and direct these efforts.  


 
Minicomputers were placed in SOI's headquarters 


in Washington, as well as in two key field sites, Ogden, 
Utah and Cincinnati, Ohio. Pilot projects began to 
develop a one-pass approach to the complex data 
editing operations that were a substantial improvement 
over the multi-iterative approach used on the IRS 
mainframe computer systems. Each year, SOI staff 
made regular and continuous improvements to the 
systems, so that, over time, SOI's data processing and 
analytical capabilities became quite sophisticated. 
 
Early Involvement by the Panel 


The Consultants’ Panel evolved from discussions 
and involvement with the late Joe Pechman, a scholar at 
The Brookings Institution, who saw the large public 
value in greater access to and dissemination of tax 
return data.   In the early 1960's, SOI had developed its 
first public-use microdata file, a non-identifiable subset 
of the annual sample of individual tax returns, at 
Pechman's urging, as an invaluable tool for tax policy 







analysts outside of the Government who did not have 
access to SOI's rich data files.  The success of the 
public-use file and the potential gain for the policy 
analyst community prompted him to host periodic 
meetings at Brookings and eventually suggest the 
formation of a formal advisory board in the mid-1980's. 
 


The formation of an advisory group by IRS’s 
Statistics of Income Division was not unique to the 
Federal statistical agency community.  Most of the 
major Federal statistical agencies have a long history of 
using one or more advisory groups as a mechanism for 
inviting the participation of private citizens in their 
decision-making processes. [1]  In 1986,  the SOI 
Division was a relative latecomer to this arena and 
chose a less formal arrangement by forming an ad hoc 
group as opposed to an advisory committee operating 
under the provisions of the Federal Advisory 
Committee Act (FACA; Public Law 92-463, 92nd 
Congress, House of Representatives 4383, October 6, 
1972).  From the beginning, the SOI Division obtained 
advice from the individual members of its advisory 
group rather than from the group as a whole.   
 


The SOI Consultants Panel formally began in the 
spring of 1986 with a general mission of use as a 
sounding board and a source of ideas and innovations.  
Planning sessions between Joe Pechman and then SOI 
Director Fritz Scheuren in preparation for the first 
meeting established the scope and character of the 
Panel.  Initially, they determined that the main purpose 
of the Panel was to help shape the SOI program so its 
products would be given wider use in the research 
(academic/business/policymaking) community.  The 
spring was chosen for the first meeting to coincide with 
the completion of SOI’s multiyear planning process, 
and it focused on the current SOI program with special 
emphasis on future directions and changes.  A follow-
up meeting was suggested for the fall of that year 
because it would serve as a checkpoint on the degree to 
which SOI could incorporate changes into its plans in 
preparation for the next multiyear plan.  It was also 
thought that a spring 1987 meeting would provide the 
forum for reviewing the new plans resulting from the 
above process and for deciding on the periodicity of 
meetings thereafter.    Thus was born, 17 years ago, a 
framework for SOI to gain more systematic input about 
how well it was doing as an organization and how it 
might improve service to its customers that has become 
an integral part of the SOI culture. 


   
Seventeen years ago, at the fall 1986 meeting, SOI 


concluded the session by giving all Panel members and 
participants an opportunity to identify those issues they 
felt the Division should be most concerned with.  Many 
of the areas mentioned then were, and still are, a major 


focus of the SOI program, perhaps underscoring their 
significance, and yet also indicating SOI’s need to 
continually work to improve what it does best.  Some of 
the issues raised at that session that still resonate today 
include:  risk of disclosure for microdata; public access 
and confidentiality issues; archiving and documenting 
historical files; the implications of electronic filing on 
the SOI program; and the development of more 
longitudinal data.   It is also true that, while many 
topics have been repeated on the agendas over the 
years, there has also been much variety introduced into 
the sessions.  Some noteworthy examples include 
conducting offsite meetings at two IRS service centers; 
inviting guest speakers; and organizing the session as a 
workshop.  Many Panel meetings were organized 
around particular themes, some focused on 
technological innovations, while others included online 
demonstrations of SOI's computer systems. 


 
The focus of the Panel meetings has included tax 


policy data needs, statistical disclosure research, 
computer modernization, microsimulation modeling, 
tax reform, and individual and corporation data.  Early 
Panel meetings in the late 1980’s and early 1990’s 
regularly included updates on the SOI Division’s 
individual, corporation, partnership, foreign, and 
special studies programs.  These meetings frequently 
included presentations by Panel members on such 
topics as State tax statistics, household surveys with tax 
data, analyzing SOI panel data, individual tax model 
research, and economic statistics initiatives.   Later, 
such topics as the earned income tax credit, tax gap, the 
Survey of Consumer Finances, use of SOI data in 
emerging tax issues, data sharing legislation, and data 
warehousing were covered.  


 
Panel Feedback and Input 


While each Panel meeting agenda throughout the 
years comprised different, specific topics, which were 
interesting and educational, discussions of SOI 
programs or systems between SOI staff and Panel 
members were often the most revealing and beneficial.  
Though SOI periodically received much praise for the 
quality, usefulness, and importance of its data and the 
professionalism and caliber of its staff, it also 
recognized that it needed to do more, in some part 
because of the feedback and input from Panel meeting 
discussions.   As was hoped when the Consultants Panel 
was originally formed, ideas for improvements were 
presented, suggestions were made in a neutral 
environment, and general underlying themes kept 
recurring that  eventually pinpointed a number of 
program shortcomings.  One result was that SOI 
immediately undertook initiatives to address program 
limitations and deficiencies. [2]   Former Director Fritz 
Scheuren and current Director Tom Petska, who was at 







the time Chief of the Division’s Coordination and 
Publications Staff, developed a list of items from these 
initiatives to present to Panel members for 
consideration and comment.  These items were 
discussed as a “research and improvement agenda” at 
one of the Panel meetings in the early nineties.  
Discussions focused on tradeoffs among improvement 
priorities, and Panel members were polled for their own 
individual rankings.  Five initiatives include the needs 
for greater program timeliness, improved data 
consistency, better tracking of demographic changes, 
preservation of historical information, and public 
access.   These five are summarized below. 


 
• Timeliness--The fact that users never have 


enough current information from tax returns is 
an inherent weakness of the SOI program.  
Timeliness of SOI studies has been a focus for 
improvement and one in which some success 
has been achieved.  In all major SOI studies, 
there is an ongoing commitment to complete 
statistical processing within a minimum time 
after the close of the sampling period.  
Delivery dates have improved as a result.  
Preliminary data are also provided as early as 
possible. 


 
• Data Consistency--Problems of data 


consistency are of two general types, statistical 
and conceptual.  Despite extensive validity 
testing, inconsistent or erroneous data still 
escape undetected for a variety of reasons in 
some SOI data files.  Efforts continue to rid 
these out of the system.  Improving the 
conceptual clarity and year-to-year consistency 
of the content of tax and information returns is 
also a problem that has no easy solution.  
Where possible, efforts have been made to 
ensure consistency in time series data. 


 
• Tracking Demographic Changes--The 


redesign of the individual program at the 
request of Treasury’s Office of Tax Analysis 
(OTA) underscored the need to improve 
longitudinality in SOI studies.  Transactions 
such as capital asset realizations, that can have 
multiyear ramifications, can only be examined 
by means of a panel data base.  A similar need 
for greater longitudinality also applied to 
business sector studies.  Tax reforms, 
particularly those affecting individual and 
corporate tax rates, have increased the 
occurrence of changes of legal form, such as 
switching from a corporation to a limited 
partnership.  Developing panel data in the 
individual and corporate areas has been a 


major focus of SOI work over the past 10 
years. 


 
• Preservation of Historical Information--


Although current efforts are focused on better 
meeting current and future customer needs, 
SOI has become “keeper” of an abundance of 
tax information documents in a variety of 
media.  Much of this information, though 
cumbersome to use, is irreplaceable.  
However, as new technologies become 
available, the cost of moving this information 
into more user-friendly formats will drop 
considerably.  A difficult decision has been 
and continues to be how many current 
resources should be diverted from present 
work to safeguard this historical information. 


 
• Public Access--Tax returns are protected by 


law from public scrutiny, and strict procedures 
govern the handling of returns and computer 
tape files containing such information.  Even 
after specific identifiers (e.g., name, address, 
and Social Security number) are removed, the 
remaining tax return data are usually still 
confidential.   While SOI’s primary customers 
are authorized to receive detailed tax return 
microdata files, other users may have only 
summary tabulations.  Public-use microdata 
files of individual tax data have been produced 
regularly since 1960 and are the only source of 
certain information.  An ongoing issue for SOI 
has been how to make more tax microdata 
publicly available to researchers outside of  
Government.  This will continue to be studied 
in both the individual and corporate areas. 
   


These items are all crucial to the growth, 
development, and success of SOI if it is to be 
considered a world-class statistical organization.  Panel 
members’ opinions on these topics during Panel 
meeting discussions over the years were certainly one 
of the factors that helped shape SOI’s thinking and 
decision-making as the Division sought to make 
continual improvements to its programs. 
 
Panel Membership 


With rotating membership, the Consultants’ Panel 
has met virtually every year since 1986. The 10-15 
members of the Panel represent academia, the corporate 
world, economic research centers, State governments, 
and nonprofit "think tanks."  Attendees at Panel 
meetings include the members themselves, SOI staff, 
and invited guests. These include members of the 
Treasury’s Office of Tax Analysis (OTA); the 
Congressional Joint Committee on Taxation (JCT); the 







Congressional Budget Office (CBO); the General 
Accounting Office (GAO); the Census Bureau; the 
Federal Reserve Board; and others from research 
organizations and academia.  The daylong meetings are 
usually held at The Brookings Institution in the spring 
or fall. SOI reimburses Panel members only for travel 
and per diem; so, their advice and guidance are largely 
pro bono.  


 
The Panel was originally chaired by the late Joe 


Pechman of Brookings and consisted of 12 additional 
members. Of those 12, the 4 who remain to this day are: 
 
• Martin David, the University of Wisconsin and The 


Urban Institute 
• Dan Feenberg, the National Bureau of Economic 


Research 
• Gene Steuerle, The Urban Institute 
• Bob Strauss, Carnegie Mellon University 


 
     In addition to the above, the current Panel 
membership has added the following members, all of 
whom have served at least 5-10 years: 
 
• Bill Gale, The Brookings Institution and Panel 


Chair 
• Steve Caldwell, Cornell University 
• Virginia Hodgkinson, Georgetown University 
• Tom Neubig, Ernst & Young 
• George Plesko, MIT 
• Joel Slemrod, University of Michigan 
• Lin Smith, PricewaterhouseCoopers 
• Phil Spilberg, California Franchise Tax Board 
• Jenny Wahl, Carlton College 
• Sally Wallace, Georgia State University 
 
Benefits from the SOI Consultants’ Panel 


Over the years, the SOI Consultants’ Panel has 
become a critical part of the communication process 
between SOI and its customers.  While other statistical 
agencies, like the Census Bureau and the National 
Center for Health Statistics, hold major user 
conferences on a regular basis to receive input from 
their customers, SOI has chosen this small-scale and 
relatively inexpensive approach to keep its customers 
informed. 


 
There have been many benefits to SOI from the 


Panel.  These include: 
 


• The Panel provides an opportunity to tap into an 
extensive knowledge base of tax experts, some of 
whom are regular SOI data users. 


• SOI staff members have given presentations to the 
Panel on technological and methodological 


improvements in SOI programs or quality initiatives 
that affect SOI projects.  These occasions have been 
valuable learning experiences for staff members and 
resulted in specific suggestions, which have led to 
further improvements.  


•    A continuous theme from the Consultants’ Panel has 
been the need for more timely and electronically 
available data.  In the early 1990’s, this led to the 
development of the SOI Electronic Bulletin Board, 
the forerunner of the current Tax Stats on the IRS 
website. 


• Demonstrations of online systems have led to 
improved understanding by users of how SOI data 


      are processed.   
• Discussions of statistical innovations by SOI staff 
      have resulted in valuable comments that led to 
      further improvements in SOI methodology. 
• Panel members also strongly advocated the need for 
      developing metadata systems, which more fully 
      document a study’s processes from start to finish. 
• Input from microsimulation modeling experts has 
      helped SOI to provide better data for its tax policy 
      analysts at Treasury and the Joint Committee on 
      Taxation. 
 
New Directions 
      All Panel members believe it is important to have 
public-use data on the functioning of the tax system and 
have given time and energy to ensure that SOI 
continually improves its capabilities to make available 
timely, high quality data from tax and information 
returns.  Under the tutelage of new SOI Director Tom 
Petska, the Panel once again meets biannually, and 
members have been asked to get more involved in areas 
of SOI modernization. 
 
    As noted above, the SOI Division has produced 
annual Public-Use Files (PUF’s) since the early 1960's, 
and, while there has been periodic and anecdotal 
feedback from PUF users on how SOI could best 
suppress the data to minimize analytical pursuits, the 
Division never had a formal PUF users’ group.  In the 
spring of 2001, a group was formed and, after 2 years, 
has become an unqualified success.  PUF data users 
have welcomed the opportunity to contribute to overall 
plans for disclosure suppressions. 
 
      The PUF users’ group has six members from the 
user community, two of whom are Panel members.  The 
success of the PUF Users’ Group as a way to improve 
communications with users, to obtain users’ advice, and 
to revise data files in a way most useful to data users is 
an excellent model for forming similar subgroups from 
the SOI Consultants’ Panel membership.  As a result, 
SOI Director Petska decided to seek additional Panel 
involvement and assistance to streamline SOI 







operations in four additional areas.  His expectation was 
that every Panel member will become a member of one 
of these subgroups and help SOI explore possibilities 
for systematic improvements in its key operations.  
These areas are: 
 


1. Modernizing SOI's website to efficiently 
disseminate data;  


2. Guiding research in estates and gift taxation 
and personal wealth;  


3. Improving SOI's publications and tables; and  
4. Advising on how to improve training and 


employee development. 
 
      Each of these areas, and the roles for assistance 
from the Panel members, are described below.  
 


1. Web modernization team.--In the fall of 
2002, an inhouse team of SOI’s Internet 
"visionaries" was commissioned to scope out 
the best capabilities and Internet features and a 
new look for SOI’s website, “Tax Stats."  This 
team sought support from members of the 
Consultants’ Panel as resources in making 
improvements to the website.  One initial task 
was to visit the 60+ websites listed in 
FEDSTATS, the Federal agencies' primary 
source point for statistics, to scope out best 
practices and then broaden the search.   The 
SOI goal is to implement the group’s 
proposals by redesigning the SOI website.  
This team currently consists of nine SOI staff 
members and three additional Panel members 
who are familiar with tools, capabilities, and 
features of state-of-the-art websites to help this 
effort achieve SOI’s goal of making Tax Stats 
the best website in its class. 


 
2. Evaluation of SOI table content and 


publications.--SOI has a long history of 
publishing since its original mandate in 1916.  
Today, the Division publishes the quarterly 
Statistics of Income Bulletin, the annual 
Individual and Corporation complete reports, 
the annual Corporation Source Book, the 
annual report in the Methodology series, and 
the annual IRS Data Book.  In addition, SOI 
publishes periodic compendiums and, most 
recently, the proceedings for the newly 
established annual IRS Research Conference.  
A tremendous amount of time and effort goes 
into publishing these reports, but considerably 
less time has been spent evaluating the 
content, frequency, and dissemination of the 
publications.  Some of the tasks that a 
subgroup plans to undertake are:  review 


content and frequency of all SOI publications, 
examine how to make them more useful, look 
at methods of advertising and disseminating, 
and look at what is not being published that 
perhaps should be, e.g., new types of Bulletin 
articles.  A standing committee of senior SOI 
staff, working with three Panel members, has 
been formed to help anticipate these needs and 
make data more useful to a wider audience of 
researchers and practitioners.  Expanding the 
regular statistical content of publicly available 
data in publications and/or the website would 
make SOI data more useful to a broader 
audience, and also eliminate needs for "ad 
hoc" data requests, which can be disruptive. 


 
3. Research in estates, gift, and wealth.--The 


focus of research in the estate, gift, and wealth 
areas, including SOI support of the Federal 
Reserve Board’s Survey of Consumer 
Finances (SCF), is closely tied to the needs of 
the Office of Tax Analysis and the Joint 
Committee on Taxation.    For the SCF, a 
contractual agreement between the Federal 
Reserve Board and SOI regulates the use of 
administrative data and protects individuals 
from disclosure of their financial and tax data.  
However, it is beneficial to review the scope 
and direction, as well as the item content, of 
these areas of research.  One Panel member 
already works with SOI staff members on the 
estate, gift, and wealth team.  Three additional 
Panel members have recently joined this group 
to look at the recent body of work in these 
areas and help provide insights to SOI on the 
focus of this work.  The group is also 
interested in exploring innovative ways to 
make these data more valuable and more 
available, not only to Treasury and the Joint 
Committee, but also to outside users.       


 
4. Teaching and training SOI staff.--


Periodically, SOI has hosted invited speakers 
describing the importance of SOI data and 
how they use them in forecasting and 
economic or policy analysis. The two areas 
that have done this more systematically are 
SOI’s new employee orientations and 
infrequent formal training classes.  Concerning 
new employee organization, some years ago, a 
series of a dozen orientation briefings was 
developed for all new employees that 
concluded with presentations by SOI's 
principal external customers at Treasury, the 
Joint Committee on Taxation, and the Bureau 
of Economic Analysis.  Although new 







employees may not have been ready to grasp 
the complexities of the work of these agencies, 
other SOI employees asked to attend.  Also in 
the early 1990's, a 10-part course in Public 
Finance was designed and taught by invited 
senior public policy analysts (including some 
Panel members) to lecture on their work in 
public finance practice and how it relates to 
theory.  What this group seeks is to add Panel 
members to a new inhouse staff, initially to 
periodically brief SOI on policy analysis using 
tax and other microdata.  Next, working with 
SOI staff, training needs in tax law, policy 
analysis, the Federal statistical system, and 
statistical project management will be 
assessed, and inhouse training modules and 
short courses will be developed.  


  
With the four new subgroups, long-term plans 


are to encourage frequent, periodic meetings, as 
needed, of the subgroups but to host semiannual 
meetings for the entire Panel.  As requested by 
some members, periodic reports from the 
subgroups will be distributed to all Panel members 
at least once between the semiannual meetings.  
The general Panel meetings have traditionally been 
open to the public and widely announced. 
However, as the workings of the small subgroups 
progress, some thought is being given to restricting 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 the general meeting, which is open to the public, to 
once per year so that more attention can be given to 
improvements to SOI's internal operations and policies.  
 
Summary and Conclusions 
      The SOI Consultants’ Panel is a capable and 
energetic group of distinguished tax scholars, policy 
analysts, academics, and researchers in the public and 
private sectors who have generously offered their 
assistance to improve SOI operations.  Not to accept 
their offer of assistance would be a travesty.  This paper 
is an interim report on how this work has been 
structured, with an expectation of tangible benefits in 
the not-too-distant future.  As it learns of these initial 
attempts, SOI plans to refocus the talents of the Panel 
members to other aspects of SOI operations. 
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Measuring the Quality of Service to Taxpayers 
in Volunteer Sites


Kevin Cecco, Ronald Walsh, and Rachael Hooker, Internal Revenue Service


I n 2000, the Internal Revenue Service (IRS) estab-
lished an offi ce, called SPEC (Stakeholder Partner-
ships, Education, and Communication), that aims 


to assist underserved segments of the taxpaying public 
in satisfying their tax responsibilities.  These segments 
include elderly, disabled, low-income, multilingual, 
military, and other taxpayers who are otherwise unable 
to receive tax assistance.  To achieve its mission, SPEC 
establishes and maintains partnerships with key stake-
holders in local communities.  With ongoing support 
and guidance from SPEC, stakeholder partners coor-
dinate and manage site locations where taxpayers can 
receive support in tax preparation and answers to basic 
tax law questions from unpaid volunteers.


In order to effectively oversee partner relationships, 
SPEC must be able to measure the accuracy of the re-
turns fi led within SPEC sites.  From the 2000 through 
2005 fi ling seasons, SPEC relied on an unempirical ap-
proach to evaluating the quality of returns.  Each fi ling 
season, a team of reviewers was sent to a select group 
of sites to pose as taxpayers and record the quality of 
service received.  The results of these “shopping” re-
views were used as qualitative indicators of the actual 
accuracy of returns prepared in SPEC sites.


The Statistical Support Section (SSS) of the Sta-
tistics of Income (SOI) Division of the IRS provides 
general statistical consulting services on request for 
various areas of the IRS, as well as for other branches 
of the Federal Government.


In late 2005, SPEC requested SSS’s assistance in 
developing a new sampling methodology that could 
potentially result in more statistically defensible es-
timates of the accuracy of returns prepared in SPEC 
sites.  This new methodology was tested during both 
the 2006 and 2007 fi ling seasons.  While the test did es-
tablish the feasibility of the sample design, unexpected 
sources of nonsampling error arose during the test pe-
riod.  This paper details the proposed methodology and 
discusses the issues that may prevent this methodology 
from becoming a long-term solution to SPEC’s quality 
measurement needs.


 SPEC Site Overview


There are over 12,000 SPEC sites.  They are grouped 
into three basic partner types: Volunteer Income Tax 
Assistance (VITA), Tax Counseling for the Elderly, 
(TCE), and Military.  Each partner type is geared to-
ward serving a different segment of the taxpaying pub-
lic.  In addition, the country is split geographically into 
four distinct areas, which are themselves subdivided 
into 46-separate territories.


There are approximately 4,540 VITA and 7,822 
TCE sites nationwide.  They are physically located in 
public institutions within local communities.  VITA 
sites, which tailor to low and moderate income taxpay-
ers, are found in locations such as libraries, schools, 
and universities, while TCE sites, which accommodate 
elderly taxpayers, are found in establishments such as 
banks, senior centers, and churches.  There are also 
roughly 200 military sites set up on various military 
bases within and outside the United States, as well as 
on military ships at sea.


During the 2006 fi ling season (January through 
April), there were over 2 million returns prepared in 
and fi led from SPEC sites.  Distributing returns by 
partner type shows that VITA, TCE, and military sites 
prepared 713,703, 1,059,288, and 324,197 returns, 
respectively.


 Return Review Pretest Phase


The new methodology for the SPEC Return Review 
was tested over the course of the 2006 and 2007 fi ling 
seasons.  SPEC went through several steps in prepara-
tion for testing the methodology in the fi eld.  The fol-
lowing were conducted prior to the 2006 fi ling season:


 A data collection instrument (DCI) for the 
new Return Review was designed and tested.


 An online database to house review data and 
to generate reports was developed and tested.
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 Internal clearances granting permission to 
capture review data at the site level were ob-
tained.  Capturing data at this level was neces-
sary in order to calculate weighted point esti-
mates and confi dence intervals.


 An assessment was conducted of the capabili-
ties and limitations of the resources allocated 
to implementing  the Return Review.


 Estimates


The Return Review focused on the accuracy of tax-
preparation services provided by volunteers in SPEC 
sites.  The new DCI for the Return Review was bro-
ken out into eight major indicators of quality.  For each 
sampled return, it was determined whether or not the 
volunteer successfully completed each indicator while 
helping the taxpayers fi le their returns.  These indicators 
assessed the appropriateness and accuracy of different 
aspects of the return being fi led, such as the fi ling status 
of the taxpayer, the number of dependents claimed on 
the return, the deductions and credits claimed by the 
taxpayer, and the total tax owed or due.


After all indicators were evaluated for a single 
sampled return, the overall return accuracy for that re-
turn was determined by combining the results for all 
indicators using a “pass/fail” methodology.


The primary goal of the Return Review was to ob-
tain statistically valid estimates of the overall return 
accuracy for each partner type (VITA, TCE, military), 
separately, as well as all partner types combined over 
the course of the fi ling season.  Each of these estimates 
was needed within 5-percent precision.  90-percent con-
fi dence intervals were calculated for each estimate.


Secondary goals of the review included:


 overall accuracy by geographic region (area)


 overall accuracy by area by partner type


 individual indicator for the nation


 individual indicator for the nation by partner 
type


 individual indicator by area by partner type


 individual indicator by area for all partner 
types combined.


90-percent confi dence intervals were calculated for 
each of these estimates, as well. However, 5-percent 
precision was not required by SPEC.


 Sampling Frame


The list of SPEC sites is fl uid.  Each year, some 
sites that were previously operational close, while oth-
ers open for the fi rst time.  Therefore, a new sampling 
population for the SPEC Return Review must be de-
fi ned each year.  In establishing the sampling popula-
tion for the 2006 test year, SPEC chose to exclude sites 
that would be open for the fi rst time during the 2006 
fi ling season.  In addition, sites closing after the 2005 
fi ling season were removed.


Resources prevented SPEC from reviewing some 
sites in the population.  Due to their physical locations, 
a minimal number of sites were deemed inaccessible.  
These sites included military ships, overseas military 
bases, sites located in Hawaii, and nine sites impacted 
by Hurricane Katrina.  Inaccessible sites were removed 
from the sampling population.  After removing new, 
closed, and inaccessible sites from the sampling popula-
tion, 9,761 sites remained in the sample frame in 2006.


SPEC identifi ed the 11-week period between Janu-
ary 30, 2006, and April 16, 2006, as the timeframe when 
a majority of returns would be prepared in SPEC sites 
during 2006.  Any returns prepared in SPEC sites out-
side of this time period were excluded from the sample 
frame for the 2006 test year.


In summary, the fi nal sample frame for the 2006 
test year consisted of all paper and electronic tax returns 
prepared in the 9,761 SPEC sites that were open during 
the 2005 fi ling season and that were open and reviewer-
accessible between January 30 and April 16, 2006.


 Basic Review Process


The only way to evaluate the accuracy of a return 
prepared in a SPEC site is to physically travel to the site 
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location.  The need to review cases onsite puts distinct 
boundaries around SPEC sampling options and will ul-
timately drive the resource requirements for any qual-
ity review process.


There is a basic framework for any offi cial review 
of the quality of returns prepared in SPEC sites.  SPEC 
reviewers will have to travel to a select group of ac-
cessible SPEC sites over the course of a defi ned re-
view period.  The reviewers will need a sample plan 
that identifi es sites to be visited and a specifi c time-
frame for each visit.  Once at a site, reviewers will use a 
predefi ned case-selection technique to sample a desig-
nated number of returns prepared within the site.   The 
results for each selected return will be recorded on a 
predesigned DCI.


While there is a somewhat rigid structure associ-
ated with reviewing SPEC return accuracy, there are 
aspects of the process that can be modifi ed.  The num-
ber of site visits, the number of returns reviewed during 
site visits, the timeline for site visits, the process used 
to select sites to be visited, and the actual information 
gathered for each selected return all have some level 
of fl exibility associated with them.  Starting with the 
basic review process and making adjustments where 
possible, SSS worked with SPEC personnel to design 
a sample for the 2006 test year that met SPEC’s needs 
without overburdening available resources.


 Sample Design


Based on the statistically reliable estimates required 
by SPEC, the sampling frame, and the basic procedures 
involved with reviewing returns, it was decided to em-
ploy a “two-stage stratifi ed random sample of unequal-
sized clusters selected with probability proportional to 
estimated size (PPeS)” sampling methodology for the 
2006 test year.


The sampling frame was stratifi ed fi rst by the three 
partner types and then by each of the 11 weeks included 
in the sample period, for a total of thirty-three mutu-
ally exclusive strata.  Stratifying by type of partner was 
an estimate-driven decision.  Due to variability in the 
number of returns prepared between partner types, sta-
bilizing sample sizes by type was necessary to facilitate 


estimates for individual partner types.  Stratifying by 
week was a resource-driven decision.  It allowed con-
trol of sample sizes by week, which was necessary to 
streamline reviewer travel time without overburdening 
allocated resources.


A two-stage sampling approach was utilized during 
the 2006 test year.  The primary sampling units (PSUs) 
were defi ned as individual sites.  Because sites within 
a given stratum had varying numbers of returns pre-
pared, PSUs were treated as unequal-sized clusters.  In 
the fi rst stage, a unique random sample of PSUs was se-
lected within each stratum using a PPeS methodology.  
Sampling of PSUs was done with replacement.


Master File data were used as the source for es-
timated Measures of Size (MOS) in the fi rst stage of 
all PPeS selection procedures.  Returns fi led electroni-
cally from SPEC sites post to the IRS Master File da-
tabase approximately 2 weeks after the date they were 
prepared.  Paper returns take approximately 6 weeks to 
post.  Master File provides weekly reports containing 
“date-posted” information for all returns fi led from in-
dividual SPEC sites.  Using Master File data from the 
prior year (2005), SSS obtained MOS for individual 
PSUs by applying necessary adjustments to account 
for the discrepancy between the date posted and the 
date prepared.


A site visit was conducted for each PSU selected in 
the fi rst stage.  Site visits occurred during the specifi c 
weeks associated with each PSU’s stratum.  The ba-
sic sampling unit within a PSU was defi ned as a single 
paper or electronic tax return fi led.  An equal size sub-
sample of returns was selected during each site visit.  
Sampling units were selected on a “fi rst-come, fi rst-
served” basis by reviewers.  Sampling at the second 
stage was done without replacement.


 Sample Size Determination


Several pieces of information were taken into ac-
count when determining the sample size for each stage 
of the 2006 sample plan.  Working with SPEC per-
sonnel, SSS established that confi dence intervals for 
all primary goal estimates should be at the 90-percent 
level with a 5-percent margin of error.  The results from 
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the “shopping” review conducted during the 2005 fi l-
ing season were used as very conservative predictors 
of the overall accuracy expected in 2006.  In addition, 
resources restricted the number of visits that could be 
conducted each week and over the course of the fi ling 
season, while sites’ hours of operation and time con-
straints limited the number of reviews that could be 
physically performed during a single visit.


Prior to determining the actual sample size for the 
fi rst stage, it was decided to make sample sizes consis-
tent across strata.  In other words, the same number of 
visits would be conducted for each partner type each 
week.  Streamlining the logistics of reviewer travel 
planning in this way was necessary to help minimize 
travel costs and to design a viable sample plan.  To pre-
serve the EPSEM nature of the PPeS design, it was also 
decided to make sample sizes consistent in the second 
stage.  In other words, the same number of returns would 
be sampled and reviewed during every site visit.


Given these constraints, along with a lack of auxil-
iary and historical information about the sample frame, 
SSS utilized an unscientifi c ad hoc simulation process 
to determine the fi rst and second stage sample sizes 
for the 2006 test year.  SSS recommended that SPEC 
conduct 25 visits to each partner type each week and 
sample 3 returns during each visit during the 2006 Re-
turn Review.  With 3 partner types and 11 weeks in-
cluded in the review period (33 total strata), this design 
resulted in a total of 825 planned visits to be conducted 
and 2,475 returns to be sampled during 2006.


 Estimate and Margin of Error   
Calculations


The combined ratio estimator was used to calculate 
all primary and secondary goal estimates (see Estimates 
section).  The generalization of the Hansen-Hurwitz es-
timator appropriate for two-stage cluster sampling was 
used to estimate the total accurate and the total applica-
ble returns (or individual indicators), separately, across 
all relevant strata.  A ratio estimate was then calculated 
by dividing these two estimated totals.


For each ratio estimator, the formula for the esti-
mated variance of the Hansen-Hurwitz estimator for 


two-stage PPS sampling was used to estimate the vari-
ance and covariance of its numerator and denominator 
across all relevant strata.  The estimated variance for-
mula for a combined ratio estimator was then used to 
estimate the variance of the ratio estimator.  The Korn-
Graubard adaptation of the Exact binomial interval was 
then used to calculate the upper and lower bound of the 
90-percent Exact confi dence interval for the estimate.


Most IRS quality measures include point estimates 
and margins of error in reports.  IRS executives and 
personnel have experience dealing with and interpret-
ing results of this nature.  For this reason, SSS opted to  
express SPEC confi dence intervals as point estimates 
and margins of error.  The midpoint and half-width of 
the 90-percent confi dence intervals were reported as 
point estimates and margins of error, respectively.


 2006 Results


The table below summarizes the primary goal es-
timates and margins of error calculated by SSS using 
the formulas described in Estimate and Margin of Error 
Calculations section.  These estimates were provided to 
SPEC.  However, because 2006 was a test year, these 
results were only used internally and were not provided 
to SPEC partners or other external stakeholders.


National Results—2006 Test Year
 Point Estimates+ Margin of Error+*


VITA 89.96% 2.98%
TCE 89.94% 2.73%
Military 90.46% 2.58%
All Partners 90.14% 1.86%


+ Estimates infl ated due to nonsampling error (see Weaknesses and Limitations).
* Assuming 90-percent confi dence.


Similar results were also calculated for each of the 
secondary goals outlined in the Estimates section.  This 
included estimates for each of the four areas and for 
each of the eight individual indicators on the DCI.  All 
results were provided to SPEC.
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 2007 Filing Season


A second test of the new sampling methodology 
was conducted during the 2007 fi ling season.  Based on 
fi ndings from the 2006 test, some modifi cations were 
made to the sample design.


The fi rst-stage sample size of 25 site visits per stra-
tum required for the 2006 test was based on a conserva-
tive estimate of the actual accuracy of returns prepared 
in SPEC sites.  However, estimates from the 2006 review 
allowed SSS to update sample sizes for the 2007 review.  
It was determined that the fi rst-stage sample size could 
be reduced to 15 site visits per stratum in 2007.


SPEC sites can vary in size considerably.  The aver-
age daily volume of returns prepared in a given site can 
vary from less than 1 to nearly 200.  During the 2006 
test, SPEC reviewers had diffi culty fi nding and sam-
pling the required three returns during visits to smaller 
sites.  This resulted in missing data and an ineffi cient 
use of reviewer time.  To alleviate the issues with ob-
taining samples from smaller sites, it was decided to 
remove smaller sites from the sample frame used for 
the 2007 test.  More specifi cally, the fi nal 2007 sample 
frame included only those sites that prepared at least 
50 returns during the 11-week period of the 2006 fi l-
ing season.   One consequence of this decision is that  
estimates from the 2007 review will not represent the 
quality of returns prepared in smaller SPEC sites.


At the time this paper was written, all sample re-
view and site volume data were not yet available.  For 
this reason, point estimates and confi dence intervals 
have not yet been calculated for the 2007 test year.


 Weaknesses and Limitations


The tests conducted during the 2006 and 2007 fi ling 
seasons established that SPEC is capable of success-
fully carrying out the new sampling methodology pro-
posed by SSS.  SPEC resources were able to complete 
the necessary site visits during the designated weeks 
and, with the exception of small sites, were able to 
consistently meet second-stage sampling requirements.  
However, the following weaknesses and limitations of 
the new design have proven to be unavoidable:


 Previsit procedures are a source of nonsam-
pling error.  SPEC’s current relationship with 
partners requires that sites be notifi ed about a 
return review visit 5 days in advance.  There-
fore, the level of service provided by volun-
teers on the day of a site visit may not be an 
accurate indicator of the level of service pro-
vided throughout the rest of the fi ling season.  
Infl uencing volunteer behavior by providing 
advanced notice of a site visit is a source of 
nonsampling error, which could positively 
skew estimates of quality under the new 
methodology.


 The makeup of the SPEC review team is a po-
tential source of nonsampling error.  Due to 
resource limitations, SPEC is unable to em-
ploy an independent team of SPEC reviewers 
to carry out site visits.  Instead, visits are con-
ducted by SPEC partner relationship managers 
located in each area of the country.  Because 
these managers work with the SPEC partners 
on a regular basis, they may have diffi culty 
reviewing sampled returns objectively.  Man-
ager bias cannot be verifi ed, and its impact on 
the fi nal results cannot be measured.  Yet fail-
ing to employ an independent review team is a 
potential source of nonsampling error, which 
could positively skew estimates of quality un-
der the new methodology.


 The process for evaluating returns may not 
capture all errors and is a source of nons-
ampling error.  During a single case review, 
the reviewer does not witness the actual in-
teraction between the taxpayer and the SPEC 
volunteer fi rst-hand.  Instead, to evaluate the 
accuracy of a prepared return, the reviewer 
compares the physical return prepared by the 
SPEC volunteer with all information provided 
by the taxpayer, including his or her answers 
to a tax-related questionnaire and all relevant 
tax documents.  Reviewing returns after the 
fact could lead to reviewers missing certain er-
rors on the return.  For example, if volunteers 
improperly interview a taxpayer, they could 
either fail to obtain important information ini-
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tially omitted by the taxpayer or overlook in-
correct information provided by the taxpayer.  
Errors of this type will not be identifi ed by a 
SPEC reviewer.  Failing to detect all errors is 
a source of nonsampling error, which could 
positively skew estimates of quality under the 
new methodology.


 Estimates do not represent the entire popula-
tion of SPEC sites.  To alleviate the issue of 
obtaining adequate sample from smaller sites, 
it was decided to remove these sites from the 
sample frame.  It has been determined that 
sampling small sites is not an effi cient use of 
SPEC resources.  Consequently, estimates of 
quality under the new methodology will not 
represent smaller sites.


 The timing of reports is not convenient.  The 
new methodology requires weekly volumes to 
produce estimates.  However, due to the dis-
crepancy between the date posted and the date 
prepared for individual returns, all volumes 
are not available until 6 weeks after the end 
of fi ling season.  Consequently, SPEC will not 
have a measure of their quality until well after 
the fi ling season is over.  In addition, while 
the new methodology provides feedback for 
making adjustments for the following fi ling 
season, it does not provide information on a 
fl ow basis which can be used during the cur-
rent review period.


Each of these weaknesses and limitations is in-
herent to the review process and sampling procedures 
associated with the proposed sampling methodology.  


Collectively, they may prevent the new design from 
being a viable long-term solution to SPEC’s quality 
measurement needs.


 Future Plans


As shown in the table in the 2006 Results section, 
the results from the 2006 test year show estimates of 
quality near 90 percent.  Preliminary results from 2007 
appear to support these fi gures as well.  However, these 
estimates are signifi cantly higher than the qualitative 
results obtained from prior quality measurement efforts 
which utilized a “shopping” methodology.  The gap 
between the expected and the actual results from the 
2 test years may be attributed to some of the inherent 
problems discussed in theWeaknesses and Limitations. 
section


There is a strong indication that results from the 
new methodology are positively skewed.  Because 
of this, the new methodology may not provide SPEC 
with a realistic assessment of their quality and may 
not allow them to accurately and consistently identify 
potential areas of improvement.  While “shopping” is 
not considered statically reliable, results from SPEC’s 
prior “shopping” reviews have proven useful in focus-
ing improvement efforts.


Discussions between SPEC, IRS executives, and 
SSS are currently underway to weigh the pros and cons 
of both the old “shopping” technique and the new sta-
tistically valid sampling methodology tested during 
2006 and 2007.  The future direction of SPEC’s qual-
ity measurement efforts will attempt to strike a balance 
between obtaining useful quality data and the effi cient 
use of resources.
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INTRODUCTION


WITH THE ENACTMENT OF SEVERAL LEGISLA-


tive provisions, the U.S. Congress has 
sought to protect family-owned farms 


and closely held businesses by lessening the burden 
of the federal estate tax, a progressive tax on the 
transfer of wealth at death. These provisions have 
included: special use valuation—the valuation of 
property at its actual use in a family enterprise 
rather than its full market value; the qualifi ed fam-
ily-owned business deduction; and the deferral of 
federal estate tax liabilities.1 Special use valuation 
and the qualifi ed family-owned business deduc-
tion each reduce the taxable estate, the amount to 
which graduated estate tax rates are applied, and, 
ultimately, an estate’s tax liability. The deferral pro-
vision allows an estate to defer the portion of estate 
tax that is attributable to the decedent’s closely held 
business and pay the balance in installments. 


In this paper, we present a brief description of 
federal estate tax law in effect for the estates of 
2001 decedents, as well as an examination of the 
three business provisions available to these estates. 
In addition, we present logistic regression models 
that examine the relationship between usage of one 
business provision and other estate characteristics. 
We also discuss the potential for future research. 
This paper is an extension of our earlier research 
that examined the subpopulations of estates that 
utilize each of the three business provisions and 
compared them to the subpopulations of estates 
that do not utilize the provisions.2 This earlier 
research also includes a detailed examination of 
asset composition of estates in each of the sub-
populations, as well as an examination of estates’ 
liquidity, the fi nancial capacity of estates to meet 
federal estate tax responsibilities and other debts, 
including mortgages and liens, with only accumu-
lated liquid assets.  


For decedents who died in 2001, about 1,800 
estates, or 1.7 percent of the estate tax decedent 
population, elected to use at least one of the three 
special business provisions. A total of 831 estates 
elected special use valuation, alone or in combi-


nation with the business deduction or deferral of 
estate taxes; 1,114 estates claimed the qualifi ed 
family-owned business deduction, alone or in 
combination with special use or deferral of taxes; 
and 382 estates elected to defer estate taxes, alone 
or in combination with the other two business 
provisions. 


Figure 1 shows the elections and combina-
tions of elections employed by estates of 2001 
decedents. Of the estates that elected at least 
one provision, the predominant election was the 
qualifi ed family-owned business deduction alone, 
with 656 estates that claimed the deduction. The 
second largest election was special use valuation 
alone, with 425 estates that elected the provision. 
Estates elected both special use and the qualifi ed 
family-owned business deduction in 332 cases. 
Rarely, estates elected all three provisions, only in 
21 cases. Some differences by size of gross estate 
are notable. Of those estates that utilized a special 
business provision, smaller estates tended to elect 
only the qualifi ed family-owned business deduc-
tion, while larger estates tended to elect only the 
deferral of taxes. 


FEDERAL ESTATE TAX LAW AND 
THE DECEDENT POPULATION


The estate of a decedent who, at death, owns 
assets valued in excess of the estate tax applicable 
exclusion amount, or fi ling threshold, must fi le a 
federal estate tax return, Form 706, U.S. Estate 
(and Generation-Skipping Transfer) Tax Return. 
For decedents who died in 2001, the exclusion 
amount was $675,000. For estate tax purposes, 
the value of property included in gross estate is 
fair market value (FMV), defi ned as “the price at 
which the property would change hands between 
a willing buyer and a willing seller, neither being 
under any compulsion to buy or to sell and both 
having reasonable knowledge of all relevant facts,” 
according to Regulation 20.2031-1(b) of the Inter-
nal Revenue Code (IRC).3 The gross estate consists 
of all property, whether real or personal, tangible 
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or intangible, including “all property in which the 
decedent had an interest at the time of his death 
and certain property transferred during the lifetime 
of the decedent without adequate consideration; 
certain property held jointly by the decedent with 
others; property over which the decedent had a 
general power of appointment; proceeds of certain 
insurance policies on the decedent’s life; dower 
or curtesy of a surviving spouse; and certain life 
estate property for which the marital deduction 
was previously allowed.”4 Specifi c items of gross 
estate include real estate, cash, stocks, bonds, busi-
nesses, and decedent-owned life insurance policies, 
among others. Assets of gross estate are valued 
at a decedent’s date of death, unless the estate’s 
executor or administrator elects to value assets 
at an alternate valuation date, six months from 
the date of death, described in IRC section 2032. 
Alternate valuation may be elected only if the value 
of the estate, as well as the estate tax, is reduced 
between the date of death and the alternate date. 
The estate tax return is due nine months from the 
date of the decedent’s death, although a 6-month 
fi ling extension is allowed.


In 2001, an estimated 108,330 individuals died 
with gross estates above the estate tax exclusion 
amount. These decedents owned more than $198.8 
billion in total assets and reported almost $20.8 bil-
lion in net estate tax liability. Decedents for whom 
an estate tax return was fi led represented 4.6 per-
cent of all deaths that occurred for Americans dur-
ing 2001, according to vital statistics data collected 
by the U.S. National Center for Health Statistics. 
Estate tax decedents for whom a tax liability was 
reported, 49,845, represented 2.1 percent of the 
American decedent population for 2001.5 


DATA SOURCES AND LIMITATIONS


The Statistics of Income Division (SOI) of 
the Internal Revenue Service (IRS) collects and 
publishes data from samples of administrative tax 
and information records. With its annual Estate 
Tax Study, SOI extracts demographic, fi nancial, 
and asset data from federal estate tax returns. 
These annual studies allow production of a data 
fi le for each fi ling, or calendar, year. By focusing 
on a single year of death for a period of three fi l-
ing years, the study allows production of periodic 
year-of-death estimates. A single year of death 
is examined for three years, as 99 percent of all 
returns for decedents who die in a given year are Fi
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fi led by the end of the second calendar year fol-
lowing the year of death.6 The Estate Tax Study 
for the period 2001-2003 concentrates on year-of-
death 2001, the year of death for which weighted 
estimates are presented in this paper. 7 Unweighted 
year-of-death records for decedents who died in 
1998, collected during fi ling years 1998-2000, are 
also included in logistic regression modeling in the 
seventh section of the paper. 


SPECIAL USE VALUATION


With the Tax Reform Act of 1976, Congress 
protected U.S. farms and closely held businesses 
by providing for special use valuation of dece-
dents’ interests in real property devoted to such 
businesses. For estate tax purposes, the value of 
property included in gross estate, including real 
property, is generally the fair market value based on 
property’s potential “highest and best use.” How-
ever, for real property that is used by a decedent 
or family member in a farm or other business as 
of the decedent’s date of death, as well as in fi ve 
of eight years preceding death, the executor may 
elect to value such property at its “qualifi ed,” or 
actual, use in the business, if certain requirements 
are met. According to the IRC, the term “family 
member” may include any ancestor of the decedent; 
the spouse of the decedent; a lineal descendant of 
the decedent, decedent’s spouse or parent; or the 
spouse of any lineal descendant. 


In order for an estate to elect special use valua-
tion (SUV), several other conditions must be met: 
real property must be transferred from the decedent 
to a qualifi ed family member of the decedent; at 
least 25 percent of the adjusted value of the gross 
estate must consist of real property, where adjusted 
value is defi ned as fair market value of real property 
less any debts against the property; at least 50 per-
cent of the adjusted value of the gross estate must 
consist of real and other business property; and the 
estate must consent to payment of additional estate 
tax—“recapture tax”—if within 10 years of death 
the property is sold to an unqualifi ed heir, if the 
property is no longer used for qualifi ed purpose, 
or if the qualifi ed heir ceases to fully participate 
for more than three years in any 8-year period. For 
estates of decedents who died in 2001, the allowed 
maximum reduction in value between fair market 
value and special use value was $800,000.8


For 2001, an estimated 831 estates elected 
SUV for real property (see Figure 2). Although Fi
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this accounted for only 0.8 percent of all estates, 
it represented about 5.3 percent of estates that 
reported closely held or agribusiness assets (i.e., 
those estates that were potentially qualifi ed to elect 
special use). Of those 831 estates, about half—405 
estates—made protective elections of special use. 
An estate’s executor may make a protective elec-
tion if he must fi le a federal estate tax return prior 
to fi nal determination of real property’s qualifi ca-
tion as special use property. As such, the election 
is contingent upon property’s value as finally 
determined. Estates with protective elections do 
not separately report fair market and qualifi ed use 
values for real property. 


Smaller estates were more likely to claim this 
provision than their larger counterparts. As shown 
in Figure 2, about 0.8 percent of small estates (those 
with less than $2.5 million in total gross estate) 
claimed SUV, while only 0.3 percent of their very 
large counterparts used the provision. Reported fair 
market value for qualifying property was $377.2 
million, and the property value decreased to $189.0 
million for qualifying purposes. 


QUALIFIED FAMILY-OWNED BUSINESS DEDUCTION


With the Taxpayer Relief Act (TRA) of 1997, 
Congress sought to safeguard family-run busi-
nesses and provided an estate tax deduction for 
“qualifying” family-owned business interests 
included in gross estate and transferred to qualifi ed 
heirs. Requirements for utilizing the deduction are, 
with a few exceptions, similar to those for electing 
special use valuation. The principal place of busi-
ness must be the United States, and the business 
entity must not have debt or equity that is tradable 
on an established securities market or secondary 
market. In addition, at least 50 percent of the busi-
ness entity must be owned by the decedent and 
members of the decedent’s family; or 70 percent 
must be owned by members of two families (and 
30 percent owned by the decedent and members 
of the decedent’s family); or 90 percent must be 
owned by three families (and 30 percent owned 
by the decedent and members of the decedent’s 
family). 


Several other requirements must be met, includ-
ing: the value of the business interest must consti-
tute at least 50 percent of a decedent’s total gross 
estate less deductible debt, expenses, and taxes; 
the decedent or family member must have been 
actively engaged in the business. An additional 


estate tax is imposed if, within a period of 10 years 
after the decedent’s death and before the qualifi ed 
heir’s death, the heir fails to actively participate 
in the business for a total of three years in any 
8-year period.9 


The qualified family-owned business inter-
est deduction (QFOBI), initially set at $675,000 
in TRA of 1997, could not exceed $1.3 million 
when combined with the applicable exclusion. 
Therefore, as the exclusion increased incrementally 
from $625,000 in 1998 to $1.5 million in 2004, 
the maximum allowable deduction decreased and 
fi nally disappeared in 2004.10 For decedents who 
died in 2001, the available deduction for qualifi ed 
family-owned business was $625,000.


Only a small fraction of estates utilized the 
QFOBI in calculating taxable estate and estate 
tax liability. For year-of-death 2001, an estimated 
1,114 estates, or 1.0 percent of the total, claimed the 
deduction, while small estates made up the major-
ity, 82.3 percent, of those that used the deduction 
(Figure 3). These 1,114 estates comprised about 
7.1 percent of estates that reported closely held 
or agribusiness assets (i.e., those estates that were 
potentially qualifi ed to elect QFOBI). The likeli-
hood that an estate would claim the deduction was 
greater for larger estates. Among all very large 
estates, 1.5 percent claimed the deduction, while 
only 1.0 percent of all small estates claimed the 
deduction. For all estates, the deduction reduced 
taxable estate by $626.8 million. 


DEFERRAL OF TAX AND INSTALLMENT PAYMENTS


Congress has also enacted legislation that lessens 
the burden of certain estate tax payments for estates 
comprised largely of closely held businesses. The 
legislation provides estates with an alternative to 
selling closely held interests in order to meet fed-
eral tax responsibilities. Initially, in 1958, Congress 
introduced installment payments for these estates, 
and then, in 1976, Congress established rules for 
deferral of payments. Under the law, an estate’s 
executor can elect to pay estate tax attributable to 
the business interest in two or more, but not exceed-
ing ten, equal payments and defer tax payments for 
fi ve years, paying only interest on the tax liability 
during the deferral period. 


In order to qualify for deferral of tax and install-
ment payments, at least 35 percent of the value of 
adjusted gross estate must consist of an interest in 
a closely held business. Under the law in effect 
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for 2001, the defi nition of closely held business 
included three types of entities: (1) sole propri-
etorships, (2) partnerships, if the estate included 
20 percent or more of the partnership interest or if 
the partnership had 15 or fewer partners, and (3) 
corporations, if the estate included 20 percent or 
more of the voting stock of the corporation or if 
the corporation had 15 or fewer shareholders. An 
executor’s decision to use these payment options is 
not contingent on the election of special use valu-
ation. However, if the executor elects special use 
valuation, the same, lower value must be used for 
determining the deferred tax payments.11 


Relatively few estates for 2001 decedents chose 
to elect deferral of tax (DOT) due to ownership 
interests in closely held businesses. As shown in 
Figure 4, an estimated 382 estates, or 0.4 percent 
of all estates and 2.4 percent of estates that reported 
closely held businesses and agribusiness assets 
(potentially qualifying assets), elected to use this 
provision. Larger estates were much more likely to 
use the provision than their smaller counterparts. 
About 0.2 percent of small estates (those with less 
than $2.5 million in total gross estate) used DOT. 
This percentage increased dramatically as the size 
of gross estate increased, as 2.9 percent of the 
largest estates (those with $10 million or more 
in total gross estate) used the provision. Estates 
deferred more than $365.6 million in estate tax, 
or 58.9 percent of reported tax liabilities for those 
estates; closely held business assets for which tax 
was deferred totaled $1.3 billion.  


LOGISTIC REGRESSION MODELS


Using unweighted estate tax records from years-
of-death 1998 and 2001, we created a data set of 
37,179 records. Of these, 211 elected SUV, 389 
elected DOT, and 485 elected QFOBI. Next, we 
determined eligibility criteria for each provision. 
Ideally, the sample used for the regression analysis 
should include only estates that were eligible to 
claim the provisions. This would have allowed 
for a cleaner analysis of the factors that executors 
of eligible estates use to determine whether or not 
to claim a business provision. Unfortunately, eli-
gibility cannot be directly observed in the data, as 
requirements for claiming the business provisions 
are numerous and complex, and data reported on 
estate tax returns are limited. 


Unable to observe eligibility directly, we cre-
ated partial eligibility criteria based on available Fi
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information. As noted previously, each provision 
has an eligibility requirement based on the per-
centage of an estate composed of farms or closely 
held business assets. Since SOI captures asset 
type information in its data editing process, it was 
possible to create a fi lter to identify potentially 
eligible records based on the presence of farm or 
closely held business assets. Using this eligibility 
criterion resulted in 11,187 records with potentially 
qualifying assets, about 30 percent of the observa-
tions in our data set. 


We attempted to further refi ne our eligibility 
fi lters by limiting our data set to returns for which 
the proportion of assets held in farms or closely 
held businesses matched the statutory requirements 
for each provision. The results of this process pro-
duced an unacceptable level of classifi cation error 
(i.e., returns that were determined to be ineligible 
claimed the provisions), which may have occurred 
due to the diffi culty in correctly coding business 
asset types during the data collection process.


The Model


Our initial approach was to determine one model 
for each provision using explanatory variables 
suggested by prior research. For each estate tax 
return i, we consider the following model on the 
log-odds of the probability of the taxpayer claim-
ing a provision:


log ,
1−⎡


⎣
⎢


⎤


⎦
⎥ = ′π


π
βi


i
ix


where π
i
 is the probability of taxpayer i using 


the provision of interest, x is the matrix of 19 
explanatory variables from Figure 5, and β is the 
vector of slope coeffi cients for each correspond-
ing x-variable.


We fi t our model to each provision separately. 
Since there is some similarity between the eligi-
bility requirements for the three provisions, the 
same model was fi t to a dichotomous variable that 
indicates election or nonelection of at least one 
business provision. The results from these four 
models are displayed in Figure 6.


Model Results


Prior to modeling the data, we expected that 
liquidity would have a strong, inverse relationship 
with the likelihood of claiming each of the three 
business provisions, since, for all three provisions, 
eligibility requires that an estate holds a certain Fi
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percentage of its assets in farms or closely held 
businesses (i.e., illiquid assets).12 As shown in 
Figure 6, the expected outcome was validated, 
as each of the three single provision models and 
the combined model have signifi cant, relatively 
large, negative coeffi cients for the highest liquid-
ity categories.


Based on our earlier findings, we further 
expected to find that, ceteris paribus, larger 
estates were less likely to claim the SUV and 
QFOBI provisions, but more likely to claim the 
DOT provision. These expectations were partially 
validated. Gross estate was signifi cant in the SUV 
and QFOBI models with a negative coeffi cient. In 
the DOT model, gross estate had a small, positive 
coeffi cient, consistent with expectations, but it 
was not signifi cant at the 5 percent level. In the 
combined model, gross estate has a small, but 
signifi cant negative coeffi cient.


We also expected that a higher marginal tax rate 
before claiming any provisions would increase 
the economic value of claiming a provision and 
would increase the log-odds. This expectation was 
validated, as marginal tax rate has a signifi cant, 


relatively large coeffi cient in each of the four 
models. The coeffi cient is largest in the SUV and 
QFOBI models, which is unsurprising, given that 
these two provisions have the effect of directly 
decreasing the size of taxable estate. 


Our expectations about the signifi cance of debt 
and demographic variables were less defi ned. The 
amount of debt held by an estate was signifi cant 
only in the SUV model, with its positive coeffi cient 
that suggests that holding more debt tended to 
increase the likelihood of claiming this provision, 
ceteris paribus. Interestingly, while debt alone was 
not signifi cant in the QFOBI model, the interaction 
of debts and farm assets had a signifi cant, positive 
coeffi cient.


Regarding demographic characteristics, age had 
a signifi cant effect only in the DOT model, with a 
small, positive coeffi cient, suggesting that older 
decedents were more likely to claim this provision. 
Being married had a signifi cant effect in each of 
the three single provision models, although the 
direction of this effect was varied. Ceteris paribus, 
married decedents were more likely to claim the 
SUV and QFOBI provisions, but less likely to claim 


Figure 5: Explanatory Variables and Their Defi nitions
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the DOT provision. Widowed decedents were also 
more likely to claim the SUV provision than single 
or divorced decedents. Gender and retired status 
had no signifi cant impact in any of the three single 
provision models, but they were signifi cant in the 
combined model, with female and retired decedents 


less likely to claim at least one of the provisions than 
male decedents and single or married decedents. 
The signifi cance of gender and retired status in 
only the combined model may be attributable to the 
larger number of observations in the subsample of 
estates that claim one or more provisions. 


Figure 6: Estimated Coeffi cients and Standard Errors, by Model


SUV QFOBI DOT At least one provision


Variables
Estimate 


(SE)
Estimate 


(SE)
Estimate 


(SE)
Estimate 


(SE)


Age 0.000372 -0.00076 0.00264 * 0.00136


(0.00189) (0.00177) (0.00126) (0.00118)


Married 0.7441 * 0.7632 * -0.5220 * -0.1175


(0.3520) (0.1988) (0.2058) (0.1499)


Single -0.1422 -0.2398 -0.3055 -0.2407


(0.4826) (0.2835) (0.2931) (0.2151)


Widow 0.7775 * 0.3138 -0.1933 -0.0381


(0.3787) (0.2275) (0.2397) (0.1788)


Retired -2.3365 -1.6085 -0.7653 -1.6585 *


(1.3810) (1.0975) (1.3461) (0.8598)


Female 0.1441 -0.6373 -0.4038 -0.6246 *


(0.5990) (0.4134) (0.3947) (0.3112)


Liquidity Cat 1 -0.8662 0.0536 -0.5644 -0.0407


(0.6949) (0.6616) (0.6462) (0.5108)


Liquidity Cat 2 -0.6605 * -0.2500 -0.5166 -0.2640


(0.3456) (0.3297) (0.3215) (0.2543)


Liquidity Cat 3 -0.7907 * -0.7576 * -1.0798 * -0.8373 *


(0.2336) (0.2229) (0.2201) (0.1718)


Liquidity Cat 4 -0.9110 * -0.6008 * -1.2975 * -0.9322 *


(0.3045) (0.1946) (0.2971) (0.1545)


Debts 0.1921 * 0.0703 0.00549 -0.0585


(0.0714) (0.0633) (0.0208) (0.0333)


Gross Estate -0.3828 * -0.2224 * 0.000567 -0.00483 *


(0.0499) (0.0335) (0.0022) (0.00194)


Marginal tax rate 0.3741 * 0.5248 * 0.2000 * 0.2026 *


(0.0486) (0.0335) (0.0170) (0.0138)


Farm 0.5715 * 0.1363 * 0.1302 * 0.1701 *


(0.0726) (0.0535) (0.0455) (0.0360)


Closely held 0.0802 0.1845 * ** **


(0.0817) (0.0240) ** **


Year 0.0812 -0.1835 -0.3052 -0.1725


(0.1774) (0.1222) (0.1415) (0.0950)


Widow*Female -0.0501 0.2892 0.4174 0.5260


(0.6468) (0.4541) (0.4452) (0.3450)


Single*Female 0.1627 -0.1213 0.4727 0.4011


(0.9178) (0.7601) (0.6625) (0.5079)


Married*Female -0.4426 0.2409 -0.4296 0.1943


(0.6729) (0.4614) (0.5228) (0.3550)


Debts*Farm -0.0242 0.0316 * -0.00779 -0.00676


(0.0205) (0.0135) (0.0131) (0.0103)


Age*Retired 0.0267 0.0141 0.00198 0.0141


(0.0167) (0.0137) (0.0167) (0.0107)


* Indicates signifi cance at 5 percent
** Variable was excluded from model because inclusion resulted in a model convergence problem
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CONCLUSIONS


Our fi ndings reveal that, holding other factors 
constant, smaller estates were more likely to claim 
the SUV and QFOBI provisions than their larger 
counterparts, and that estates facing higher mar-
ginal tax rates were more likely to claim each of the 
three provisions. From a demographic standpoint, 
being married had a signifi cant impact on the odds 
of claiming each of the provisions, although the 
direction of the effect varied. While being mar-
ried increased the likelihood of claiming SUV or 
QFOBI, holding other factors constant, it decreased 
the likelihood of claiming DOT. 


While we believe that this research provides a 
starting point for understanding the factors that 
infl uence the utilization of special estate tax pro-
visions for farms and closely held businesses, to 
expand our understanding of this topic there are at 
least three main areas for future research. First, an 
approach that would specifi cally model the deci-
sion-making process that faces the executor of an 
estate would be enlightening. Ideally, this model 
would incorporate not only the choice to claim one 
business provision, but also the choice to claim a 
combination of business provisions, if eligible for 
more than one. In addition, the interaction of other 
choices, such as marital and charitable deductions, 
should be incorporated into this model, as should 
some measure of the fi nancial constraints placed 
on an estate by claiming these provisions. 


Second, when analyzing the characteristics of 
estates that claim these provisions, time is a fac-
tor worth examining. Estate tax returns provide a 
snapshot of the decedent’s assets and debts at the 
time of death, but reveal no information about these 
characteristics at earlier points in time. This is par-
ticularly relevant to our analysis because we have 
no way of observing what, if any, choices were 
purposefully made prior to death so that an estate 
would qualify for a business provision. While the 
tax law contains a provision that limits the ability 
of individuals to shift their assets in a tax-benefi -
cial way prior to death, it is possible that various 
forms of planning are used by some individuals or 
their representatives in order to qualify for these 
benefi cial business provisions.13 


Finally, while modeling with records identifi ed 
by our asset eligibility criteria is clearly superior 
to modeling with the entire data set, modeling with 
only records for estates that are eligible would pro-
vide more insight into why estates choose to elect a 
special business provision. While eligibility cannot 


be observed in the data currently available, it is 
possible that future changes to tax law or reporting 
requirements could obviate this limitation. 


Notes


 1 Special use valuation and deferral of estate tax liability 
are available to estates for current deaths. However, 
the qualifi ed family-owned business deduction was 
repealed for deaths after 2003.


 2 See Gangi and Raub (2006).
 3 Research Institute of America (1996). This publication 


provides an overview of tax law, Internal Revenue 
Code text, House and Senate committee reports, U.S. 
Treasury regulations, and a general explanation of the 
tax code.


 4 Research Institute of America (1996).
 5 Population estimates are from U.S. Census Bureau 


(2004). Total adult deaths represent those of individu-
als age 20 and over, plus deaths for which age was 
unavailable. Death statistics are from U.S. Department 
of Health and Human Services (2003). 


 6 Because almost 99 percent of all returns for decedents 
who die in a given year are fi led by the end of the 
second calendar year following the year of death and 
because the decedent’s age at death and the length of 
time between the decedent’s date of death and the fi l-
ing of an estate tax return are related, it was possible 
to predict the percentage of unfi led returns within age 
strata. The sample weights were adjusted accordingly, 
in order to account for returns for 2001 decedents not 
fi led by the end of the 2003 fi ling year.


 7 Estate tax returns are sampled while the returns were 
being processed for administrative purposes, but be-
fore any examination. Returns are selected on a fl ow 
basis, using a stratifi ed random probability sampling 
method, whereby the sample rates are preset based on 
the desired sample size and an estimate of the popu-
lation. The design for the year-of-death 2001 study 
had three stratifi cation variables: year of death, age 
at death, and size of total gross estate plus adjusted 
taxable gifts. Sampling rates ranged from 1 percent to 
100 percent. Returns for over half of the strata were 
selected at the 100 percent rate.


 8 For more information on special use valuation, see 
code section 2032A in Research Institute of America 
(2001, p. 6,016). 


 9 For more information on the qualifi ed family-owned 
business deduction, see code section 2057 in Research 
Institute of America (2001, p. 6,047).


10 In the 1997 Act, Congress provided for gradual 
increase in the lifetime exemption from $625,000 in 
1998 to $850,000 in 2004. However, in 2001, Congress 
enacted legislation in the Economic Growth and Tax 
Relief Reconciliation Act that completely changed the 
landscape of estate tax law. As a result, the lifetime ex-
emption, $675,000 in 2000 and 2001, is set to increase 
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to $3.5 million in 2009, and the estate tax disappears 
entirely for deaths in 2010. 


11 For more information on the deferral of taxes and in-
stallment payments, see code section 6166 in Research 
Institute of America (2001, p. 9,125).


12 Liquidity ratio is defi ned as liquid assets (cash and 
cash management accounts, state and local bonds, 
Federal Government bonds, publicly traded stock, 
and insurance on the life of the decedent) divided by 
the projected estate tax liability prior to claiming any 
business provisions plus debts of the estate.


13 According to Internal Revenue Code 2057(c), most 
gifts given within three years of a decedent’s death 
are included in adjusted gross estate.
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Corporation Supercritical Cases: 
How Do Imputed Returns on the Corporate File  


Compare to the Actual Returns?


Lucy Davitian, Internal Revenue Service


Statistics of Income (SOI) corporation “supercriti-
cal” cases are certain large corporations that SOI 
samples at the 100-percent rate. These supercriti-


cal cases account for 58 percent of the total assets of the 
corporation study while comprising only .03 percent of 
the total corporation returns; thus, their absence from 
the Corporation Study would affect the final statistics.  
Any unavailable returns must therefore be added to 
the file to protect the validity of the SOI Corporation 
Study.  One method of adding those missing data is to 
collect the information through surveys sent directly to 
the corporations.  Data collected are then used to create 
alternate records in the file through various imputation 
routines.  These alternate records are later replaced with 
the actual return when that information is secured.  This 
paper will give a brief overview of critical cases and the 
survey process, compare the data in the alternate records 
to that of the actual returns, evaluate the accuracy of 
the imputation routines, and make subsequent recom-
mendations for changes to improve data quality where 
necessary.


	Background on Critical Cases


The critical case list for each program year is cre-
ated based on the critical cases in the last two program 
years of the corporation study.1 In general, there are three 
levels of critical case classifications: the top level, or 
supercritical cases, which are the largest corporations; 
critical cases that comprise 5 percent or more of the 
total assets of the industry they are classified in; and all 
other critical cases.  The classifications are made based 
on three different criteria: type of return filed, industry 
classification, and corporation total assets.  


During SOI’s corporation Advance Data processing 
(beginning after the critical case list creation in Decem-
ber and running through April), all supercritical cases 
that are unavailable for statistical processing are searched 
for.  Clerks at the IRS submission processing centers in 
Ogden and Cincinnati search for information on these 
critical cases.  If the clerks cannot secure these returns, 


they provide information to assist National Office (N.O.) 
analysts with additional research.  N.O. analysts then use 
this information to verify mergers between companies 
or other reasons why the return may be unavailable for 
SOI’s processing.


Companies that are found to have no tax liability for 
the tax year, are liquidated or bankrupt, have changed 
Employer Identification Numbers (EIN’s), or merged 
into other companies are suppressed from the study file 
and will not appear on future critical case lists.  Be-
tween program years 1997 and 2002, an average of 85 
supercritical cases were suppressed (see Table 1), thus 
reducing the number of critical cases that are researched 
or included in subsequent studies.


Table 1.--Number of Suppressed Critical Cases


Program
Year


Total Super 
Criticals


Number
Suppressed


1997 1,006 55
1998 1,160 70
1999 1,416 93
2000 1,622 95
2001 1,584 109
2002 1,595 85


However, if there is no evidence to conclude that 
a return does not have a filing requirement for the cur-
rent tax year, and the returns are not located during this 
advance data period, alternate records, also called added 
records, are created as a substitute for the unavailable 
returns.  There are four classifications of added records 
based on the type of information SOI has available to 
process the corporation return.  The most ideal added 
record is one that uses data from both the IRS Business 
Master File (BMF)2 and a survey sent to the corpora-
tion since it contains the most current information on 
the corporation return.  The next level of preference is 
the use of BMF information only. Then, there are added 
records created using only survey information.  Lastly, 
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records created based only on prior-year information are 
included when no other current information is sufficient 
to create the added record.  For the purposes of this paper, 
only the added records created from survey information 
will be discussed and analyzed.


	Filling in for Missing Information:  
 Overview of the Survey Process


The surveys that are sent to missing corporations 
initially go through an approval process (renewed every 
5 years) through the Office of Management and Budget 
(OMB).  The approval process considers taxpayer burden 
in filling out and returning the survey, as well as other 
factors to ensure it meets established OMB guidelines.  
Once approved for distribution, the survey is sent with an 
accompanying memorandum signed by the Director of 
the Statistics of Income Division that states the nature of 
the survey and informs the corporations that the survey is 
voluntary.   It also notes that the information collected is 
for statistical use only and not the result of any ongoing 
or forthcoming examination of the corporation’s income 
tax return.  The survey lists approximately sixteen data 
items from the corporation’s tax return relevant to the 
SOI program year, and asks that the data be returned 
within 3 weeks of receipt.


Once a survey is returned, SOI processes the data 
to create an added record, also called a short-edit, in the 
file until the actual return can be processed. The survey 
data items are manually typed in, and the program then 
uses these numbers to calculate the remainder of the cur-
rent-year amounts (those not included in the survey).3  It 
does so by using current and prior-year amounts to create 
ratios that are used to help fill in for the missing data.  
The returns are then processed through the normal edit 
function used on all corporate returns to ensure that the 
total amounts balance and no additional errors are pres-
ent.  Returns created through this short-edit process are 
then given a weight and included in the study file.


After the close of the Advance Data file and through-
out the remainder of the program year (for the 2002 
program, file closeout was November 2004), these short-
edits (and all types of added records) are replaced once 
the actual returns are available for SOI processing.


	Survey Statistics


Since 1997, an average of 173 surveys have been 
sent each year to corporations, with average response 
rates of 51 percent (see Figure A).  Over the course 
of the program years analyzed, many attempts were 
made to try to increase the response rates.  For the 2000 
program year, however, there was a higher number of 
unavailable returns.  This was due to the IRS processing 
center realignments, which resulted in SOI’s processing 
of corporate returns being scaled down from four centers 
to two.  This also created some confusion and resulted in 
many corporate tax departments still mailing their returns 
to the same centers as in prior years. This caused a need 
for the returns to be shipped from these centers to the 
newly realigned ones.  The changes in these processes 
and the delays they caused directly affected SOI’s abil-
ity to process the returns for the Advance Data.  For the 
2001 study, to try to avoid a possible repeat of the prior 
year, the surveys were mailed earlier.  Unfortunately, 
since many of the corporations were filing extensions, 
we did not receive as many surveys back until after the 
extension period was over.  Also, in the wake of the 
September 11 attacks, longer extension periods were 
granted to corporations that were directly affected by 
the attacks, and many of these companies were either 
no longer in business or had portions of their businesses 
that were dissolved.  Since some of the tax departments 
of these corporations were in New York City, the ad-
dresses that the surveys would normally be sent to were 
no longer valid.  This directly attributed to the decline 
in the number of surveys sent, as well as the number of 
survey responses.  In addition to these challenges with 
the earlier mailing, we observed the need to call more 
corporations to obtain the data; they had either misplaced 
the initial survey or were too busy at the time to fill it out 
within the 3-week timeframe mentioned in the memo.  
With that in mind, for the 2002 program, we mailed the 
surveys a few weeks later than we had for the 2001 study 
and noticed better response rates and fewer followup 
calls being necessary to secure the survey data, though, 
given the circumstances for the prior year files, we will 
need to evaluate this method further.
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Each year, there is also an attempt to try to increase 
the number of survey responses and decrease the use of 
prior-year data.  However, despite our efforts, there are 
still many instances of nonresponse.  One reason is that 
the surveys are voluntary; many corporations do not re-
turn the data or do so weeks or months after the specified 
timeframe.  Even though the survey states it has nothing 
to do with an ongoing or forthcoming investigation of 
the return, many corporate tax departments are hesitant 
to submit data that might catch someone’s attention--
especially if they do not have to.  In such nonresponse 
cases, we attempt to contact the company’s tax depart-
ment directly to see if we can obtain the information we 
need.  This usually causes the corporation to question the 
need for filling out a survey when it has already filed a 
return.  We explain why the survey is necessary, and that 
the Statistics of Income Division, while under the IRS, is 
a statistical organization that uses the data for statistical 
purposes only and obtains the tax data after the other IRS 
processing functions.  Another reason the survey may not 
be returned is due to various filing extensions that many 
corporations file. Depending on the date of the closeout 
of the Advance Data file, the company might not have 
enough time to provide the data needed.  


 The response rates mentioned above also do not con-
sider those corporations that were sent surveys but did 
not respond because the corporation filed as a subsidiary 
of another; there are times that our initial research either 
does not provide all the information about the corpora-
tion or it does so after we have already mailed out the 
survey.  In addition, given the time it takes between when 


	Comparisons of Survey Data to Edited 
 Returns 


During Advance Data, the short-edit records ac-
counted for 0.6 percent of the total assets for all corpora-
tions in the study file, nearly $288.7 billion.  In addition, 
all added records comprised 2.7 percent of total assets, 
or $1.4 trillion.  While the percentages themselves are 
small, we can see that the missing data could potentially 
grossly underestimate the total assets in the overall file 
as well as all the other data items that are collected.  To 
further examine the impact of these variances and see 
which schedules and forms needed further review, a 
sample of 50 returns were used to evaluate the trends 
within the data.5  Fields with discrepancies between the 
added record and actual return were reviewed using a 
number of different criteria.


Figure A.--Number of Surveys Sent and 
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Figure B.--Short-Edits Created with Survey 
Data


Advance Data Final Data


the survey is mailed and returned to SOI, the return may 
have been selected for processing during subsequent se-
lection cycles and edited before imputation of the survey 
data is necessary.  In such cases, we make no attempt to 
contact the corporation in nonresponse cases and if the 
taxpayer calls to ask about the survey, we inform them 
that the survey information is no longer needed.  


Between SOI Program Years 1997 and 2002, of the 
surveys received, an average of 28 (about 30 percent of 
all added records) were used in the Advance Data file 
(see Figure B).4  By the end of the Final Data closeout, 
only an average of 4 remained in the file (19 percent of 
all added records), the others having been replaced with 
the actual returns.
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Data were first researched by comparing the added 
record to the actual return for the year studied to view 
the overall trends within the data.  This was then broken 
into two categories--data that were collected directly 
from the taxpayer survey, and data that were imputed 
using the prior-year ratio amount.  


Table 2 shows that data items created directly from 
the information provided by the taxpayer on the survey 
exhibited little to no change between the added record 
and the actual return.   These small variances may be 
attributed to differences in taxpayer reporting on the 
survey and the actual return filed or minor differences 
in SOI processing of these data items. 


Data items for the fields created using the ratio cal-
culations, as exhibited in Table 3, however, showed a 
much different picture.  The largest percent changes were 
concentrated in the dividends schedule.  Using 2002 as 
an example, for this schedule, dividends from domestic 
corporations on the added records were $148.3 million 
compared to $0.06 million on the actual returns.  This 
is due to SOI’s processing for statistical information 
purposes where dividend distributions among member 
corporations electing to file a consolidated return were 
eliminated from the statistics as part of the consolidated 
reporting of tax accounts.6  The data item, “dividends 
received deduction,” also exhibited similar changes 
between the added records and actual returns, decreas-
ing from $129.9 million to $0.04 million on the actual 
returns filed. This schedule will need additional review 
to compensate for these large differences so that amounts 
imputed on this schedule will more closely match those 
following SOI's processing of the actual return.


The remaining majority of data items with variances 
were scattered throughout all parts of the return, and most 
did not show significant changes between the actual and 
imputed returns.  Many changes, like those on the bal-
ance sheet and income and deduction statement of the 
returns were more susceptible to variances in general. 
Since the imputations are based on the current-year to-
tals and prior-year data, highly variable data fields like 
“cash” and “accounts payable” on the balance sheet and 
“deduction for bad debts” on the deduction statement 
were susceptible to higher variances from one year to 
the next.  These imputations were not made based on 


corporation behavior, and, as such, large accounts pay-
able or receivables, etc. in one year can have an impact 
(which subsequently disappear once the actual return is 
filed) on the imputed data items on the added records. 


In addition to the above criteria, return types were 
also evaluated to observe whether a particular return 
type was susceptible to larger variances. It was observed 
that, while the type of return filed may contribute to the 
overall number of variances (especially for larger, more 
complicated returns), it is not a good indicator of whether 
or not a data item will change from year to year nor is it 
a good predictor of trends within the data. 


Lastly, companies in the file as added records over 
multiple years were evaluated to see if they showed dis-
tinct trends for the data variation from year to year, and 
also to see if any one company was driving the changes.  
For these evaluations, the corporations showed no distinct 
trends beyond what was observed for the overall sample, 
other than showing that the same data items changed 
from year to year. 


	Conclusion and Plans for Future   
 Research


Critical cases are an integral part of the corporation 
study and, in some cases, necessary for the statistical 
validity of the file.  This is why studying the alternate 
records is imperative to ensuring a complete and accurate 
program file.  Reviewing the short-edit records showed 
the need for further analysis of these returns.  While the 
variances in general are not unreasonably large, there 
are still some very large changes noticed within the 
data that could potentially have an impact on the overall 
corporation file. 


The dividends schedule, in particular, is an area that 
will require further examination for future program years.  
For the time being, this may involve the manual editing 
and review of this field by the analyst in charge of the 
critical case program until additional line items may be 
added through the OMB authorization process.  Once the 
process is in place for adding the necessary data items, 
adjustments can be made to the program where neces-
sary to account for the data on this schedule and further 
improve the data quality.
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There are also a number of additional ways to 
evaluate and hopefully improve the imputation process 
and, thus, the resulting data that are produced.  Such 
evaluations could decrease the time it takes N.O. staff 
to incorporate missing data, thereby freeing up resources 
that can be used on other projects. 


One option to do so would be to compile ratios cre-
ated as an average of the last few years of the return, and 
subsequently use those in conjunction with the amounts 
supplied by the taxpayer to create the remainder of the 
current-year amounts.  This might decrease the effect 
of instances where a company has an unusually large 
amount one year--thus creating an extremely large ratio 
that is used to calculate the current-year amounts.  An-
other would be to use the trend within the corporation’s 
industry to calculate the ratios.  This would allow the 
ratios to more closely mirror those of the entire industry 
and possibly decrease the chances of the corporation 
being an outlier within the industry.


 If these comparisons are done for prior-year returns 
already in the program file, the accuracy of these pro-
posed options could easily be tracked to determine which 
would be a more accurate way to add the data. 


However, all evaluations aside, the ultimate goal in 
improving data quality is first and foremost to reduce 
the number of unavailable records during Advance Data. 
The lower the number of added records, the better the 
overall file will be during both phases of the Corpora-
tion studies.
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	Endnotes 


1  As an example, for the Tax Year 2002 SOI corpora-
tion study, which included returns with accounting 
periods ending July 2002 through June 2003, the 


critical case list was finalized in December 2003 
and was based on the critical cases in the Tax Year 
2000 and 2001 corporation studies.  If the returns 
met the critical case criteria for either of the two 
prior years, they were classified as critical cases 
for the 2002 study. Previous and subsequent years 
also incorporate the same principles for inclusion 
of returns in the sample.   


2  All tax data and related information pertaining to 
individual business income taxpayers are posted 
to the IRS Business Masterfile (BMF) so that the 
file reflects a continuously updated and current 
record of each taxpayer’s account.  For additional 
information, please visit: http://www.irs.gov/pri-
vacy/article/0,,id=130752,00.html.


3  Items from the balance sheet are calculated differ-
ently than the remainder of the tax return.  Balance 
sheet items use total assets to impute remaining data 
items based on ratios of the industry average.


4  There were no survey records added for the Tax 
Year 2000 program so that year was not counted 
in the survey data comparisons.


5  This sample represented 36 percent of all short-ed-
its from Tax Years 1997-2002.  Data were selected 
on a number of factors, mainly, the return type and 
number of times in the file as an added record.  This 
was done to create a variety of evaluation criteria 
and ensure that other factors did not influence 
the data variations.  Though the above criterion 
was used in gathering the sample of returns, the 
sample was not chosen with the name or size of 
the corporation as determining factors. The weights 
for these returns were all the same so that vari-
ances were not a result of weighting differences. 
However, we assumed that the data entered from 
these returns were free of editor error, that is, the 
N.O. and field editors entered the amounts in the 
system correctly for the returns they edited. Since 
the system is thoroughly tested before program 
implementation, it is assumed that the program is 
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also free of error and, therefore, did not contribute 
to variances in the data.


6  For tax purposes, dividends reported on these 
returns represented amounts received from corpo-


rations that were outside the tax-defined affiliated 
group.  See also section on Explanation of Terms, 
Internal Revenue Service, Statistics of Income, 
Corporation Income Tax Returns, annual publica-
tions 1997-2002.
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Using the Statistics of Income Division’s Sample 
Data To Reduce Measurement and Processing 
Error in Small-Area Estimates Produced from 


Administrative Tax Records
Kimberly Henry, Internal Revenue Service, Partha Lahiri, University of Maryland, 


and Robin Fisher, Offi ce of Tax Analysis


T he approximately 133 million tax records on 
the Internal Revenue Service’s (IRS) Individual 
Returns Transaction File have several uses to 


multiple government agencies.  In particular, these data 
serve as the sampling frame for the Statistics of Income 
(SOI) Division of IRS, as well as a source of popula-
tion data for other tabulations.  For example, SOI pub-
lishes tabulated monetary amounts and the associated 
number of returns by State and Adjusted Gross Income 
(AGI) categories using these data (Table 2 in each 
spring issue of the SOI Bulletin). Also, the U.S. Census 
Bureau compiles the data to the county level for such 
uses as estimating county-to-county migration patterns 
(e.g., Gross, 2005) and auxiliary information in the 
Small Area Income and Poverty Estimation Program’s 
(SAIPE) models to estimate the number of children in 
poverty within each U.S. county.


These population data, based on administrative tax 
records for the U.S. tax fi ling population, are not er-
ror-free.  While estimates from these data are free from 
sampling error, the data contain various nonsampling 
errors, as discovered in prior SOI research comparing 
return records in the transaction fi le to records for the 
same returns in SOI’s augmented and edited Form 1040 
sample.  Only those items necessary for computer pro-
cessing of a tax return are retained on the transaction 
fi le, as opposed to items that might be needed for other 
purposes, such as auditing.  Measurement errors exist 
between the IRS and SOI data values due to different 
data editing rules.  For revenue processing purposes, 
IRS does not spend scarce resources correcting errors 
that do not affect tax liability in the approximately 130 
million tax return records it processes each year.  Since 
tax liability is correct, this approach does no harm to 
IRS’s tax collection mission or to taxpayers, but it can 
adversely affect the usability of the data for statistical 
purposes.  SOI’s transcription and editing staff receive 


extensive training, and the sample of approximately 
230,000 returns is augmented with additional items from 
the return, and more closely monitored and checked for 
data consistency.  Errors occur particularly for variables 
that are indirectly related to tax liability, such as State 
and Local Income Taxes deducted on Schedule A. They 
were also discovered for variables such as Taxable In-
terest and Business Income/Loss from Sole Proprietors 
(as reported on Schedule C) in the Tax Year 2003 IRS 
data. To correct these errors, SOI had to delay its publi-
cation of Table 2 for several months. Other limitations 
in the IRS data include a smaller amount of informa-
tion being available, compared to SOI’s sample, and 
data are often provided to SOI in tabular form, with 
monetary amounts rounded to thousands, and certain 
high-income taxpayers are omitted.


In order to improve on design-based estimators, 
several indirect and model-based methods have been 
proposed in the literature. These improved estimation 
procedures essentially use implicit or explicit models 
which borrow strength from related resources such as 
administrative and census records and previous survey 
data. In order to estimate per-capita income for small ar-
eas (population less than 1,000), Fay and Herriot (1979) 
used an empirical Bayes method that combines the U.S. 
Current Population Survey data with various adminis-
trative and census records. In order to incorporate both 
the sampling and model errors, Fay and Herriot (1979) 
used a two-level model which can be either viewed as 
a Bayesian model or a mixed regression model. Their 
empirical Bayes estimator (also an empirical best linear 
unbiased predictor (EBLUP)) performed better than the 
direct survey estimator and a synthetic estimator used 
earlier by the U.S. Census Bureau. 


In an EBLUP approach, the best linear unbiased 
predictor (BLUP) of the small-area mean is fi rst pro-
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duced, and the unknown variance component(s) is (are) 
estimated by a standard method (e.g., maximum like-
lihood (ML), residual maximum likelihood (REML), 
ANOVA, etc.). The resultant predictor, i.e., the BLUP 
with estimated variance component(s), is known as 
an EBLUP of the true small-area mean. A challenging 
problem in an EBLUP approach is to obtain a reliable 
measure of uncertainty of an EBLUP that captures all 
sources of variability. We do not attempt to cite all the 
papers that use the Fay-Herriot model or its extension; 
such references can be found in Rao (2003) and Jiang 
and Lahiri (2006).


 Data Description


The SOI Sample 


SOI draws annual samples of tax returns to pro-
duce richer and cleaner data for population estimation 
and tax modeling purposes. Stratifi cation for the fi nite 
population of tax returns for SOI’s Tax Year 2004 Indi-
vidual sample used the following categories:


1.  Nontaxable returns with adjusted gross income or 
expanded income of $200,000 or more.


2.  High combined business receipts of $50,000,000 
or more.


3.  Presence/absence of special forms or schedules 
(Form 2555, Form 1116, Form 1040 Schedule C, 
and Form 1040 Schedule F).


Stratum assignment priority was based on the or-
der in which a return met one of these categories.  For 
example, if a return met (1) and (2), it fell into strata 
based on (1). Within category (3), stratifi cation also 
used size of total gross positive or negative income and 
an indicator of the return’s “usefulness” for tax policy 
modeling purposes (Scali and Testa, 2006).  The posi-
tive/negative income values in strata boundaries were 
indexed for infl ation between 1991 and the current tax 
year (Hostetter et al. 1990).  These criteria resulted in 
216 strata.


Each tax return in the target population was as-
signed to a stratum based on these criteria, then sub-


jected to sampling in a two-step procedure.  Within each 
stratum, a .05-percent stratifi ed simple random sample, 
called the Continuous Work History Sample (CWHS), 
was selected (Weber, 2004).  For returns not selected 
for this sample, a Bernoulli sample was independently 
selected from each stratum, with sampling rates from 
0.05 percent to 100 percent. 


SOI’s data capture and cleaning procedures resulted 
in a sample of 200,778 returns, including 65,948 CWHS 
returns, from an estimated population of 133,189,982 
returns.  We placed the 34,484 returns that SOI sampled 
with certainty into one certainty stratum, since they rep-
resented a census of tax returns. Thus, without loss of 
generality, we exclude this stratum from the population 
and develop our estimation method to estimate totals 
from all other strata. To estimate the entire population 
total, we simply add the total from the certainty strata 
to our estimate for the remaining population.


Small Areas and Variables of Interest


The reduced dataset for this analysis was created 
by fi rst separating SOI’s Tax Year 2004 (i.e., income 
reported in 2005 that was earned in 2004) sample into 
the certainty and noncertainty units.  For both sets, the 
weighted sample data were tabulated to the State level, 
where “State” included the 50 U.S. States, Washington 
DC, and an “other” category that included returns fi led 
by civilians and military individuals living abroad in 
U.S. possessions and territories, Puerto Rico, etc. 


We selected six variables, which can be grouped 
into two categories: variables that are more or less sus-
ceptible to errors in the IRS data. They are listed, with 
their locations on Form 1040 and a brief description, in 
Table 1 below.


 Direct Estimators


Let ky  be the value of the characteristic of interest 
for the kth tax return, k U∈ , the fi nite population of 
tax returns.  We are interested in estimating the fi nite 
population total:


 k
k U


Y y
∈


= ∑ . 
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Let s denote the sample of tax returns drawn from 
the population of tax returns, ds s⊂  denote the part 
of the sample that belongs to the domain d of interest, 


and kw  denote the sampling weight for the kth sampled 
tax return, .k s∈   The sampling weight is simply the 
inverse of the inclusion probability and represents a 
certain number of population units in the fi nite popula-
tion.  In our case, we have epsem sampling within each 
stratum, i.e., the sampling weights are the same for all 
the sampled units belonging to the same stratum.  The 
weights vary across strata, due to disproportional allo-
cation of the sample into different strata.  Our domain 
cuts across the design strata, so that weights of different 
sampled units inside a domain are generally different.  
Let  


d


d k
k U


Y y
∈


= ∑ 


denote the population total for the dth domain (exclud-
ing the tax returns belonging to the certainty stratum). 
Since dN  is known from the IRS records, our problem 
is equivalent to estimating the fi nite population mean 
for domain d: 


 
/ .d d dY Y N=


                                                          
We can consider the following design-based direct 


estimator of dY : 


 .
d d


dw k k kk s k sy w y w∈ ∈=∑ ∑
       


(1)


If the domain d is large, then a reliable design-based es-
timate of the sampling variance of dwy  can be obtained 


using the Taylor linearization technique using software 
like SUDDAN.


 EBLUP Estimators


In this section, we shall obtain an empirical best 


linear unbiased estimator of dY  under the following 
area level model due to Fay and Herriot (1979).  For 


1, , ,  assumed m=


Level 1:  ~  ( , );


Level 2: ~  ( , ),
dw d d


T
d d


y ind N Y D


Y ind N x β ψ


where dD  is the estimated sampling variance of dwy  
and dx  is a 1p× vector of known auxiliary variables 
based on the IRS data.  


Under the Fay-Herriot model, the best predictor 


(BP) of dY is given by:


ˆ (1 ) ,BP T
d d dw d dY B y B x β= − +


      
 (2)


where 
d


d
d


DB
D ψ


=
+ .  Note that the BP can be motivat-


ed without the normality assumption.  If ψ  is known, 
then β  is estimated by the weighted least squares                  
estimator:


     


1


1 1


1 1ˆ( ) .
m m


T
d d d dw


d dd d
x x x y


D D
β ψ


ψ ψ


−


= =


⎛ ⎞ ⎛ ⎞
= ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
∑ ∑


1


1 1


1 1ˆ( ) .
m m


T
d d d dw


d dd d
x x x y


D D
β ψ


ψ ψ


−


= =


⎛ ⎞ ⎛ ⎞
= ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
∑ ∑


Susceptible
to Error Variable 2004 Tax Form  


Location Description a


 Adjusted Gross Income Line 36 Income reported from the calculation of total income (Line 
22) (pp. 117-118). 


Less Taxable Interest Income Line 8a Taxable amount of interest from bonds, savings, etc. (p. 142). 


 Earned Income Tax Credit Line 65a Taxpayer credit for lower-income working individuals (pp. 
123-124).


 Real Estate Taxes  Line 6, Schedule 
A Amount of nonbusiness-related real estate taxes paid (p. 137). 


More State and Local Income Taxes Line 5a, 
Schedule A 


An itemized deduction of the State/local income taxes 
withheld from taxpayer’s 2004 salary (p. 144). 


 State and Local General Sales Taxes  Line 5b, 
Schedule A 


Deducted State and local general Sales tax (instead of state 
and local income tax deduction, p. 139). 


a: page numbers from IRS 2006. 


Table 1.  Variable Names, Tax Form Location, and Description, by Variable of Interest
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Replacing β  by ˆ( )β ψ , we obtain the following empiri-


cal best predictor of dY :


 ˆ ˆ(1 ) ( ).EBP T
d d dw d dY B y B x β ψ= − +        (3)


Note that ˆ EBP
dY  is also the best linear unbiased pre-


dictor (BLUP) of dY under the following linear mixed 
model:


 ,T
dw d d dy x v eβ= + +


where the sampling errors { }de and the random effects 
{ }dv are uncorrelated, with ~ (0, )dv ψ  and ~ (0, )d de D .


When both β  and ψ  are unknown, we propose 
the following empirical best linear unbiased predictor 


(EBLUP) of dY :


ˆ ˆˆ ˆ ˆ(1 ) ( ),EBLUP T
d d dw d dY B y B x β ψ= − +       (4)


where 
ˆ .


ˆ
d


d
d


DB
D ψ


=
+  In this paper, we consider the 


residual maximum likelihood (REML), Prasad-Rao 
simple method-of-moments (PR), and Fay-Herriot’s 
method-of-moments (FH)  estimators of ψ .  We defi ne 


the mean square prediction error of ˆ EBLUP
dY as 


2ˆ ˆ( ) ,EBLUP EBLUP
d d dMSPE Y E Y Y


where the expectation is taken over the joint distribution of 


dwy and dY  under the Fay-Herriot model. A naïve MSPE 
estimator is obtained by estimating the MSPE of the BLUP 
and is given by:


1 2ˆ ˆ( ) ( ),N
d i imspe g gψ ψ= +        (5)


where
 


1
ˆˆ ˆ( )d dg Bψ ψ=


 2
2


ˆˆ( )d d ddg B hψ = , and 
1


1


1
ˆ


m
T T


dd d j j d
jj


h x x x x
D ψ


−


=


⎛ ⎞
⎜ ⎟=
⎜ ⎟+⎝ ⎠
∑


.  


Intuitively, this naïve MSPE estimator is likely to un-
derestimate the true MSPE since it fails to incorporate 
the additional uncertainty due to the estimation of ψ .  
In fact, Prasad and Rao (1990) showed that the order 
of this underestimation is 1( )O m− under the following 
regularity conditions:


 1
1


( .1) 0 ,  1, , ;


( .2) sup ( ).
L d U


d dd


r D D D d m


r h O m−
≥


< ≤ ≤ < ∞ =


=


Interestingly, the naïve MSPE estimator even underes-
timates the true MSPE of the BLUP, the order of un-
derestimation being 1( ).O m−  A second-order unbiased 
estimator of MSPE is given by:


     1 2 3 4ˆ ˆ ˆ ˆ( ) ( ) 2 ( ) ( ),DL
d d d d dmspe g g g gψ ψ ψ ψ= + + −       (6)


where
2


3
ˆ


ˆ ˆ( ) var( )
ˆ


d
d


d


B
g


D
ψ ψ


ψ
=


+  and 2
4


ˆˆ ˆ( ) ( ).d dg B biasψ ψ=  
Here, ˆ( )bias ψ and ˆvar( )ψ are the asymptotic bias and 


variance estimates of ψ̂ , respectively. For example, 


1
2


1
ˆ ˆvar( ) 2 ( )


m


d
d


Dψ ψ
−


−


=


⎧ ⎫⎪ ⎪= +⎨ ⎬
⎪ ⎪⎩ ⎭
∑  for the REML method, 


2 2


1
ˆ ˆvar( ) 2 ( )


m


d
d


m Dψ ψ−


=
= +∑  for the PR method, and 


2
1


1
ˆ ˆvar( ) 2 ( )


m


d
d


m Dψ ψ
−


−


=


⎧ ⎫⎪ ⎪= +⎨ ⎬
⎪ ⎪⎩ ⎭
∑


for the FH method; ˆ( ) 0bias ψ =  for the REML and PR 
methods, and 


for the Fay-Herriot method.  See Datta and Lahiri (2000) and 
Datta, Rao, and Smith (2005) for details.


2
2 1


d d
1 1


3
1


d
1


ˆ ˆ2 (D ) (D )


ˆ( )


ˆ(D )


m m


d d


m


d


m


bias


ψ ψ


ψ


ψ


− −


= =


−


=


⎡ ⎤⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎢ ⎥+ − +⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭⎢ ⎥⎣ ⎦=
⎧ ⎫⎪ ⎪+⎨ ⎬
⎪ ⎪⎩ ⎭


∑ ∑


∑


2
2 1


d d
1 1


3
1


d
1


ˆ ˆ2 (D ) (D )


ˆ( )


ˆ(D )


m m


d d


m


d


m


bias


ψ ψ


ψ


ψ


− −


= =


−


=


⎡ ⎤⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎢ ⎥+ − +⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭⎢ ⎥⎣ ⎦=
⎧ ⎫⎪ ⎪+⎨ ⎬
⎪ ⎪⎩ ⎭


∑ ∑


∑,
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 Results: Descriptive Plots


Figure A.1 contains plots of dwy versus the corre-
sponding mean calculated from the IRS tabular data. 
The main sources of error in the IRS means are the 
measurement and processing errors.  On the other hand, 
the SOI means are primarily subject to the sampling 
error. The magnitude of these errors varies depending 
on the variable, but the effect of both errors is that the 
points are further from the reference line drawn in each 
plot.  However, a strong linear relationship is observed 
between these means for each variable, particularly for 
variables that are considered less likely affected by IRS 
errors.  The relationship is weaker for State and Local 
Income Taxes and State and Local General Sales Taxes, 
where IRS data have more error.  The State and Local 
Income Taxes variable also has an apparent outlier in 
one State’s sample mean (TN).


Figure A.2 contains descriptive plots of the shrink-
age factors for each variable and analysis method, sort-
ed by the size of dD . For each variable, as the estimates of 


dD  increase, the shrinkage factor increases, which implies 


that more weight is given to the IRS mean in ˆ EBLUP
dY .  All 


three methods yield zero estimate of ψ , for Taxable Inter-
est Income, which produces an estimate of 1 for the shrink-
age factors for all areas.  This is undesirable since, in such a 
situation, the EBLUP estimate is identical to the regression 
synthetic estimate, which does not directly use the SOI data.   


Figure A.3 contains plots of the percentage-relative 
differences of the IRS totals, to various alternatives, for 
all six variables. For all variables, the States were sort-
ed by the size of the estimated coeffi cient of variation 
(CV) of the direct estimate for the total.  As the CV of 
the direct estimate increased, the direct estimate was 
further from the IRS-based total, shown by the points 
being further from zero on the right side of each plot.


Figure A.4 shows the percentage-relative gain of 
EBLUP estimates over that of the direct estimates for 
each variable. That is:


ˆ( ) ( )
% Rel Gain = 100


( )


EBLUP
dw d


dw


CV y CV Y
CV y
−


×
.


For Adjusted Gross Income, the REML results had 
the largest percentage-relative gains, except for the two 
largest States (CA and NY), where the direct estimates 
were more precise.  This was due to the fact that, in this 
case, EBLUP is identical to the regression synthetic 
estimate, since no weight was given to the direct esti-
mate (as the shrinkage factor was equal to 1).  All of the 
FH estimates were more precise than the direct, shown 
by positive gains for all States, while the PR were less 
precise for the fi ve States with the lowest CVs.  As ex-
pected, all EBLUP’s gains in precision increased as the 
CV of the direct estimate increased.


For Taxable Interest Income, there were also some 
large gains in precision.  Precision gains below -25 per-
cent (or loss above 25 percent) were truncated, which 
occurred for nearly a third of the PR estimates and the 
REML and FH estimates for California.  However, the 
REML and FH methods generally performed well for 
this variable.


For Earned Income Tax Credit, we obtained close 
positive percent relative gains for all States except 
“Other,” where the PR performed best.  


For Real Estate Taxes, all three EBLUPs per-
formed well; PR and FH had higher gains in precision 
in States where the direct estimates had smaller CVs 
than REML, but all three performed equally well (and 
better than the direct estimates) for States where the 
direct estimates had higher CVs.


For State and Local Income Taxes, we see that only 
the REML performed well; the PR and FH methods 
produced negative percentage gains in precision for 
all States except the outlier point noted in Figure A.1, 
which had a much higher gain in precision. Thus, these 
methods appear to be sensitive to outliers: they adjusted 
our outlier, but at the expense of the other States.


For State and Local General Sales Taxes, we see 
lower (but positive) gains in precision that only slightly 
increased as the CV of the direct estimate increased. 
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Thus, when the relationship shown in Figure A.1 is 
much weaker, due to measurement and processing er-
ror in the IRS data, we see lower gains in precision in 
the EBLUPs.


 Conclusions, Limitations, and 
Future Considerations


We attempt to improve on population-based es-
timates that are subject to nonsampling error and 
sample-based estimates subject to sampling error.  In 
general, our EBLUPs seem to produce preferable re-
sults, obtained by exploiting relationships between the 
sample and population variable means. This was dem-
onstrated by high gains in precision and more stability 
in the estimates.


However, for four out of six of the tax return vari-
ables we examined, at least one of the REML, FH, and 
PR methods used to estimate ψ  produced shrinkage 
factors equal to one for all States.  This problem may 
be due to using unreliable design-based direct vari-
ance estimates for the       . The methods also appear to 
be sensitive when there are outliers, and performance 
is lower when the relationship is weaker.  In order to 
overcome some of these problems and to make infer-
ences more fl exible, we plan to consider a hierarchical 
Bayes method in the future.  


Starting in Tax Year 2005, SOI’s individual tax re-
turn sample is expected to increase by approximately 
65,000 noncertainty returns.  This new sample will be 
useful to improve on the estimates. We can also use this 
new sample to develop a robust evaluation criterion to 
compare different model-based methods. 
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A.1. Mean Variable Plots, by Variable of Interest
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A.2. Shrinkage Factors, by Variable of Interest
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State & Local Income Taxes Deducted 
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A.2. Shrinkage Factors, by Variable of Interest—Continued
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A.3. Percentage Relative Difference Between Various Estimates and IRTF Totals, by Variable of Interest
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USING THE STATISTICS OF INCOME DIVISION’S SAMPLE DATA


Earned Income Tax Credit
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A.3. Percentage Relative Difference Between Various Estimates and IRTF Totals, by Variable of 
Interest—Continued
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State & Local Income Taxes Deducted 
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USING THE STATISTICS OF INCOME DIVISION’S SAMPLE DATA


A.4. Percentage Relative Gain in EBLUP Estimates over the Coeffi cients of Variation of SOI Sample-
Based Estimates, by Variable of Interest 
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Earned Income Tax Credit


Real Estate Taxes


A.4. Percentage Relative Gain in EBLUP Estimates over the Coeffi cients of Variation of SOI Sample-
Based Estimates, by Variable of Interest—Continued 
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USING THE STATISTICS OF INCOME DIVISION’S SAMPLE DATA


A.4. Percentage Relative Gain in EBLUP Estimates over the Coeffi cients of Variation of SOI Sample-
Based Estimates, by Variable of Interest—Continued
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The Effects of Tax Reform on the Structure
of U.S. Business


Ellen Legel, Kelly Bennett, and Michael Parisi, Internal Revenue Service


T he 1990’s have been described as a period of
immense and protracted profit-taking in the stock
market.  Mergers and acquisitions have impacted


business demographics.  Tax law changes have also had
a marked effect by continually providing incentives and
disincentives for certain business legal forms of owner-
ship, such as those affecting the growth rates of compa-
nies moving from corporate to noncorporate status.  Law
changes, such as the landmark 1986 Tax Reform Act,
the Small Business Job Protection Act of 1996, and the
Omnibus Reconciliation Act of 1997, have had signifi-
cant impacts on Subchapter C corporations, including
small business (or Subchapter S) corporations; partner-
ships (general, limited, and limited liability companies
LLC’s); and sole proprietorships.


This paper is an examination of the changes in busi-
ness demographics or “business organizational choice”
of the various types of business during the 1990’s and
the changes in the historical trend from the 1980 period.
Tax data will be used to focus on changes in the various
business types, receipts, profitability, and tax rates over
two recessions due to modifications in the tax code on
administrative records sampled at Statistics of Income
(SOI) Division of IRS.


The paper is divided into three sections.  The first
defines the various types of businesses.  The second
explains tax law changes during the 1990’s.  The third
analyzes a time series dataset for the three distinct busi-
ness types (and their subsets) based on tax filings with
the IRS.


� Organizational Type


For this paper, corporations are divided into C cor-
porations, those taxed at corporate rates, and S corpora-
tions, those taxed at individual income tax rates.  Part-
nerships are divided into general partnerships, limited
partnerships, and limited liability companies (LLC’s).
Since the tax treatment of the business organizational
forms varies significantly, a brief synopsis follows.


Corporations.  Corporation (or Subchapter C) in-
come is generally taxed directly at the business level,
and again at the shareholder level for receipt of dividend
income.   Income distributed to shareholders is only tax-
able on the after-tax profits earned by the corporation.
However, after-tax corporate income is taxable at the
shareholder level once it is distributed as dividends or
the shareholder realizes capital gain.


Subchapter S.  S corporations are incorporated en-
tities that have many of the same attributes as the tradi-
tional C corporation, including limited liability, freely trans-
ferable ownership, and unlimited life span.  Unlike the C
corporations, income and losses are passed through to
the shareholder and are subject to tax only at the owner
level.  S corporation shareholders report their shares of
income or loss on their own tax returns.  Therefore, any
resulting tax liability is the responsibility of the share-
holders.  S corporations offer the benefits of partnership
taxation without the liability.  Subchapter S corporations
must be compared with the limited liability company
(LLC), which they resemble in operation and concept.
Despite having several appealing characteristics, S cor-
porations do face inherent limitations, including the num-
ber and type of shareholders, permitting only one class
of stock, and exclusion of foreign, corporate, partner-
ship, or LLC ownership.


Partnerships.  Similar to the S corporation, a part-
nership does not pay tax on its income but passes through
any income or losses to its partners.  Partners include
this passthrough income on their tax returns.


Partnerships may be general partnerships, limited
partnerships, limited liability  partnerships, and limited li-
ability companies.  Creditors of general partnerships,
composed solely of general partners, may collect amounts
owed to them from both the general partnership assets
and the assets of the general partners.  General partners
are personally liable, limited to their personal resources,
and actively participate in management of the business.
Limited partnerships (LP’s) have at least one general







- 64 -


LEGEL, BENNETT, AND PARISI


partner.  A limited partner is similar to a corporate share-
holder, whose liability to third-party creditors is limited to
the amount invested in the partnership.  Limited liability
partnerships (LLP’s) are formed under State-limited li-
ability partnership law.  Limited liability partners, whose
owners are general partners, are not personally liable
for the debts of the LLP or any other partner, nor is the
partner liable for the malpractice committed by other
partners.


Limited liability companies (LLC’s).  The LLC
is a State-formed entity with the limited liability of a cor-
poration and the tax liability of a partnership.  This hy-
brid entity has quickly become an alternative to the tra-
ditional partnership and corporate business structures.
The members of the LLC are treated similarly to limited
partners, in that income passes through an LLC to the
members.  The members include this passthrough in-
come on their tax returns.  Unlike general partners, the
members of the LLC are not personally liable for the
LLC’s debts.


Data from LLC’s have been collected since their
first appearance on the partnership annual information
return in 1993.  LLC’s are required to file on the part-
nership annual information return (Form 1065), although
some file on the S corporation return.  The LLC data
displayed in this article are representative of the data
gathered from the partnership annual information return
only.


Sole Proprietorships.  An owner of a non-farm
sole-proprietorship summarizes the income and expenses
of the business on Schedule C (or C-EZ) of the owner’s
individual income (Form 1040) tax return.  The net in-
come or loss from the business is added to the owner’s
personal income from all other sources and taxed at the
applicable individual income tax rates.


� Tax Law Changes


The Tax Reform Act of 1986 (TRA86), the most
comprehensive revision of the Internal Revenue Code
since 1954, had a major impact on business decisions in
the period after 1986 by broadening the tax base of both
individuals and corporations by tightening the corpora-
tion “alternative minimum tax,” limiting losses from pas-


sive activities, and repealing the long-term capital gain
exclusion.  The most marked effect has been on the
changes in the individual and corporate marginal tax rates.
In pre-TRA86, the highest individual rate (50 percent)
exceeded the highest corporation rate (46 percent) by 4
percentage points.


TRA86 reversed this trend, starting in 1987 and con-
tinuing with the final lowered rates of 1988-1990 of 34
percent for corporations and 28 percent for individuals,
a 6-percentage point reversal.  For 1991 and 1992, this
difference was cut in half when the individual rate was
increased to 31 percent (Figure A).


In 1993 to the present, the top individual rate in-
creased to 39.6 percent surpassing the highest corpora-
tion rate of 35 percent.  Although both rates are lower
than pre-TRA86, the difference of 4.6 percentage points
between the individual rate and the corporation rate looks
almost identical to the pre-TRA86 difference of 4 per-
centage points.   The incentive to switch business types
declined and reversed.  With the reversal in incentives,
was there renewed interest in the corporation type of
business?  We will investigate, using the SOI data for
1990-2000 for all three types of business entities.


Figure A.  Top Marginal Tax Rates (Percentages) 
Corporations and Individuals, 1990-2000 


        
Item 1990 1991-1992 1993-2000 
        
     
Corporations   34.0             34.0       35.0 
Individuals   28.0             31.0       39.6 
Difference     6.0               3.0       -4.6 
Note:  These rates are for the highest levels of taxable 
income and do not reflect alternative minimum tax. 
 


The Small Business Job Protection Act of 1996
(SBJPA) made several noteworthy changes that have
significantly affected S corporation filings.  First, the
SBJPA increased the maximum number of shareholders
from 35 to 75.  Second, it enabled financial institutions,
which did not use the reserve method of accounting for
bad debts, to make an S election.  Third, small business
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trusts electing to be S corporations, were permitted to
be shareholders in an S corporation.  Finally, restrictions
on the percentage of another corporation’s stock that an
S corporation might hold were eliminated.  S corpora-
tions may now make an election to treat the assets, li-
abilities, income, deductions, and credits of wholly-owned
subsidiaries as those of the parent S corporation.


Even though the SBJPA eased Federal tax restric-
tions on S corporations, the number of S corporation
entities has not grown as fast as the partnership limited
liability corporation.  The IRS ruled in late 1988 (Rev-
enue Ruling 88-76, 1988-2 C.B.360) that any Wyoming
LLC would be treated as a partnership.  Thus, the door
was opened for other States to consider LLC legislation,
and the growth of LLC’s has not diminished since the
IRS’s 1988 ruling.  By 1993, some 36 States had ruled to
allow LLC’s as a legal entity.  In 1994, that number grew
to 46 States, plus the District of Columbia.  By 1997, all
50 States and the District of Columbia had enacted LLC
legislation.  The “check-the-box” regulations, imple-
mented by the IRS in January 1997, relaxed the require-
ments for LLC’s to obtain the favorable partnership tax
classification, leading to a wider acceptance of LLC’s.


� Analysis of Business Data


Data in this paper were collected in annual statisti-
cal studies by SOI and published in Table 1 (Number of
Businesses, Business Receipts, Net Income, and Defi-
cit by Form of Business, Tax Years 1990-2000).


Trends in the Number of Businesses


This segment of the paper places the spotlight on
the number of entities and financial data for the 1990-
2000 period.


Over the decade of the 1990’s S corporations dis-
played the largest percentage increase of all entities,
representing 7.85 percent of all entities in 1990 and 11.44
percent in 2000 (Figure B).  The increase in the S cor-
poration percentage of all entities can be attributed to
the large number of C corporations that elected to be-
come S corporations after both TRA86 and the SBJPA
of 1996.  Over the same time period, the percentage of
both C corporations and sole proprietorships, compared


to all entities, declined.  C corporations declined 1.94
percent during the same 10- year period, from 10.68
percent to 8.74 percent.
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Figure B.  Percent of Entities by Type,
Tax Years 1990 and 2000


   C Corporations    S Corporations
   Partnerships    Nonfarm Sole Proprietorships


Number of Entities.  Figures C-E present data on
the number of entities.  Figure C provides a picture of
the number of entities by organizational type over time.
Figure D displays the total number of entities for C cor-
porations and S corporations.  Figure E focuses on the
number of entities by type of partnership.


Figure C.  Number of Corporations, 
Partnerships, and Nonfarm Sole 


Proprietorships, Tax Years 1990-2000
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In the 1990’s, sole proprietorships had the largest
number of entities, (Figure C).  Also, the overall growth
of sole proprietorships in the 1990’s was greater than
the growth of corporations and partnerships, both of which
grew 1.3 million and .5 million, respectively, compared
to an increase of 3.1 million for sole proprietorships.  Sole
proprietorships grew on an average of 1.9 percent per
year throughout the 1990’s, with the largest increase of
3.2 percent taking place in 1996.


The number of S corporations is plotted in Figure D,
which also shows C corporations and total corporations.
S corporations are the single largest corporate entity type
accounting for 56.7 percent of all corporations in 2000.
The number of S corporations has steadily increased since
TRA86 and surpassed C corporations in 1997 when the
number of C corporations started to steadily decrease.
The SBJPA of 1996 also played a role in the growth of S
corporations over this time period.


an increase of nearly .7 million LLC’s.  Limited partner-
ships (20 percent of the total) have shown an overall
gain of 46 percent since 1993.  Prior to that time, limited
partnerships displayed an annual decrease since the 1970’s.


Figure D.  Number of Corporations by 
Type, Tax Years 1990-2000
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General partnerships, the most prevalent of all part-
nership forms (45 percent of the total), have consistently
declined since 1990, decreasing from 1.2 million to .9
million, or 26 percent.  Limited liability corporations (35
percent of the total) have grown significantly since they
first appeared on the partnership tax form in 1993, sur-
passing limited partnerships on 1997.  Figure E shows


Figure E.  Number of Partnerships by 
Type, Tax Years 1990-2000


0


500


1000


1500


2000


1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000


T ax Year


Total Partnerships General
LLC Limited


T housands o f P artnerships


Business Receipts.  Figures F-H display data on
business receipts by organizational type.  Business re-
ceipts are plotted in Figure F for all organizational form
types.  Figure G focuses on corporations, while Figure
H focuses on partnerships.


Business receipts for C corporations have always
far outweighed receipts for partnerships ($2.1 trillion)
and sole proprietorships ($1 trillion).  Both show slight
growth; and in 1996, partnerships passed sole
proprietorships for the first time, as shown in Figure F.


Business receipts for C corporations have always
surpassed S corporations, and, in the 90’s, the gap has
been growing progressively for C corporations from $6.7
trillion to $10.5 trillion, as shown in Figure G.  Even though
business receipts for C corporations have increased by
70.2 percent for the 90’s, the number of C corporations
has only increased 2.0 percent over the same period.
S corporation business receipts have likewise increased
by 123.8 percent while the number of S corporations
has increased significantly, 81.9 percent.  S corporations
now comprise 20.1 percent of the total business receipts,
compared to 14.3 percent for the beginning of the decade.
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The growth of partnership business receipts is pri-
marily due to the inception of LLC as a partnership en-
tity choice, as shown in Figure H.  In 2000, LLC’s rep-
resented $805.5 billion (39.1 percent) of the $2,061.7
billion in partnership business receipts reported.  Part-
nership business receipts have increased at an average
annual rate of 33.4 percent since LLC’s were first rec-
ognized on the tax form in 1993, or 267.5 percent over
the 8-year period.  Limited partnerships now account
for more than $830.4 billion of partnership business re-
ceipts, or 40.2 percent, while barely representing one
fifth of all partnerships, 402.2 thousand.  General part-
nerships, the largest partnership entity, represent only
$425.7 billion of total partnership business receipts, or


20.6 percent.  In 1998, Limited and LLC’s surpassed
General partnerships for the first time.


Net Income (less deficit).  Figures I-K show over-
all trends in net income (less deficit) or profits by organi-
zational type.  Net income (less deficit) is displayed in
Figure I for all business form types.  Figures J and K
focus on corporations and partnerships, respectively.


Figure F.  Business Receipts of 
Corporations, Partnerships, and 


Nonfarm Sole Proprietorships, Tax 
Years 1990-2000
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Figure G.  Business Receipts by Type 
of Corporation, Tax Years 1990-2000
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Figure H.  Business Receipts by Type of 
Partnerships, Tax Years 1990-2000
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Figure I.  Profits of Corporations, 
Partnerships, and Nonfarm Sole 


Proprietorships, Tax Years 1990-2000
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Profits for corporations are now at $927.5 billion,
compared to partnerships at $269 billion and sole
proprietorships at $214.7 billion.  Even though corpora-
tions dominate, the percentage decreased from 70 per-
cent to 56 percent of the total for all business entities,
due to an increase in deficit returns for C corporations.
Over the decade, there has been a smaller increase for
sole proprietorships, while partnerships have been pro-
gressively gaining in profits, and actually bypassing sole
proprietorships in 1999 for the first time, as shown in
Figure I.  Partnerships, which started the decade at 3
percent of the total and grew to 19 percent, reached a
new level at $269 billion in 2000.  Sole proprietorships
ended the decade at $214.7 billion, decreasing from 27
percent of the total in 1990 to 15 percent by 2000.


Corporate profits have grown steadily since 1991,
peaking in 1997, with a slight downturn in 1998, but
bounced back to near-1997 levels in 1999, and flat growth
in 2000 (Figure J).  Net income returns for both C and S
corporations have grown steadily over the decade, peak-
ing in 2000, with C corporations greater than S corpora-
tions in the entire decade. However, S corporations
started the decade with 12.3 percent of the total and
increased to 15 percent of the total by the end of the
decade, due to the increase in the number of deficit re-
turns for C corporations, from an average of $140 billion
from 1990 through 1997, to $207 billion in 1998, $250
billion in 1999, and $348 billion by 2000.


less deficit) during the 1990’s, as shown in Figure K.
Prior to 1993, LP’s had been consistently decreasing.


Then, in 1993, LP’s surpassed LLC’s in profits and
surpassed general partnerships by 1999.  Net income
returns for limited partnerships first surged ahead of
general partnerships, with net income returns in 1998
accounting for the overall growth in all returns (net in-
come and deficit return) by 1999.  In 2000, profits con-
tinued to grow for LP’s, accounting for $119.5 billion of
the $268.9 billion in total profits reported by all partner-
ships, while still only representing one fifth of all part-
nerships.  Over the decade, the profits of LP’s grew at
an average annual rate of 46.5 percent, displaying a
steady stream of positive profits through the 1990’s.  While
limited partnerships had the largest number of net in-
come returns by the end of the decade, LLC’s experi-
enced an increase in the number of deficit returns, by-
passing general partnerships in 1998 and limited part-
nerships by 2000.


Figure J.  Profits of Corporations by 
Type, Tax Years 1990-2000
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Figure K.  Profits by Type of 
Partnerships, Tax Years 1990-2000
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� Conclusions


Sole proprietorships began and ended the decade
with the largest percentage and number of business en-
tities.  However, the percent of the total dropped from
73.4 percent to 71.6 percent.  S corporations had been
steadily increasing since 1990, and by 1997 surpassed C
corporations, which had been decreasing since 1994.
Partnerships have gained in the decade, due to the growth
of LLC’s since their inception in 1993.  During the same


Limited partnerships (LP’s) accounted for the ma-
jority of growth seen in partnership profits (net income
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time, general partnerships have been on a gradual down-
ward turn.


The most obvious reason for the increase in LLC’s
is their advantages over other business entity types.  All
members of LLC’s have the same limited liability pro-
tection; by comparison, a partnership must have at least
one general partner that does not have limited liability.
LLC’s offer flexible management and flexible owner-
ship, allowing members to participate in the LLC’s man-
agement without exposing themselves to possible per-
sonal liability.  LLC’s offer several advantages over S
corporations since there is no limitation on the number
of owners, type of owners, or on the allowable types of
interest.  S corporations are limited to seventy-five share-
holders, none of which can be nonresident aliens, and
may only have one class of stock.  The flexibility that an
LLC offers helps attract a broader range of business
investors than is possible with an S corporation.


The business receipts of corporations outdistanced
partnerships and sole proprietorships due to the domi-
nance of C corporations.  However, C corporations have
dropped from 86 percent of the total receipts of all corpo-
rations to 83 percent by the end of the decade.  General
partnerships have been decreasing since 1997, and by
1998 were surpassed by LLC’s and limited partnerships.


For net income (less deficit) returns, C corporations
are the largest of all entities, but dropped from 64 per-
cent to 56 percent by 2000.  Net income rose for all
corporations due to C corporations, with the gap in the
growth rate widening over S corporations.  Partnership
income also rose due to the steady increase in income
for limited partnerships that surpassed general partner-
ships by 1999.


For C corporations, there has been a 68-percent in-
crease in deficit returns since 1998.  Likewise, for part-
nerships, losses have been increasing since 1994.  Gen-
eral partnerships were surpassed by LLC’s in 1998, and
by limited partnerships by 2000.


Two factors accounted for the growth in S corpora-
tions and LLC’s.  In 1994, the number of States, 36, that
permitted the formation of LLC’s commenced a 7-year
rise in the number of partnerships.  The passage of the


Small Business Job Protection Act (SBJPA96) increased
the number of allowable shareholders from 35 to 75, and
contributed to the growth of S corporations over C cor-
porations, especially in the smaller asset categories.  Both
of these factors allowed income to be passed on to the
individual and taxed at the lower individual rate rather
than at the corporate rate.
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 Table 1.  Number of Businesses, Business Receipts, Net Income, and Deficit 
by Form of Business, Tax Years 1990-2000 
[All figures are estimates based on samples--returns are in thousands, money amounts are in millions of 


Tax Year 


Form of business 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 
  All Industries 
Number of businesses....................... 20,053    20,499    20,849    21,281    21,990    22,488    23,240    23,645    24,113    24,449    25,007   
Business receipts............................... 11,074,423    11,161,332    11,612,309    12,183,715    13,330,389    14,353,781    15,418,578    16,473,256    17,285,224    18,899,109    20,719,321  
Net income (less deficit).................... 528,640    507,822    598,877    721,211    826,282    990,291    1,128,474    1,270,285    1,227,179    1,365,385    1,411,206  
Net income........................................ 830,475    811,635    865,707    976,024    1,078,273    1,251,080    1,415,081    1,590,638    1,615,164    1,811,173    1,991,803  
Deficit............................................... 301,835    303,813    266,830    254,813    251,991    260,788    286,608    320,353    387,985    445,788    580,597   


  Corporations 
Number of businesses...................… 3,717    3,803    3,869    3,965    4,342    4,474    4,631    4,710    4,849    4,936    5,045   
Business receipts.............................. 9,860,400    9,965,600    10,360,400    10,865,500    11,883,600    12,785,800    13,659,500    14,460,900    15,010,300    16,314,000    17,636,600  
Net income (less deficit)................... 370,600    344,900    402,000    498,100    577,300    714,200    806,500    915,400    838,200    929,000    927,500   
Net income........................................ 552,500    535,800    570,400    658,600    739,500    880,700    986,800    1,117,800    1,091,100    1,229,300    1,336,600  
Deficit................................................ 181,900    190,900    168,400    160,500    162,200    166,500    180,300    202,400    252,900    300,300    409,100   
           C corporations 
      Number of businesses................ 2,142    2,105    2,084    2,063    2,318    2,321    2,327    2,258    2,261    2,210    2,185   
      Business receipts........................ 8,272,300    8,310,100    8,569,600    8,897,600    9,710,200    10,419,300    11,087,500    11,620,300    12,006,200    13,071,200    14,078,900  
      Net income (less deficit).............. 338,400    315,800    355,800    444,000    503,300    637,300    713,300    803,700    713,400    791,600    788,400   
      Net income................................... 484,600    469,800    490,800    571,900    632,500    765,600    854,200    963,100    920,100    1,041,900    1,136,800  
      Deficit.......................................... 146,200    154,000    134,900    127,900    129,200    128,300    140,900    159,400    206,700    250,300    348,400   
           S corporations 
      Number of businesses................. 1,575    1,698    1,785    1,902    2,024    2,153    2,304    2,452    2,588    2,726    2,860   
      Business receipts......................... 1,588,100    1,655,500    1,790,800    1,967,900    2,173,400    2,366,500    2,572,000    2,840,600    3,004,100    3,242,800    3,557,700  
      Net income (less deficit).............. 32,200    29,100    46,200    54,100    74,000    76,900    93,100    111,700    124,800    137,400    139,100   
      Net income................................... 67,900    66,000    79,600    86,700    107,000    115,100    132,500    154,700    171,100    187,400    199,800   
      Deficit........................................... 35,700    36,900    33,500    32,600    33,000    38,200    39,400    43,000    46,300    50,000    60,700   
  Partnerships 
Number of businesses...................... 1,553    1,515    1,485    1,468    1,494    1,581    1,654    1,759    1,855    1,937    2,058   
Business receipts.............................. 483,417    483,164    514,827    560,999    656,159    760,618    915,844    1,141,963    1,356,656    1,615,762    2,061,764  
Net income (less deficit).................... 16,610    21,407    42,917    66,652    82,183    106,829    145,218    168,241    186,705    228,438    268,991   
Net income......................................... 116,318    113,408    121,834    137,441    150,928    178,651    228,158    262,373    297,874    348,468    409,973   
Deficit................................................ 99,708    92,002    78,918    70,788    68,745    71,822    82,939    94,132    111,171    120,030    140,982   
           General 
      Number of businesses................ 1,268    1,245    1,214    1,174    1,162    1,163    1,121    1,081    1,016    951    937   
      Business receipts......................... 334,184    333,190    336,912    348,350    375,033    395,396    430,893    450,835    399,306    382,760    425,752   
      Net income (less deficit)............. 37,771    38,109    46,194    55,029    58,721    63,626    77,447    88,235    82,766    85,767    101,786   
      Net income.................................. 81,903    78,331    81,314    85,129    87,681    92,587    106,074    113,265    107,710    108,488    127,059   
      Deficit.......................................... 44,132    40,222    35,119    30,100    28,959    28,961    28,627    25,030    24,943    22,720    25,272   
           Limited ( ¹ ) 
      Number of businesses................ 286    271    271    276    284    299    312    328    369    397    402   
      Business receipts........................ 149,233    149,975    177,914    205,554    257,887    302,337    338,916    423,969    534,249    644,247    830,430   
      Net income (less deficit).............. -21,161    -16,702    -3,278    11,360    21,411    38,320    55,458    62,946    79,329    107,937    119,512   
      Net income................................... 34,415    35,078    40,521    51,238    59,545    76,030    97,722    109,036    131,493    157,245    170,929   
      Deficit........................................... 55,576    51,780    43,798    39,878    38,134    37,710    42,263    46,090    52,165    49,308    51,417   
           LLC 
      Number of businesses................ N/A    N/A    N/A    17    48    119    221    349    471    589    719   
      Business receipts........................ N/A    N/A    N/A    7,095    23,239    62,885    146,036    266,990    423,101    588,755    805,582   
      Net income (less deficit).............. N/A    N/A    N/A    263    2,051    4,884    12,313    17,060    24,609    34,734    47,692   
      Net income.................................. N/A    N/A    N/A    1,073    3,702    10,035    24,362    40,072    58,672    82,736    111,984   
      Deficit........................................... N/A    N/A    N/A    810    1,651    5,151    12,048    23,013    34,063    48,002    64,292   
  Nonfarm Sole Proprietorship 
Number of businesses...................... 14,783    15,181    15,495    15,848    16,154    16,433    16,955    17,176    17,409    17,576    17,905   
Business receipts.............................. 730,606    712,568    737,082    757,215    790,630    807,364    843,234    870,392    918,268    969,347    1,020,957  
Net income (less deficit).................... 141,430    141,516    153,960    156,459    166,799    169,262    176,756    186,644    202,275    207,947    214,715   
Net income........................................ 161,657    162,427    173,473    179,983    187,845    191,729    200,124    210,465    226,190    233,405    245,231   
Deficit................................................ 20,227    20,911    19,512    23,524    21,046    22,467    23,368    23,821    23,915    25,458    30,515   
  N/ANot applicable 
¹ For Tax Years 1993-1995, Limited Partnerships include Limited Partnerships, General Limited Liability Partnerships, and Limited Liability. 
  For Tax Years 1998-1999, Limited Partnerships include Limited Partnerships and Limited Liability. 
  For Tax Year 2000, Limited Partnerships include Domestic Limited Partnerships and Domestic Limited Liability.  
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Using an Individual Income Tax Panel File 
To Measure Changes in Marginal Tax Rates: 


Opportunities and Limitations
John W. Diamond, Rice University; Ralph A. Rector, Department of the Treasury; and 


Michael Weber, Internal Revenue Service


T he Statistics of Income (SOI) Division’s mission 
is to produce and publish impartial data on the 
operation of the Federal tax system.  SOI micro-


data fi les, tabulations, and articles are widely accepted 
as the starting point for tax policy discussions by indi-
viduals with diverse political perspectives.  But virtu-
ally all of the tabulations and articles produced by SOI 
are derived from cross-sectional samples. Recently, SOI 
released a longitudinal or panel sample of individual 
income tax returns covering the years 1999 to 2003 to 
the Offi ce of Tax Analysis at the Treasury Department 
(OTA) and to the Joint Committee on Taxation (JCT).  
The dilemma facing SOI, however, is that, while it has 
produced a longitudinal microdata fi le, thus fulfi lling 
the fi rst part of its mission, the publication of unbiased 
and meaningful income tax tabulations using a longitu-
dinal or panel sample is unchartered territory.  To that 
end, SOI formed a Panel Data Users Group to assist 
SOI in developing ways to publicly release longitudi-
nal individual income tax return data.1  This paper de-
scribes initial efforts by members of the Panel Group, 
in cooperation with SOI, to produce output from the 
1999-2003 panel fi le.


The Panel Data Users Group has a threefold mis-
sion.  First, it will attempt to document issues that make 
the use of a longitudinal fi le more of a challenge than a 
cross-sectional fi le.  Weber (2006) discusses the poten-
tial complications that arise when summarizing panel 
data as compared to cross-sectional information.  For 
example, the marital status of an individual can change 
from married to single or single to married in a panel 
data set.  Such life changes must be taken into account 
if data tabulations are to avoid either missing or dou-
ble-counting individual tax fi lers.  One solution to the 


changing marital status problem is to track only the pri-
mary tax fi ler and consider this person as the sole unit 
of analysis.  However, 95 percent of all primary tax 
fi lers listed on jointly fi led returns are male.  Thus, a 
signifi cant gender bias would be introduced with such 
an approach.  An alternative solution would be to fol-
low the two individuals separately.  The primary prob-
lem with this solution is determining an appropriate 
method for dividing assets and tax liability.  But even 
if assets and tax liability were accurately divided by 
some method, the model could be challenged on the 
grounds that the two individuals make joint economic 
decisions while married.  Another possible approach 
is to limit the tabulations to those panel units where 
the fi ling unit (married couple or separate individual) 
has not changed.  However, such a limitation raises 
issues of potential bias since the results would not be 
representative of tax fi ling units where marital status 
changes.  These and other possible concerns need to 
be addressed when considering how panel data should 
be tabulated and described.  For purposes of this paper, 
the last method, selecting returns with a constant mari-
tal status, was used to construct the data set, hereafter 
referred to as the Modifi ed Panel.2


A second mission of the Panel Data Users Group 
is to help SOI develop standard impartial tabulations 
that can be published by SOI.  For example, tabula-
tions that show average tax rates, marginal tax rates, 
and tax shares by some measure of permanent, average, 
or lifetime income may be of interest.  Other research-
ers may be interested in data that show how certain tax 
provisions affect measures of horizontal equity (the 
equal treatment of equals).  Developing standards for 
summarizing longitudinal tax data remains an ongoing 


1  When the Panel Users Group began, one author, Ralph Rector, was also a member of the SOI Advisory Panel.  Rector is now at the U.S. Treasury Department.  The views 
expressed in this paper are solely those of the authors and should not be interpreted as refl ecting the views of the Treasury Department. 
2  For purposes of this paper, a fi ling status of Married Filing Separately is considered unmarried.  







- 2 -


effort.  This paper includes some tables that may help 
SOI eventually produce a standard set of tabulations.


A third mission is to develop ways for outside re-
searchers to conduct studies based on longitudinal fi les 
without the use of a public-use fi le.  Data for this paper 
were produced using computer programs that Data Us-
ers Group members submitted to SOI.  In particular, the 
Panel Group submitted to SOI a simple marginal tax 
rate (MTR) program to calculate the average marginal 
tax rate on wage and salary income for tax returns in 
the longitudinal fi le.  Members of the Data Users Group 
wanted to produce tabular information that might oth-
erwise not be available but also wanted to minimize 
SOI’s commitment of resources to the effort. All the 
programs were run by an SOI employee who reviewed 
the tabular output before making the results available to 
members of the Data Users Group.      


This paper describes output from the programs sub-
mitted by the Panel Group.  It also raises the question 
of whether the SOI can use a longitudinal fi le to calcu-
late and present tabulations on marginal tax rates (or 
other variables of interest) in a manner that is consis-
tent with its mission.  For example, can SOI tabulations 
and articles suffi ciently deal with issues related to in-
come mobility, changes in income over an individual’s 
life cycle, transitory fl uctuations in income, and returns 
that have a change in fi ling status over the sample in a 
way that is viewed as impartial?  While the programs 
used to construct the underlying fi le were developed by 
SOI, the computer programs used to produce the vari-
ous tabulations in this paper were created by data users.  
In keeping with the mission of promoting researcher 
access to longitudinal data, these programs will be 
posted online for future use, and perhaps alteration, by 
other researchers. 


 Data 


The source of the data used in this paper is the 
1999-2003 SOI Individual Income Tax Return Edited 
Panel.  Each year, SOI produces a cross-sectional sam-
ple of individual tax returns.  For Tax Year 1999, the 
cross-sectional sample included 176,966 returns sam-


pled from 92 stratifi cations.  The 1999-Based Edited 
Panel is primarily a subset of the 1999 cross-sectional 
sample and contains 83,434 returns.  The stratifi cations 
were collapsed from 92 to 21.  


The 1999-Based Edited Panel represents a weighted 
population total of 127.0 million Tax Year 1999 returns.  
As mentioned above, the dataset used in this paper was 
modifi ed to include only those panel units that were 
present in all years (1999-2003) and for which there 
was no change in marital status. The weighted number 
of panel units (or base-year returns) removed due to 
this modifi cation is approximately 39.5 million returns. 
In addition, all base-year dependent returns (7.1 mil-
lion) were removed as well.  The fi nal weighted total 
of Tax Year 1999 returns or panel units in the Modifi ed 
Panel used for this paper is 80.5 million.


The advantage of a panel fi le to tax researchers is 
the ability to analyze changes for the same tax return 
fi ler over the sample period.  Tracking taxpayers on a 
multiyear basis is particularly important if changes in 
income are large enough to place taxpayers in different 
income classes over time.  As shown in Table 1, 46 per-
cent of taxpayers in the panel fi le had a change in wage 
and salary income suffi cient to place them in a different 
income class over a 5-year period.3  With the exception 
of the smallest class, roughly half of the returns moved 
out of the 1999 income class.  For example, after ad-
justing incomes for infl ation, only 41 percent of returns 
with 1999 wages that ranged from $75,000 to $100,000 
remained in that class in 2003.  About 22 percent of the 
returns moved up to the $100,000 to $200,000 class, 
and about 20 percent of the returns moved down to the 
$50,000 to $75,000 class.  Such movements make it 
diffi cult to use a series of single-year samples to gauge 
the multiyear effects of tax changes.


 Marginal Tax Rate Calculator 


In an attempt to provide additional information 
about the multiyear effects of tax policy, this paper uses 
the 1999-Based Edited Panel in combination with a pro-
gram that calculates marginal tax rates.  The program 
is structured as a series of logical statements that deter-


3  The changes in Table 1 are intended to convey a general sense of movement between income classes.  Any measure of movement between income classes depends on the 
extent of mobility and the choice of widths for the income brackets.
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   1999 
Wage 


Income


0-10,000 10,000-
20,000


20,000-
30,000


30,000-
50,000


50,000-
75,000


75,000-
100,000


100,000-
200,000


More 
than 


200,000


15,500 2,620 1,080 623 170 35 34 9 20,071
77 13 5 3 1 0 0 0


2,870 4,980 2,900 1,090 184 23 16 2 12,065
24 41 24 9 2 0 0 0


1,380 1,690 4,440 3,030 382 70 25 4 11,021
13 15 40 28 3 1 0 0


1,470 837 1,810 8,010 3,000 349 117 11 15,605
9 5 12 51 19 2 1 0


730 263 413 1,880 5,690 1,920 376 21 11,293
6 2 4 17 50 17 3 0


266 89 111 349 1,010 2,120 1,130 36 5,111
5 2 2 7 20 41 22 1


251 63 90 178 339 648 2,380 309 4,257
6 1 2 4 8 15 56 7


63 9 26 24 35 35 268 574 1,034
6 1 2 2 3 3 26 56


22,530 10,551 10,869 15,183 10,810 5,199 4,347 966 80,456
28 13 14 19 13 6 5 1 100


1. Shown by frequency and row percent.
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Table 1.  Frequency of 1999 Wage Income, by 2003 Wage Income1


mine the marginal tax rate for each return in the sample.  
The marginal tax rates take into account the effects of 
various income fl oors and phaseouts.  For example, the 
program tests whether a return is subject to the AMT; if 
so, the program tests which AMT rate bracket the return 
is in, and, if the return is in the 26-percent AMT rate 
bracket, the program tests if the return is in the phaseout 
range.  If the return is not subject to the AMT, then the 
regular tax rate is assumed to determine the individual’s 
MTR, and a number of other conditions are examined.  
Note that this methodology is very different from that 
of standard tax calculators used by JCT and OTA.  Most 
importantly, the program is not useful in examining 
questions about how changes in a tax provision would 
affect the number of people who are subject to that pro-
vision or the change in revenue because it does not ac-


count for potential changes in an individual’s tax return 
data in response to tax policy changes.  For example, 
the MTR program would not be useful in examining 
how many more taxpayers would have been subject 
to the AMT if the 2003 AMT exemption amount were 
reduced because it does not recalculate the return data 
under the new rules, and, thus, the number of returns 
subject to the AMT would not change.  


The marginal tax rate program accounts for the 
following provisions: the inclusion of Social Security 
income in taxable income, the alternative minimum 
tax, the personal exemption phaseout, the limitation 
on itemized deductions (ignoring the 80-percent maxi-
mum phaseout rule), the child care credit, the educa-
tion credit, the child credit, and the earned income tax 
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credit.  A number of provisions are not included in the 
current marginal tax rate program, such as credits for 
adoption expenses or for the elderly and permanently 
disabled.  The calculator should produce reliable mar-
ginal tax rate calculations for the vast majority of fi lers 
in the sample.  


 Comparison of Cross-Sectional and 
Panel Files


As noted above, examining the problems of using 
panel fi les and developing potential solutions is not the 
primary focus of this paper.  Nonetheless, these are ex-
tremely important issues that deserve at least a brief 
discussion and must be addressed in future research.  
As a fi rst step, we compare the number of returns and 
average marginal tax rates in the cross-sectional sam-
ple to those in the 1999-Based Edited Panel.  We then 
compare the number of returns and average marginal 
tax rates in the 1999-Based Edited Panel and the Modi-
fi ed Panel.


After selecting tax returns that are for the same tax 
year and removing returns for individuals claimed as a 
dependent on another tax return, population estimates 
from the cross-sectional sample indicate that 49.2 mil-
lion married joint returns were fi led in Tax Year 1999.  
The comparable number for the 1999-Based Edited 
Panel is 50 million.  The edited panel has a slightly 
larger number of weighted records because it includes 
tax returns that are fi led after the cutoff date for includ-
ing records in the cross-sectional sample produced by 
SOI.  However, for reasons discussed in Weber (2006), 
the sample size for the edited panel falls over time.  In 
addition, some married individuals change their fi ling 
statuses over time because they fi le separately in later 
years or because their marriages end.  Figure 1 shows 
changes in the weighted number of married joint re-
turns between 1999 and 2003.  Approximately the same 
number of tax returns is represented in the two fi les in 
2001.  By 2003, the population estimate for the edited 
panel is only about 1 million (about 2 percent) below 
the cross-sectional fi le.


Figure 2 compares the weighted record counts for 
nonmarried fi lers (and married individuals fi ling sepa-


rately).  As is the case for married returns, the weighted 
number of nonmarried returns is slightly larger in the 
edited panel in 1999. The number falls steadily as tax 
returns drop out of the sample.  The weighted count 
in the edited panel is almost 10 million (about 15 per-
cent) below the number of cross-sectional records in 
Tax Year 2003.


The declining number of tax returns can affect the 
ability of the panel to produce estimates that accurate-
ly refl ect the population of tax return fi lers. Detailed 
tests for the presence of bias are beyond the scope of 
this paper.  However, one simple measure is to com-
pare estimates of marginal tax rates using a series of 


1  The imputation was produced through the SRMI technique
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Figure 1.  Comparison of Weighted Number of 
Married Joint Returns for Cross-Sectional and 
1999 Panel


Figure 2.  Comparison of Weighted Number of 
Non-Married Returns for Cross-Sectional and 
1999 Panel
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cross-sectional fi les with estimates from the edited 
panel across different tax years and different income 
classes.  Figure 3 shows the percentage point differ-
ence in the average marginal tax rates for all returns.  In 
1999, the absolute value of the percentage point differ-
ences are relatively small, ranging from 0.24 for those 
with AGI greater than $200,000 to only 0.03 for those 
with incomes between $0 and $10,000.  By 2003, these 
differences increase especially for those with incomes 
below $20,000. However, they still do not exceed 0.3 
percentage points.  


Although average marginal tax rates in the 1999-
Based Edited Panel are relatively close to those pro-
duced from the cross-sectional fi les, the method used 
to construct the Modifi ed Panel is likely to amplify the 
existing differences and add new discrepancies.  The 
Modifi ed Panel is created by selecting records from the 
1999-Based Edited Panel that are present in each year 
and do not change marital status.  This selection crite-
rion reduces the size of the panel fi le and increases the 
risk of producing results that are not representative for 
the population as a whole.  Figure 4 shows the effect 
the selection criterion has by income class in Tax Year 
2003.  The weighted number of returns in the 1999-
Based Edited Panel is within 10 percent of the popula-
tion estimate from the 2003 cross-sectional sample after 
selecting records for the same tax year and excluding 
dependent returns.  About 70 percent of the population 
estimate is represented in the Modifi ed Panel after the 


selection fi lters are applied.  However, the proportion 
of the population represented in the Modifi ed Panel 
varies across income classes.  About 70 percent of the 
population with incomes between $0 and $10,000 is 
represented in the 1999-Based Edited Panel.  How-
ever, this percentage falls to about 45 percent for the 
Modifi ed Panel.  In contrast, returns with incomes over 
$30,000 have a population estimate that differs from 
the cross-sectional estimate by 25 percent or less.  As 
a result, calculations for returns in the Modifi ed Panel 
with incomes over $30,000 are less likely to be affected 
by the selection criterion.  


An additional complication is caused by the fact 
that the method of record selection used to create the 
Modifi ed Panel can produce biased results even when 
the population estimates remain relatively unchanged.  
As previously indicated, it is not possible in this paper 
to produce a detailed analysis of such biases.  How-
ever, as was the case with the cross-sectional and edited 
panel fi les, it is possible to compare estimates of aver-
age marginal tax rates between the 1999-Based Edited 
Panel and the Modifi ed Panel.


Figure 5 shows the percentage point differences 
in average marginal tax rates between the 1999-Based 
Edited Panel and the Modifi ed Panel by income class 
for Tax Year 1999.  For example, single records in the 
$0 to $10,000 income class have an average marginal 
tax rate that is about 1 percentage point higher in the 
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Figure 3.  Percentage Point Difference Between MTRs in Cross-Sectional and 1999 Panel, for All Filing 
Types, in Tax Years 1999 and 2002
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Modifi ed Panel than they are in the 1999-Based Edited 
Panel.  By contrast, the average marginal tax rate for 
married joint returns in this class is over half a percent-
age point lower in the Modifi ed Panel than in the 1999-
Based Edited Panel.  The fi gure indicates that average 
marginal tax rates for the other income classes are much 
closer.  


In light of the difference in the population estimates 
for the $0-10,000 income class in 2003 shown in Figure 
4, it is not surprising that the average marginal tax rates 
for this class are also different.  Figure 6 shows that, 
for some fi ling types in this income class, estimates of 
average marginal tax rates from the 1999-Based Edited 
Panel and the Modifi ed Panel are farther apart in 2003 
than in 1999.  Average marginal rates for married joint 
returns with incomes between $0 and $10,000 were 1.8 
percentage points higher in the Modifi ed Panel than in 
the 1999-Based Edited Panel.  The estimate for head 
of household returns in this income class is about 0.7 
percentage points higher.  However, the singles in this 
income class were almost identical.  Larger differences 
also emerged for returns with incomes between $20,000 
and $30,000.  However, none of the differences for the 
other income classes exceeded half a percent, and most 
were within 0.15 percentage points.  Thus, while some 
caution is still in order when using estimates from the 


Modifi ed Panel fi le, particularly for returns in the low-
est income class, it seems reasonable to assume that the 
fi le produces useful estimates for most income classes 
and each fi ling type.


 Results from the Data Users Group 
Marginal Tax Rate Program


As a fi rst step in this process of using the panel 
fi les, we present marginal tax rates on wage income 
calculated from the Data Users Group marginal tax rate 
program.   In this section, we use the Modifi ed Panel 
described above to estimate changes in marginal tax 
rates from 1999 to 2003 by income and fi ling status.  
The income classifi er is either annual adjusted gross 
income or average adjusted gross income.  Returns are 
grouped into four fi ling status categories: single, joint, 
head of household, and married fi ling separately. 


Changes in Marginal Tax Rates by Annual 
and Average Income


Table 2 reports return counts and average marginal 
tax rates for each year from 1999 to 2003 by annual ad-
justed gross income and fi ling status.  The table shows 
that the average marginal tax rate for all returns in the 
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Figure 6.  Percentage Point Difference between MTRs in the 1999 Panel and Modifi ed Panel, by Filing Type 
and Income Class, in Tax Year 2003 
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Tax Year 1999, Inflation-Adjusted AGI in 1999
-------------------------- Return counts --------------------------- -------------------------------- AMTR -------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 172 223 16 14 425 -0.3 -1.4 -6.7 0.1 -1.1
0-10k 4238 1143 1884 97 7361 3.9 -9.1 -23.9 5.8 -5.2
10k-20k 6999 3120 3859 158 14137 14.5 10.8 16.4 14.1 14.2
20k-30k 5695 3928 2539 240 12401 15.8 18.5 25.7 16.0 18.7
30k-50k 6104 8617 2239 272 17231 24.2 16.0 16.6 25.7 19.1
50k-75k 2529 10506 751 81 13867 27.7 20.6 25.3 28.2 22.2
75k-100k 735 5705 175 32 6647 29.5 28.1 28.7 27.9 28.2
100k-200k 659 5467 108 28 6261 31.5 29.9 31.0 31.1 30.1
200k + 206 1869 28 22 2126 35.7 37.8 36.4 34.2 37.6
Total 27337 40577 11599 943 80456 17.4 20.8 12.9 19.5 18.5


-------------------------- Return counts --------------------------- -------------------------------- AMTR -------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 185 255 26 8 474 -0.3 -0.3 0.0 0.2 -0.2
0-10k 3225 965 1595 74 5860 3.7 -7.9 -22.4 5.5 -5.3
10k-20k 6548 2905 3770 116 13340 14.6 10.5 16.0 13.6 14.1
20k-30k 5804 3723 2689 194 12409 15.9 18.8 26.2 16.2 19.0
30k-50k 6831 8304 2428 225 17787 23.9 16.2 16.4 24.7 19.3
50k-75k 2844 9966 907 107 13824 27.4 20.3 25.2 28.0 22.1
75k-100k 910 6132 212 17 7271 29.3 27.9 29.0 30.9 28.1
100k-200k 752 6176 101 33 7062 31.0 29.7 30.1 32.5 29.8
200k + 272 2103 32 13 2420 36.0 37.5 36.8 35.9 37.3
Total 27371 40528 11761 787 80447 18.3 21.3 14.3 20.0 19.2


-------------------------- Return counts --------------------------- -------------------------------- AMTR -------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 215 267 31 12 525 -0.7 -1.2 -3.3 0.0 -1.1
0-10k 3172 1065 1426 70 5733 3.1 -7.8 -25.8 2.9 -6.2
10k-20k 6213 3014 3592 116 12935 14.4 7.7 13.6 13.5 12.6
20k-30k 5699 3592 2907 178 12376 16.0 19.3 27.3 15.3 19.6
30k-50k 7098 7906 2549 239 17792 22.9 16.5 16.6 24.0 19.2
50k-75k 3037 10056 962 82 14136 27.3 19.5 24.1 27.4 21.5
75k-100k 957 6247 208 35 7447 28.7 27.1 28.9 30.1 27.3
100k-200k 718 6386 154 14 7271 31.0 29.1 28.3 35.0 29.3
200k + 215 1970 27 12 2224 35.8 37.4 37.7 31.4 37.2
Total 27323 40503 11855 758 80440 18.0 20.7 14.2 19.0 18.8


Tax Year 2000, Inflation-Adjusted AGI in 2000


Tax Year 2001, Inflation-Adjusted AGI in 2001


sample increased from 18.5 percent in 1999 to 19.2 per-
cent in 2000.  From 2000 to 2003, the average marginal 
tax rate for all returns declined from 19.2 percent to 15.3 
percent.  The increase in the average marginal tax rate for 
all returns from 1999 to 2000 resulted from an increase 
in average marginal tax rates for returns with negative 


Table 2.  Returns Counts and Average Marginal Tax Rates, by Annual AGI and Filing Status


DIAMOND, RECTOR, AND WEBER 2007 SOI PAPER SERIES


adjusted gross income, adjusted gross income from 
$20,000 to $30,000, and adjusted gross income from 
$30,000 to $50,000, while marginal tax rates decreased 
slightly for returns in the remaining income cohorts.  By 
2002, the average marginal tax rate for every income 
cohort except the lowest was lower than in 1999.  
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-------------------------- Return counts --------------------------- -------------------------------- AMTR -------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 276 373 36 15 699 -0.3 -0.9 -3.3 0.1 -0.7
0-10k 3398 1229 1325 74 6027 0.7 -6.5 -26.1 2.6 -6.6
10k-20k 5901 3126 3553 124 12704 12.0 3.6 8.0 10.7 8.8
20k-30k 5433 3671 2985 158 12247 15.9 15.2 25.2 14.8 17.9
30k-50k 7164 7660 2619 261 17704 21.7 16.8 16.8 23.5 18.9
50k-75k 3157 9761 963 74 13955 26.7 18.5 22.9 26.6 20.7
75k-100k 971 6474 249 29 7724 28.2 26.0 27.9 29.6 26.4
100k-200k 777 6361 120 15 7273 30.0 28.4 28.7 33.7 28.6
200k + 211 1842 35 12 2100 34.4 35.9 33.6 36.5 35.8
Total 27288 40497 11885 762 80433 16.7 19.3 12.3 18.1 17.4


-------------------------- Return counts --------------------------- -------------------------------- AMTR -------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 326 375 30 14 745 -0.6 -1.9 -5.6 0.2 -1.4
0-10k 3865 1407 1352 95 6718 0.2 -6.6 -25.7 1.8 -6.4
10k-20k 5711 3318 3274 120 12423 10.8 1.7 5.8 9.0 7.0
20k-30k 5119 3563 2973 171 11826 15.6 12.1 21.8 13.7 16.1
30k-50k 6982 7592 2699 288 17561 20.3 14.6 16.2 18.6 17.1
50k-75k 3318 9218 1011 98 13644 24.6 15.6 20.6 25.2 18.2
75k-100k 1015 6528 246 41 7830 25.6 21.4 26.8 26.7 22.2
100k-200k 759 6600 144 19 7523 27.5 26.3 27.2 30.7 26.5
200k + 217 1889 38 14 2158 31.5 33.0 31.3 27.9 32.8
Total 27312 40491 11766 860 80429 15.4 16.5 10.6 15.7 15.3


Tax Year 2002, Inflation-Adjusted AGI in 2002


Tax Year 2003, Inflation-Adjusted AGI in 2003


Inflation-Adjusted
AGI Single Joint HH MFS Total
Negative -112 -38 17 138 -31
0-10k -95 27 -7 -68 -22
10k-20k -25 -84 -65 -36 -50
20k-30k -1 -35 -15 -14 -14
30k-50k -16 -9 -3 -27 -10
50k-75k -11 -25 -18 -11 -18
75k-100k -13 -24 -6 -4 -21
100k-200k -13 -12 -12 -1 -12
200k + -12 -13 -14 -19 -13
Total -21 -17 -19 -18-12


Table 2.  Returns Counts and Average Marginal Tax Rates, by Annual AGI and Filing Status—Continued


Table 3.  Percentage Change in Average Marginal 
Tax Rates, by AGI Class and Filing Status from 
1999 to 2003


Table 3 shows the percentage change in average 
marginal tax rates by adjusted gross income and fi ling 
status from 1999 to 2003.  The percentage changes in 
average marginal tax rates were different across income 
cohorts.  The largest percentage decrease in average 
marginal tax rates occurred in the bottom three income 
cohorts.  However, for every income cohort, the mar-
ginal tax rate decreased by at least 10 percent over this 
period.  From 1999 to 2003, the decrease in the average 
marginal tax rate for all returns was 18 percent.  The 
percentage changes in average marginal tax rates also 
differed by fi ling status.  The percentage decrease in the 
marginal tax rate for joint returns (21 percent) is almost 
twice as large as for single returns (12 percent).  Aver-
age marginal tax rates declined for every income and 
fi ling status category except for joint returns in the zero 
to $10,000 income cohort, head of household returns in 
the negative income cohort, and married fi ling separate 
returns in the negative income cohort.  
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-------------------------- Return counts --------------------------- -------------------------------- AMTR ---------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 148 188 7 12 355 2.2 2.3 -1.6 7.7 2.3
0-10k 2870 792 1357 77 5096 4.5 -3.5 -16.4 7.0 -2.3
10k-20k 7282 3123 4109 160 14673 13.0 9.7 10.0 13.0 11.5
20k-30k 6309 4020 2685 254 13267 16.2 16.4 22.1 17.7 17.5
30k-50k 6623 8999 2353 279 18253 22.5 16.8 18.4 23.2 19.2
50k-75k 2608 10379 790 102 13878 27.1 20.7 24.0 27.5 22.1
75k-100k 750 5818 186 27 6780 28.9 26.9 27.5 31.8 27.2
100k-200k 559 5500 80 18 6157 31.6 29.8 30.9 32.7 30.0
200k + 189 1759 34 15 1997 34.5 36.8 33.8 32.6 36.5
Total 27337 40577 11599 943 80456 17.4 20.8 12.9 19.5 18.5


-------------------------- Return counts --------------------------- -------------------------------- AMTR ---------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 142 186 13 14 355 0.4 1.6 -2.8 3.9 1.1
0-10k 2831 790 1416 59 5096 5.3 -3.2 -16.0 5.9 -1.9
10k-20k 7244 3114 4177 136 14672 14.0 10.3 13.8 13.6 13.1
20k-30k 6345 4014 2691 216 13265 16.7 17.1 23.2 17.5 18.2
30k-50k 6654 8983 2399 215 18251 23.8 16.8 17.9 24.6 19.6
50k-75k 2632 10370 784 90 13875 27.4 21.3 24.7 28.0 22.7
75k-100k 766 5815 174 25 6779 29.4 27.6 28.4 31.9 27.8
100k-200k 561 5497 76 22 6157 32.2 30.3 31.3 35.3 30.5
200k + 196 1759 31 11 1997 35.3 36.9 34.8 29.1 36.7
Total 27371 40528 11761 787 80447 18.3 21.3 14.3 20.0 19.2


-------------------------- Return counts --------------------------- -------------------------------- AMTR ---------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 146 186 13 10 355 -0.1 0.1 -13.0 0.1 -0.5
0-10k 2832 788 1415 61 5096 4.3 -3.9 -20.0 4.0 -3.7
10k-20k 7131 3109 4297 134 14671 13.9 7.8 14.6 12.5 12.8
20k-30k 6372 4008 2672 213 13265 16.4 17.2 24.3 17.0 18.2
30k-50k 6676 8982 2389 203 18250 23.9 16.6 17.3 23.9 19.5
50k-75k 2638 10364 781 90 13873 26.9 21.0 24.2 27.3 22.3
75k-100k 774 5812 174 19 6778 28.5 26.9 28.3 32.8 27.1
100k-200k 558 5495 83 18 6155 31.2 29.5 30.1 33.2 29.7
200k + 195 1759 31 11 1997 33.5 36.1 33.2 28.8 35.8
Total 27323 40503 11855 758 80440 18.0 20.7 14.2 19.0 18.8


Tax Year 1999, Inflation-Adjusted Average AGI 1999-2003


Tax Year 2000, Inflation-Adjusted Average AGI 1999-2003


Tax Year 2001, Inflation-Adjusted Average AGI 1999-2003


Table 4 reports return counts and marginal tax rates 
for each year from 1999 to 2003 by average adjusted 
gross income (a 5-year average of adjusted gross in-
come) and fi ling status.  Averaging income across the 
5-year period mitigates the infl uence of transitory fl uc-
tuations in income by reducing the number of returns in 
the extreme income cohorts.  For example, using aver-
age adjusted gross income to classify returns rather than 
annual adjusted gross income decreased the number of 


returns with less than $10,000 and more than $100,000 
in AGI.  Using average AGI as the income classifi er 
also reduced the dispersion in average marginal tax 
rates across the income cohorts.  The average marginal 
tax rates for returns with less than $10,000 in AGI in-
creased, and the average marginal tax rates for returns 
with more than $200,000 in AGI decreased.  This rela-
tionship also holds across fi ling status except for head of 
household returns in the lowest income cohort.  Heads 


Table 4.  Returns Counts and Average Marginal Tax Rates, by Average AGI and Filing Status
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USING AN INDIVIDUAL INCOME TAX PANEL FILE TO MEASURE CHANGES IN MARGINAL TAX RATES


-------------------------- Return counts --------------------------- -------------------------------- AMTR ---------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 142 186 17 10 355 0.4 0.1 -3.7 0.2 0.0
0-10k 2820 787 1439 49 5095 1.4 -5.0 -19.3 2.3 -5.4
10k-20k 7020 3110 4388 152 14670 11.9 4.6 11.3 11.0 10.2
20k-30k 6351 4005 2705 203 13264 15.8 14.1 22.3 16.5 16.6
30k-50k 6745 8983 2314 207 18249 23.0 15.8 16.9 22.8 18.7
50k-75k 2680 10361 735 94 13870 26.2 20.2 23.4 25.5 21.5
75k-100k 768 5812 180 19 6778 27.6 25.8 27.3 31.4 26.1
100k-200k 565 5495 77 18 6155 29.9 28.3 27.9 31.0 28.5
200k + 197 1759 30 11 1997 31.7 34.0 31.5 34.8 33.7
Total 27288 40497 11885 762 80433 16.7 19.3 12.3 18.1 17.4


-------------------------- Return counts --------------------------- -------------------------------- AMTR ---------------------------------
Single Joint HH MFS Total Single Joint HH MFS Total


Negative 146 186 15 7 355 0.5 1.0 -6.9 0.4 0.4
0-10k 2832 785 1419 59 5095 2.0 -4.1 -17.7 1.3 -4.4
10k-20k 7069 3110 4329 162 14670 10.5 2.4 9.1 10.1 8.4
20k-30k 6332 4003 2705 222 13262 15.1 10.5 18.4 13.3 14.3
30k-50k 6743 8983 2284 240 18249 20.9 13.6 16.5 19.3 16.7
50k-75k 2656 10359 737 116 13868 23.7 16.9 21.2 23.6 18.4
75k-100k 773 5812 170 23 6778 25.1 22.3 25.9 28.4 22.8
100k-200k 565 5494 76 18 6154 26.7 25.8 27.5 26.6 25.9
200k + 195 1759 29 13 1997 27.8 30.7 27.2 27.2 30.4
Total 27312 40491 11766 860 80429 15.4 16.5 10.6 15.7 15.3


Tax Year 2002, Inflation-Adjusted Average AGI 1999-2003


Tax Year 2003, Inflation-Adjusted Average AGI 1999-2003


of households in the lowest income cohort had a lower 
average marginal tax rate using average AGI calcula-
tions for all years except 1999.  


Table 5 shows the percentage change in average 
marginal tax rates by average adjusted gross income 
and fi ling status from 1999 to 2003.  Using average in-
come as the income classifi er reduces the percentage 
changes in marginal tax rates for the lowest two income 
cohorts by at least 50 percentage points relative to using 
annual income as the income classifi er.  In this case, the 
magnitude of the percentage change decreases by 23 
percentage points for the cohort with incomes ranging 
from $10,000 to $20,000, while there are only minor 
differences across the remaining cohorts.


Distribution of Returns by the Percentage 
Change in Marginal Tax Rates and Income 


Table 6 reports return counts and the share of re-
turns by 1999 adjusted gross income and the distri-


Inflation-Adjusted
Average AGI
1999-2003 Single Joint HH MFS Total
negative -57 -340 -94 -81
0-10k -18 -8 -81 -95
10k-20k -19 -75 -9 -22 -27
20k-30k -7 -36 -17 -25 -18
30k-50k -7 -19 -10 -17 -13
50k-75k -13 -18 -11 -14 -17
75k-100k -13 -17 -6 -11 -16
100k-200k -16 -14 -11 -19 -14
200k+ -19 -16 -19 -17 -17
TOTAL -12 -21 -17 -19 -18


-76
-56


Table 4.  Returns Counts and Average Marginal Tax Rates, by Average AGI and Filing Status—Continued


bution of returns by the magnitude of the percentage 
change in marginal tax rates.  The percentage changes 
are reported as absolute values so that the direction of 
changes is irrelevant for this table.  The marginal tax 
rate did not change for 22 percent of the returns from 


Table 5.  Percentage in Average Marginal Tax Rates, 
by Average AGI and Filing Status from 1999 to 2003
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1999 to 2003.  The marginal tax rate either increased 
or decreased by more than 10 percent for 67 percent of 
all returns from 1999 to 2003.  The results by income 
are also striking.  As expected, 99 percent of the returns 
in the income cohort with negative adjusted gross in-
come in 1999 experienced a marginal tax rate change 
greater than 10 percent.  This is a purely mechanical 
result caused by the fact that marginal tax rates for most 
returns in this group are zero, and, thus, any change 
in the marginal tax rate implies a very large percent-
age change in the marginal tax rate.  In the highest in-
come cohort, marginal tax rates changed by more than 
10 percent from 1999 to 2003 for 84 percent of the 
returns.  For returns with more than $75,000 in AGI, 
the marginal tax rate was constant from 1999 to 2003 
for only 3 percent of the returns.  For income cohorts 
with $10,000 to $75,000 of adjusted gross income, the 
marginal tax rates changed by at least 10 percent for 
57 to 72 percent of the returns.  There was no change 
in marginal tax rates for 24 percent to 31 percent of 
the returns in the $10,000 to $75,000 range of adjusted 
gross income.  


Table 7 reports the distribution of returns by av-
erage adjusted gross income and the percentage point 
change in marginal tax rates.  The marginal tax rate de-
clined by more than 2 percentage points for 49 percent 
of the returns and was unchanged for 25 percent of the 


returns from 1999 to 2003.  Overall, marginal tax rates 
decreased for 52 percent of the returns and increased 
for 22 percent of the returns from 1999 to 2003.  In 
the lowest income cohort, the marginal tax rate was un-
changed for 60 percent of the returns, decreased for 23 
percent of the returns, and increased for 17 percent of 
the returns from 1999 to 2003.  In the highest income 
cohort, marginal tax rates decreased by at least two 
percentage points for 75 percent of the returns and in-
creased by two percentage points for 13 percent of the 
returns from 1999 to 2003.  Clearly, the highest-income 
taxpayers were more likely to experience a decrease in 
their marginal tax rates, and the lowest income class 
was more likely to experience no change or an increase 
in the marginal tax rate.  This general trend also holds 
across all high and low income groups.


A word of caution is necessary.  Changes in mar-
ginal tax rates are not an indicator of changes in in-
come tax liability.  In addition, changes in marginal 
tax rates can be associated with provisions designed 
to increase or decrease the income tax liability for cer-
tain individuals.  Table 7 reports a jump in the share of 
returns with more than a 2-percentage point decrease 
in marginal tax rates compared to the two surround-
ing brackets (from 40 percent to 50 percent and then 
back to 30 percent).  This jump in the share of returns 
is most likely attributable to the creation of the 10-per-


           ----------- Return counts -----------------  --------------- Share ----------------------         
  0% 0%-2% 2%-5% 5%-10% > 10% 0% 0%-2% 2%-5% 5%-10% > 10% 


AGI in 1999           


Negative 6 0 0 0 418 0.01 0 0 0 0.99 
0-10k 864 6 12 30 6447 0.12 0 0 0 0.88 
10k-20k 3361 128 168 339 10134 0.24 0.01 0.01 0.02 0.72 
20k-30k 4059 275 307 439 7316 0.33 0.02 0.02 0.04 0.59 
30k-50k 5255 474 575 1038 9886 0.31 0.03 0.03 0.06 0.57 
50k-75k 3484 453 440 902 8583 0.25 0.03 0.03 0.07 0.62 
75k-100k 188 124 258 814 5263 0.03 0.02 0.04 0.12 0.79 
100k-200k 198 250 442 1210 4157 0.03 0.04 0.07 0.19 0.66 
200k + 58 19 62 207 1780 0.03 0.01 0.03 0.1 0.84 
           
Total 17473 1728 2265 4979 53983 0.22 0.02 0.03 0.06 0.67 


Table 6.  Return Counts and Share, by Income and the Magnitude of the Percentage Change in Marginal 
Tax Rates
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cent bracket, which lowered marginal tax rates by 5 
percentage points for some returns in this income co-
hort.  In addition, the increase in the child tax credit 
from $500 to $1,000 affected returns in the $10,500 to 
$20,500 range in 2003 as an extra dollar in earned in-
come in this range would increase the refund from the 
child credit by $0.10.  There is also an increase in the 
share of low income returns with more than a 2-per-
centage point increase in the marginal tax rate.  This 
may partly be caused by an increase in the dependent 
care credit rate and amount.  However, this is prob-
ably a rather small factor.  Differences in changes in 
marginal tax rates by income cohorts may also be a re-
sult of changes in income patterns as discussed above.  
For example, a college student who graduated during 
this period would be likely to experience an increase in 
his or her marginal tax rate.  The impact of life-cycle 
changes will affect the distribution of marginal tax rate 
changes over time.  Finally, income mobility will also 
affect the determination of marginal tax rate changes 
over time.  Panel data provide the capability to explore 
questions about income mobility, life-cycle changes, 
and the effect of policy changes across different types 
of individuals.4 


 Conclusion


In this paper we lay out the threefold mission of 
the Panel Data Users Group, which is (1) to document 
issues that make the use of a longitudinal fi le more of a 
challenge than a regular cross-sectional fi le, (2) to help 
SOI develop standard impartial tabulations that can be 
published by SOI, and (3) to develop ways for outside 
researchers to conduct studies based on longitudinal 
fi les.  Our purpose is to begin a dialogue concerning 
whether and how the group could reach these goals.  


We began by noting several of the most diffi cult 
issues that must be addressed, including income mobil-
ity, changes in income over an individual’s life cycle, 
transitory fl uctuations in income, and dealing with the 
problems created by returns that have a change in fi ling 
status over the sample period.  Limiting the fi le to only 
records that have a constant fi ling status allowed us to 
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4  For an example of the use of tax panel data to study income mobility, see Auten 
and Gee, 2007.
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examine the effects of using one method for dealing 
with this issue.  We present evidence that indicates that 
the Modifi ed Panel produces useful estimates for most 
income classes and each fi ling type, except for returns 
in the lowest income class.  However, we emphasize 
that more research needs to be done on this issue, in-
cluding examining other methods for dealing with it, 
and that some caution is still in order when using es-
timates from the Modifi ed Panel fi le.  We also discuss 
the construction of a simple marginal tax rate (MTR) 
computer program that we believe will be a useful in-
put for future projects.  In addition, this exercise was 
helpful in thinking through some of the complications 
of calculating and presenting tabular evidence from 
a longitudinal fi le in a manner that is consistent with 
SOI’s mission. 
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Internal Revenue Service Area-To-Area Migration Data:  
Strengths, Limitations, and Current Trends


Emily Gross, Internal Revenue Service


The mobility of Americans has long been a sub-
ject of interest for demographers, scholars, and 
the media.  Just a few decades ago, the ultimate 


success story in this country was home ownership and 
staying in one neighborhood for all of adulthood.  Cur-
rently, people and families move many times during their 
adult lives, with the peak moving years being between 
20-24 years of age.1  To where are these people mov-
ing, and from where did they originate?  One of the 
few accurate sources of area-to-area migration data in 
the United States comes from the Statistics of Income 
Division (SOI) of the Internal Revenue Service (IRS), 
which maintains records of all individual income tax 
forms filed in each year.


This paper will highlight the data IRS has on taxpay-
er migration, particularly the county-to-county migration 
data created by U.S. Bureau of the Census analysts using 
IRS data.  First, the paper will discuss the IRS Individual 
Master File from which these datasets are derived.  Then, 
it will cover how the Census Bureau reviews the file and 
runs it through a geocoding program.  Next, the paper 
will cover how the dataset returns to the IRS for disclo-
sure proofing and how the data are marketed.  The data 
themselves will be discussed, highlighting strengths and 
limitations.  Finally, some current trends in migration 
will be examined.


 Statistics of Income (SOI) Division and  
 the Data Source


The Statistics of Income program began in 1916, 
when Congress passed a revenue act that included a 
provision requiring the annual compilation of statistics 
with respect to the operation of the tax law.  This require-
ment has reappeared in each major rewrite of the tax law 
since then and is currently included as section 6108 of 
the Internal Revenue Code of 1986.


Besides annual SOI publications, based on indi-
vidual and corporate income tax returns, other data 
are also published in the quarterly Statistics of Income 


Bulletin.  The Bulletin includes studies on sole propri-
etorships, partnerships, tax-exempt organizations, estate 
tax returns, and estimates of personal wealth, as well as 
studies on “international” tax returns.  Most of the SOI 
publications are available on the “tax stats” portion of the 
IRS Web site (www.irs.gov), which contains over 3,900 
files related to tax statistics.


From time to time, SOI undertakes special reimburs-
able studies for Government and private users.  One 
customer, the Census Bureau (which is allowed access 
to tax return data under the Internal Revenue Code but 
must be able to justify the data items it receives as needed 
for its own statistical programs) pays IRS for annual 
data on every entity on the IRS Individual Master File 
(IMF).  (The IRS Master File includes administrative 
records for every Form 1040, 1040A, and 1040EZ.)  
The tax and income items that Census receives from 
the IMF include:  


•	 Tax Filing Units (the filer and spouse of filer, plus 
all exemptions represented on the forms)


•	 Mailing address


•	 Age classification (the filer is classified as “un-
der age 65” if he or she did not mark the age 65+ 
checkoff box)


•	 Income data:  wages and salaries, interest income, 
dividend income, gross rents, and royalties


•	 Adjusted gross income (includes all taxable in-
come, less adjustments to income)


•	 Total income (a special definition which most 
closely approximates the Census Bureau’s defini-
tion of total income).


The Master File data that Census receives were 
based on all returns filed by late September of the filing 
year.  This extract is believed to include 95 percent to 98 
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gross


percent of the individual filing population.  The individu-
als covered by the returns include the filer and the spouse 
of the filer, as well as any exemptions claimed on the 
tax return.  The Tax Year 2002 file, the most recent data 
available, contained about 130.5 million returns.2   


In addition to using these data for their population 
estimates, Census also uses them to produce area-to-
area migration data for SOI.  The tax and income data 
included in the migration data are Number of Returns, 
Number of Exemptions, Aggregate Adjusted Gross In-
come (AGI), and Median AGI.


 Census Bureau Processing


In accordance with the agreement mentioned above 
between the IRS and Census Bureau, the 1040 Individual 
Master File dataset is provided annually to the Planning, 
Research, and Evaluation Department at Census.  Both 
the Social Security Number (SSN) and the taxpayer name 
are stripped from each return.  In their place, a special 
identification number called a Protective Identification 
Key (PIK) is assigned to each return.  


To further prepare the data for its own purposes, 
as well as to prepare the migration files, the Census 
Bureau geocodes the IMF data.   Geocoding involves 
assigning a set of codes to each return that represent the 
residence of the filer.  These codes are assigned from the 
United States Post Office (USPO) ZIP/Sector-to-County 
Cross Reference (CCRS), which is generally reflected 
in the “ZIP plus 4” codes.  The “plus 4” codes have 
two characters each--a sector code and a segment code.  
According to USPO guidelines, each sector code must 
identify one county only.  This is the key to how Cen-
sus is able to geocode each return by county of origin.  
From the combination of ZIP sector codes and mailing 
State code for each individual return, Census is able to 
assign each record with a State/county code from the 
CCRS.  To prepare the migration data, Census must use 
2 consecutive filing years of IMF data.  For each set of 
filing years, a code was given to the current-year return 
and the prior-year return, using the current-year CCRS.  
County equivalent codes are assigned to the District of 
Columbia, the Virgin Islands, Puerto Rico, APO/FPO 
(military), and “other foreign.”


 Identifying Migrants


Once the geographic codes are in place, Census 
determines who in the file has or has not migrated.  The 
coded returns for 2 consecutive years are then compared 
to one another for two criteria:  (1) the street address and 
(2) the mailing address State plus ZIP code.  If the two are 
identical, the return is labeled a “nonmigrant.”  If any of 
the above information changed from the first prior year of 
study to the current year, the return is considered a mover.  
However, the return is only a “migrant” if the taxpayer’s 
geographic code changed.  If a taxpayer’s address codes 
change from one year to the next, that taxpayer is an 
“in-migrant” for the address on the return filed in the 
second year, and an “out-migrant” for the address on the 
return filed the first year.  If a taxpayer changed streets 
but stayed in the same county, that taxpayer would not 
be a migrant for purposes of this dataset.


As previously mentioned, the filer’s return address 
determines the migration status of the record.  There are 
instances, however, where the taxpayer may not have 
changed residences but the return address suggests a 
move.  This may happen if:  (1) the filing address is 
that of a financial institution or tax preparer, and not the 
actual taxpayer; (2) the taxpayer is a college student liv-
ing away from home who filed with a home address one 
year and the college address another; (3) the taxpayer 
puts his or her place of business as the return address; 
(4) the taxpayer maintains dual residences, primarily 
residing in one county but having the tax return sent to 
the other; and (5) the taxpayer uses a post office box for 
mailing purposes.


 Tax Year versus Migration Year


This section distinguishes among what is meant 
by tax year, filing or calendar year, and migration year.  
When dealing with income taxes, the year in which a 
return is filed is the “filing” or calendar year and almost 
always follows the actual “tax year.”  For this reason, 
clarification of what exactly is meant by the year of 
migration is necessary.  The residence of a taxpayer, 
for purposes of the Migration data files, is noted at the 
time the individual income tax return is filed.  Because 
most tax returns are filed the spring after the tax year 
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has ended, the migration (filing) year coincides with the 
previous year’s tax data.  For example, the 2003 migra-
tion data cover the place of residence for individuals 
who were filing their 2002 Forms 1040 in Calendar 
Year 2003.  Furthermore, since the migration data show 
movement from year to year, the files are expressed in 
2-year increments, such as the 2002-2003 migration data.  
Thus, the file would show actual changes in residence 
from Calendar Year 2002 to Calendar Year 2003.


 IRS Preparation and Marketing of 
 Migration Products


After Census geocoding and error checking, the 
Census Bureau maintains a file to supplement its internal 
population studies.3   A copy is then delivered to the Sta-
tistics of Income  (SOI) Division of the Internal Revenue 


Service.  A statistician at the SOI Division checks the 
data for outliers, adds column headings and labels, and 
parses the data into Excel spreadsheets.  Once SOI is 
satisfied with the dataset, it authorizes Census to release 
the file to State demographers.  For each State, there is an 
inflow and an outflow spreadsheet, which shows the fol-
lowing information about the returns in each county:  the 
number of migrant returns (used to estimate households); 
the number of exemptions attached to these returns 
(used to estimate individuals); the aggregate adjusted 
gross income of the migrating returns; and the median 
adjusted gross income of these returns.  There is also a 
line item for nonmigrants with their relative incomes.  
An example of a page of the Minnesota inflow file for 
2002-2003 follows (Figure A).  This example shows the 
summary information for returns moving into Minnesota 
between 2002 and 2003, as well as detailed information 


Figure A -- Inflow File for Minnesota (MN), 2002-2003


From From County Name Number Number Aggregate Median
St Of Of Adjusted Adjusted
Abbr Returns Exemptions Gross Gross


Income Income
(thousand dollars) (whole dollars)


MN Total Mig - US & For 146,999    257,176    5,894,696    25,079    
MN Total Mig - US 144,355    253,910    5,858,968    25,484    
MN Total Mig - US Same St 103,195    179,330    4,075,991    26,690    
MN Total Mig - US Diff St 41,160    74,580    1,782,977    22,294    
MN Total Mig - Foreign 2,644    3,266    35,728    4,877    
MN Aitkin County Tot Mig-US & For 454    875    18,991    28,102    
MN Aitkin County Tot Mig-US 454    875    18,991    28,102    
MN Aitkin County Tot Mig-Same St 393    767    16,643    28,599    
MN Aitkin County Tot Mig-Diff St 61    108    2,348    24,999    
MN Aitkin County Non-Migrants 5,175    11,257    200,253    25,733    
MN Hennepin County 58    105    2,833    38,332    
MN Anoka County 54    116    2,309    36,666    
MN Crow Wing County 47    91    1,627    18,999    
MN Ramsey County 29    52    1,640    45,832    
MN Itasca County 21    30    559    18,124    
MN Mille Lacs County 19    38    932    26,249    
MN Dakota County 18    32    964    37,499    
MN St Louis County 16    35    795    39,999    
MN Washington County 13    21    760    54,999    
MN Cass County 12    23    290    19,999    
MN Scott County 10    16    410    32,499    
MN Wright County 10    23    550    39,999    
SS Other Flows - Same State 86    185    2,974    24,999    
DS Other Flows - Diff State 61    108    2,348    24,999    
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for the first county of destination, Aitkin County, MN.  
For more information on interpreting this file, see IRS 
documentation. 4


Once the files are prepared, they are announced 
for sale via the SOI Web site (www.irs.gov/taxstats/in-
dex.html), as well as in various SOI publications.  The 
migration data are free to Federal, State, and local 
government agencies and are among the most popular 
products distributed through the SOI Division’s Statisti-
cal Information Services (SIS) Office.  In 2004, well over 
200 migration data sets were distributed to customers 
in government, business, and academia.  Information on 
pricing can be found on the Web site (www.irs.gov/taxstats/
indtaxstats/article/0,,id=96816,00.html); in the Products 
and Services Section of each Statistics of Income Bul‑
letin, Publication 1136; or by contacting the SIS office 
at (202) 874-0410.


 Strengths and Limitations of the 
 Dataset


The county-to-county migration data may be the 
largest dataset that tracks movement of both households 
and people from county to county, including family 
incomes.  Because these data are obtained from income 
tax records, they are inclusive and reliable.  However, 
the source and design of this dataset have some limi-
tations.  As mentioned previously, those who are not 
required to file United States Federal income tax returns 
are not included in this file.  Because of this, the dataset 
underrepresents the poor.  Also not included is the small 
percentage of tax returns filed after late September of 
the filing year.  Because the IRS granted most taxpay-
ers who file this late an extension, and because most 
taxpayers who request an extension are more likely to 
file high-income tax returns, the migration data set can 
underrepresent the very wealthy.


The matching process also causes some returns to be 
missed.  When the current-year tax return is compared to 
the prior-year tax return, only the Social Security number 
of the primary taxpayer is considered.  If a secondary filer 
exists (as in the case of a married couple filing jointly), 
that Social Security number is not recorded or compared.  
If, for example, a husband and wife file a joint return in 
the prior year but file separately in the current year, only 


the husband’s current year will have a match with the 
prior year.  The spouse’s current-year return becomes 
a nonmatch and will not be included in the data.  This 
problem not only occurs when couples decide to switch 
filing status from year to year, but also when marriage 
or divorce changes an individual from being a primary 
taxpayer (included in the file) to a secondary taxpayer 
(not included in the file).


In addition to the dataset not including the entire 
individual filing population, it also underrepresents the 
elderly, another large segment of the population which 
may not be required to file individual tax returns.


 Uses of the County-to-County Migration 
 Data


Statistics of Income tax data are mainly used within 
the Government by the Treasury Department’s Office 
of Tax Analysis (OTA) and by the Congressional Joint 
Committee on Taxation.  Both use the data in tax policy 
research and in revenue estimating.5  The county-to-
county migration data, however, are created for users 
outside the IRS or Treasury Department.


The Census Bureau uses these files to back up its 
demographic data between Decennial Censuses.  Most 
of the individuals ordering these data are from academia, 
the media, and the private sector.  Academic papers 
using the data show trends and shifts in demographics.  
Newspapers often highlight trends showing the fastest 
growing counties, where the wealthy are moving, and 
what parts of the country are losing population.  Private 
firms include researchers hired by corporations, develop-
ers following movement of housing consumption, and 
technology companies estimating future demand, to 
name just a few.  The county-to-county migration data 
are one of the most frequently requested products dis-
seminated by the SOI Division.  In Calendar Year 2004, 
the Statistical Information Services Office of the Divi-
sion answered 367 requests about its migration data.


 Current Migration Trends


The wealth of useful data present in the county-to-
county migration files can be illustrated by examining 
some current demographic trends shown in the data.  
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This section looks at three regional trends, as well as 
how customers used SOI data in their work.  


 Loudoun County, Virginia


A look at inflow and outflow files for the State of 
Virginia shows that the fastest growing county in the 
Washington, DC metropolitan area is Loudoun County, 
Virginia.  Loudoun County is situated just to the west 
of what used to be considered the outer limits of the 
Washington, DC suburbs as recently as 15 years ago. 
As the greater DC area continues to grow as  a result of 
a long period of economic growth and small unemploy-
ment rate, more and more households have been moving 
into the area.  


Two enormous residential communities, Ashburn 
and South Riding, evolved in the 1990’s and are con-
tinuing to grow and attract affluent professionals by the 
thousands each year.  


both years), suggesting that perhaps the inmigrants are 
younger and less-established families than those who 
have resided there longer.


 Clark County, Nevada


Another notable county in the United States in terms 
of migration is Clark County, Nevada.  Clark County is 
the home of the cities of Las Vegas, North Las Vegas, 
and Henderson, as well as the unincorporated towns of 
Paradise (including the Las Vegas strip, the University of 
Las Vegas, and McCarran International Airport), Sunrise 
Manor, Spring Valley, and Enterprise.   An examination 
of Figure C shows that, while 28,962 returns left the 
county from 2002 to 2003, some 44,311 returns came 
in.  Thus, the returns moving into the county outpaced 
the returns leaving the county by 53 percent in that year.  
While Clark County is considered an excellent place to 
retire, data from the Nevada State Demographer’s office 
show that the percentage of Clark County residents age 
65 and older has held steady at approximately 11 percent 
for the past several years.6


The IRS county-to-county migration files also show 
that, of the top ten counties of origin for those moving 
into Clark County, none of them originates from the 
State of Nevada.  The top five counties of origin are:  
Los Angeles, San Diego, Orange, and San Bernadino (all 
southern California counties), and Maricopa County, Ari-
zona.  Further study of the Nevada State Demographer’s 
published data show that Clark County is projected to 
double in size between the years 2003 and 2024, ac-
counting for 85 percent of the total expected growth in 
the State of Nevada for that time period.


A look at the 2002-2003 data in Figure B compares 
the individual income tax return data of those who 
came into the county and those who exited the county 
between these 2 years.  The Number of Returns column 
shows that the number of households increased by 7.5 
percent between 2002 and 2003.  The rise in number of 
exemptions nearly mirrors this change.  A comparison of 
Adjusted Gross Income (AGI) between in the inmigrants 
and outmigrants is equally striking.  The median AGI 
column shows that the median adjusted gross income 
of the returns moving into Loudoun County is consider-
ably higher than the median income of those who are 
leaving.  Both are lower than the median income of the 
nonmigrants (those who resided in Loudoun County for 


Figure B. -- Loudoun County, Virginia


Number of Number of Aggregate Median 
Returns Exemptions AGI AGI


(thousand
dollars)


(whole
dollars)


Inflows 13,073 27,035 939,231 50,864


Outflows 7,391 14,632 492,439 44,932


Nonmigrants 68,231 166,364 5,987,797 65,184


Figure C. -- Clark County, Nevada


Number of Number of Aggregate Median 
Returns Exemptions AGI AGI


(thousand
dollars)


(whole
dollars)


Inflows 44,311 83,219 1,916,647 22,547


Outflows 28,962 54,254 1,028,971 21,010


Nonmigrants 511,010 1,084,081 25,334,202 32,015
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The second largest source of in-migrants to River-
side County was Los Angeles County, which lost 9,167 
residents to this neighbor to the East.  This loss may be 
a drop in the bucket for hugely populated Los Angeles, 
which has over 3 million residents, but illustrates a 
national trend: households are leaving the cities and 
close-in suburbs for more land and more affordable 
housing.  In fact, Los Angeles had a significant net loss 
of households in the year examined, with 18,432 of its 
Year 2002 returns calling a different county home in 
2003.  The top five recipients of Los Angeles outflows 
were all neighboring Southern California counties.


 Summary


As this paper shows, the migration data contain a 
wealth of information that can be used to analyze and il-
lustrate major demographic trends.  The Census Bureau, 


 Riverside County, California


The U. S. county with the highest net gain of returns 
between Calendar Years 2002 and 2003 was Riverside 
County, California.  Riverside County is situated just 
to the east of Los Angeles and Orange Counties, two of 
the most populated counties in Southern California.  As 
shown below in Figure D, Riverside had a net gain of 
20,404 returns during this time period.  Where did these 
residents come from?  According to the IRS data, 10,425 
of the 50,843 returns coming in to Riverside County were 
former residents of Orange County. While having twice 
the population of Riverside County, Orange County is 
geographically small:  only 789 square miles, compared 
to Riverside’s 7,207 square mileage.


Figure D. -- Riverside County, California


Number of Number of Aggregate Median 
Returns Exemptions AGI AGI


(thousand
dollars)


(whole
dollars)


Inflows 50,843 114,863 2,282,503 30,189


Outflows 30,439 62,084 1,151,864 23,437


Nonmigrants 488,511 1,204,255 23,218,621 31,618


in partnership with the IRS, creates a unique product 
rich in information yet simple enough to understand for 
all customers: from demographers, newspapers, and 
Government agencies to the public at large.  
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Regulatory Exemptions and Item Nonresponse
Paul B. McMahon, Internal Revenue Service


T he regulations referred to in the title are those
governing the filing of tax returns with the Inter-
nal Revenue Service.  Some of the rules for filing


the various forms permit item nonresponse if some set
of conditions is met.  For example, one need not report
itemized deductions when claiming the Standard Deduc-
tion on the Individual Income Tax Return.


These regulations affect all of the electronic records
derived from the tax filings; so, other Federal agencies
that use extracts from the Service�s Master Files to en-
hance, for example, their sampling frames are also af-
fected.  The impact of such regulations is more pro-
nounced for the Statistics of Income programs, because
they use these administrative records both for a sam-
pling frame and as the source questionnaires for the stud-
ies.  Thus, rules that permit nonreporting of various data
may affect not only the sample design but the sample�s
estimates as well.


We will examine one such exemption that applies to
partnerships, and, as with the itemized deductions, the
exemption applies only to certain schedules, on asset
holdings. This is an issue because a similar exemption
has just been introduced for corporations.


� Background


The Statistics of Income Partnership study focuses
on businesses that can have limited liability, like corpora-
tions, and be traded on the stock exchanges, like corpo-
rations, but are not corporations.  One reason a firm
might not incorporate is that, in its line of business, the
State prohibits that form of organization.  The States,
after all, hold domain over the rules for incorporation,
not the Federal Government.  This leaves us with only a
very general description of the population, beyond the
requirement that they file a Form 1065, Partnership
Return on Income, with the Internal Revenue Service.


That form is not a tax return, however, for partner-
ships are rarely taxed as an entity.  Rather, the earnings,


deductions, and tax credits flow through to the owners
who are taxed.  This might not be a direct linkage, though,
for the owners can be other partnerships.


The chaining of groups of partnerships and corpora-
tions, trusts and individuals, and the allocation of the in-
comes, credits, and deductions raises interesting tax ad-
ministration issues.  The Department of the Treasury�s
Office of Tax Analysis and Congress�s Joint Committee
on Taxation use the microdata from the various Statis-
tics of Income studies to evaluate the laws and revi-
sions; so, these data from the tax forms are irreplace-
able for their purposes.  However, the Service does not
provide, nor have these sponsors requested, imputed
values for missing items on those microdata files.


The published tabulations1 from this series of stud-
ies have two different audiences: advocates for various
tax law modifications, and economic analysts.  In the
first case, there is a need to ensure that the advocates
have the same benchmarks as our sponsors.  This leads
us to publish data that are uncorrected for missing data.


When the data are used in economic analysis, where
only summary data are available, the pattern of missing
information can be disruptive. When the magnitude of
the unreported data, for example, varies over the years
or is a large proportion of the �true� amount, estimates
of rates of change or financial ratios can be mistaken.
In this case, the filing rule allows companies that meet
certain conditions to avoid reporting their assets on their
balance sheets.


The original version of the balance sheet exemption,
20 years ago, had seven conditions to be met, including
being in a selected industry, having 10 or fewer partners,
and the relationships among the partners (both with re-
spect to interest in the firm and its profits, and as fam-
ily).  This complicated and constrained balance sheet
filing exemption led to only a relative handful of firms
responding that they met all the various tests.  Thus, the
effect on the resultant statistics was too small to even
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get a reliable measure of its size for Tax Years 1983
through 1990.


This exemption was relaxed and simplified for Tax
Year 1991, requiring only that both receipts and assets
were less than $250,000 (and that the Schedule K-1�s
were filed timely).  Then, 2 years later, the current ver-
sion, labeled Question 5 on Schedule B of the return,
was introduced:


�5.  Does this partnership meet ALL THREE of
the following requirements?


  a.  The partnership�s total receipts for the tax
year were less than $250,000;


  b.  The partnership�s total assets at the end of
the tax year were less than $600,000; AND


  c.  Schedules K-1 are filed with the return and
furnished to the partners on or before the
due date (including extensions) for the part-
nership return.�


While �total assets� is well defined (at least five
places on the form have a total assets value), there is no
single reference to �total receipts.�  For Tax Years 1991
through 2001, no definition of this amount was provided,
either on the form or in the instructions.  The current
edition of the instructions for Form 1065, though, pro-
vides a detailed computation2 that requires 17 amounts
from three schedules, which in turn reference still other
forms and schedules. When this definition of total re-
ceipts is retroactively applied to the records in Tax Year
1998 through 2001 Studies, as shown in Figure 1 below,
65 percent to 70 percent of those who appear to meet
the conditions for the exemption file a completed bal-


ance sheet anyway.  Thus, there is sufficient response
for us to estimate the difference between the published
estimates and one adjusted for nonresponse.


If one were to look only at the presence or absence
of the balance sheet information among those records
that meet the criteria for the exemption, then about half
would be without those data.  But about 12 percent are
final reports (the companies ceasing business); so, their
assets are zero by definition.  Moreover, another 2.5
percent to 3 percent did not claim the exemption, yet
reported no assets.  We are inclined to believe that these
reports are true, for there are cases where the partners
bring their own tools to the job, and there are no jointly-
owned properties in those companies.


In adjusting the estimates for the missing asset in-
formation, the final filings are considered to be outside
the adjustment classes, the same as firms with large as-
sets or receipts.  Firms that did not claim the exemption
yet had no assets were placed with those reporting bal-
ance sheet amounts.


There are a handful of records that do not meet the
requirements for the balance sheet exemption, using the
definition for Total Receipts found in the Tax Year 2002
instructions booklet.  These cases are believed to be
coding errors that occurred during data abstraction be-
cause, in all cases, the balance sheets were reported.
This suggests that there are those in the adjustment
classes who reported assets and answered Question 5,
�yes.�  In these cases, we simply ignored that false �yes.�
(The verification procedures were modified, and this sort
of error should now cease to appear.)


� Effect on Strata


The goal in creating strata is to form groups that are
relatively homogeneous.  This reporting regulation cre-
ates implicit boundaries within the population that, if ig-
nored, could create heterogeneous strata with respect
to a key set of data.  Unfortunately, not all of the items
needed to compute �total receipts� are available on the
sampling frame, though all of the major components are
present.  To the extent possible, then, a proxy for that
total receipts amount is computed, and the limits set by
Question 5 are explicitly incorporated as strata boundaries.


Figure 1.  Partnerships With Total Receipts Less  
Than $250,000 and Assets Less Than $600,000,  
Tax Years 1998-2001 
           Tax Year 
    1998 1999 2000 2001 
Exempt and Assets 0   356   342   359   348 
Reported Assets   686   726   772   787 
Assets 0, Nonexempt     39     34     34     34 
Final Filings    150   157   152   155 
 (All estimates in thousands of returns filed.) 
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The outline of the strata is shown in Figure 12 (after
the footnotes).  This design has strata below the bound-
aries of the area defined by the exemption.  Those lower
receipts categories are incorporated in the creation of
the adjustment cells.  Real Estate firms, more than a
third of the population, are separately stratified, and, since
there is a connection between industry and the alloca-
tion of assets among the balance sheet categories, this
classification is also respected in choosing the cells.


This outline can only be followed so far, however,
because the change to the North American Industry Clas-
sification System (NAICS) required a change in the in-
dustry groups used in the design,3 starting with the Tax
Year 2001 study.  For non-real estate returns, NAICS
industry divisions were used, even though they some-
times crossed the major stratification boundaries for the
studies of Tax Years 1998 through 2000.


� Adjustment Procedure


The balance sheet exemption nears the border be-
tween item and unit nonresponse, in that while we are
concerned with records that are mostly complete (with
all the income and expense items reported), the items
missing are contained on a schedule that is separable
from the rest of the report.  That is, few of the asset
items are the results of computations reported on other
parts of the return, and the calculations on the balance
sheet affects no other schedule.


The goal is to assess the magnitude of the under-
statement caused by the reporting exemption in the pub-
lished tables.  Thus, viewing the balance sheets as a
separate sample, the appropriate nonresponse correc-
tion policy is a weight adjustment strategy:


ijcci xawY ���


where wi = Ni/ni, is the sampling weight, and ac is the
item nonresponse adjustment factor for class �c.�  This
factor is:


otherwise
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An adjustment factor of 1 is assigned to final filings
and those companies with total receipts or asset values
that exceed the regulation�s limits. The rest were divided
into classes depending on the size of total receipts, using
the strata boundaries to the extent possible, and the
NAICS industry division, as noted above.


The operating assumption is that the exemption
claimants have the same distribution as the respondents
within the adjustment cells, with respect to their assets;


so, we used the estimated populations ( cN� and crN�  for
the cell total and respondent populations, respectively)
in computing the adjustment factors.  Within the various
adjustment cells, the sampling weights varied consider-
ably, in one case from a low of near 5 to a maximum of
over 250 (with the weights approximately equal to the
inverse of the probability of selection).


Figure 2.  Weight Adjustments for 
Balance Sheet Data
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Figure 2 combines the adjustments for the 4 years
to give a feel for the distribution of the factors.  The
factor for the Information Industry Division stands out,
even though the average for that group (indicated by the
lozenge) is quite reasonable because of the wide spread
of the factors over the years.  This is a small sample-
size effect in the years after the conversion to NAICS,
for, at the time the design was set, we had no usable
data on the industry distributions.
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� Validation of Adjustments


Do these adjustment factors provide reasonable es-
timates?  The rule on not reporting selected data applies
only to the Balance Sheet items; so, by computing alter-
nate estimates for, say, income statement data, one can
get a good measure on the reliability of this procedure,
particularly if the items are somewhat related to balance
sheet data.


and the adjusted data.  The exception is the division
�Other Services,� which has a small population and
sample, as well as generally lesser amounts of total as-
sets on average.  These factors also affect the differ-
ences between the adjusted estimates from the respon-
dents and the full sample estimates.


Figure 3.  Selected Estimates, Tax 
Year 2001
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As seen in Figure 3, the absolute value of the ratio of
the estimates under the adjustment procedure to the full
sample estimates compares favorably to the relative errors
at the national level.  Cost of Goods Sold (COGS) Inven-
tory and the Depreciation Expense are related to Inven-
tory and Accumulated Depreciation on the balance sheet,
respectively, but only comprise a part of those assets.


National comparisons can hide significant problems
in critical subpopulations.  Yet Figure 4 demonstrates,
that, for COGS Inventory at least, the adjustments are
very close to the full sample estimates for each of the
industry divisions.


The scale for the Depreciation Expense, in Figure 5,
is set to agree with that for Inventory, above.  The Coef-
ficients of Variation here are generally smaller because
there is a greater dominance effect on the estimates by
firms in the certainty strata.  This effect is also apparent
on the relative differences between the original figures


Figure 5.  Depreciation by Industry 
Division, Tax Year 2001
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Figure 4.  Cost of Goods Sold Inventory 
by Industry Division, Tax Year 2001
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Since the adjusted estimate for Other Services is
still within 3 percent of the full sample estimate (and all
the other data fall much closer to the mark), this method
appears viable for the purpose of getting some measure
of the size of the balance sheet estimates� understatement.


� Question 5�s Impact


The Balance Sheet, shown in Figure 6, has two sec-
tions: the upper portion, which details the Asset holdings,
and a smaller part on Liabilities and Equity.  In the first
part, there are four items that, though they are presented
as positive values in the table, are subtractions from the
total.  These amounts, indicated by parenthesis, are:  Bad


Debts, Accumulated Depreciation, Accumulated Deple-
tion, and Accumulated Amortization.


The two sections are, by accounting definition, equal,
which is why we show the amount �Total Assets� in the
break between them.  The columns labeled �Relative
Change� show the amount of the difference between
the original and adjusted estimates as a percentage of
the original estimate.


Although the size of the relative change is fairly small,
particularly for Total Assets, there is little doubt that it is
significant, as Figure 7 demonstrates.  The increase in
the coefficient of variation for Tax Year 2001 is the re-


Figure 6.  Adjusted Balance Sheet Estimates, Tax Years 1998 � 2001 
 
     Tax Year 1998      Tax Year 1999      Tax Year 2000        Tax Year 2001 
 Adjusted Relative Adjusted  Relative Adjusted  Relative  Adjusted  Relative
  
 Estimate  Change  Estimate  Change  Estimate  Change   Estimate  Change
   
Assets 
Cash    185,162 1.82%     221,250  1.67%    267,031 1.64%    345,715 1.10% 
Accounts Receivable    343,538 0.21      392,844  0.20    432,881 0.17    544,377 0.20 
(Bad Debts)        6,194 0.75          7,478  0.01        9,494 0.06      12,027 0.39 
Inventories    177,405 0.82     175,762  0.97    151,509 1.09    209,615 0.70 
U.S. Obligations      95,784 0.03       79,280  0.05      72,952 0.14    156,399 0.04 
Tax-Exempt Securities      28,132 0.03       23,158  0.04      26,304 0.08      33,500 0.01 
Other Current Assets    700,299 0.30     828,183  0.27    837,555 0.26 1,261,821 0.18 
Mortgages & Loans      52,239 1.86       48,798  1.82      61,052 1.11      71,778 0.84 
Other Investments 1,586,214 0.26  1,980,991  0.26 2,281,339 0.26 2,890,034 0.20 
Depreciable Assets 1,755,731 1.42  1,986,825 1.33 2,216,418 1.22 2,443,007 1.07 
(Accum. Depreciation)    610,346 2.12     659,283 1.97    715,152 1.80    782,651 1.57 
Depletable Assets      43,673 0.97       44,911 0.88      53,898 0.66      57,061 0.44 
(Accum. Depletion)      18,308 0.92       14,790 1.51      16,146 0.97      17,182 0.76 
Land    298,916 2.66     335,320 2.74    368,214 2.67    400,417 2.12 
Intangible Assets    193,942 0.50     240,672 0.41    309,273 0.37    354,341 0.34 
(Accum. Amortization)      52,522 0.66       55,676 0.66      66,971 0.45      81,126 0.52 
Other Assets    367,838 0.42     417,278 0.42    465,767 0.41    593,507 0.35 
 
Total Assets 5,161,503 0.68%  6,038,045 0.65% 6,736,429 0.63% 8,468,455 0.48% 
 
Liabilities and Capital 
Accounts Payable    191,709 0.53%     245,213 0.59%    230,843 0.41%    362,413 0.18% 
Short- Term Debt    233,044 1.36     235,057 1.40    255,593 1.33    292,238 1.03 
Other Cur. Liabilities    935,377 0.46     966,930 0.46    927,837 0.43 1,578,613 0.20 
Nonrecourse Loans    524,503 0.21     583,553 0.24    640,878 0.23    701,254 0.20 
Long-Term Debt    896,685 1.38   1,000,853 1.23 1,144,654 1.10 1,298,752 0.96 
Other Liabilities    399,503 2.09     449,410 1.15    522,613 0.91    630,073 1.22 
Partners Cap. Accts. 1,980,682 0.25  2,557,030 0.44 3,014,010 0.51 3,605,113 0.33 
 
(Amounts are in millions of dollars.) 
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sult of a smaller sample size arising from resource con-
straints.  The change in the adjustment does not have
an obvious source, on the other hand, though it seems
connected to late filing firms of the sort that usually re-
port losses.


tries coefficient of variation and adjustment for Total
Assets, demonstrating the inverse relationship in these
data between the nominal size of the ratios presented
and the importance of the underlying data.


Figure 7.  Relative Adjustment and 
Coefficients of Variation for Total 


Assets, Tax Years 1998-2001
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At the same time, the general sizes of the relative
adjustment and coefficient of variation are quite close,
and small.  This pattern of the close sizes appears to
continue in the industry division estimates, as shown in
Figure 8.  The reason for this lies in the dominance of
the largest firms.  Such companies are selected with
certainty for the sample and, hence, contribute nothing
to the sampling error while reducing the coefficient of
variation.  Similarly, all of these firms have attributes
that mean they do not meet the conditions set forth in
Question 5; so again, the dominance reduces the effect.


The clearest example of this is in the Other Services
and Finance Divisions.  In the first case, Other Services,
we have a small division without large firms.  As a re-
sult, both the sampling error and adjustment are large
compared to the estimate.  The Finance Division, on the
other hand, is dominated by firms with large amounts of
assets and contains most of the partnership population.
As a result of that dominance and size, the data for the
Finance Division appear to have little significance in Fig-
ure 8.  The values for both the adjustment and the coef-
ficient, however, are very close to that for the all indus-


Figures 6, 7, and 8, address the relative size of the
adjustments.  The size has an impact on ratios of esti-
mates within a tax year, as is sometimes used in finan-
cial and accounting environments.  The main purpose of
the Statistics of Income data series, however, is to pro-
vide economic information, particularly on the effect of
changes to the tax laws.  In this situation, it is not the
size of the adjustment itself that matters, but whether
there is a large effect on the estimates of change.


When considering the estimates of change, one must
bear in mind that the number of partnership returns filed,
our population, has increased by a nearly constant 5 per-
cent per year.  The amount of total assets, on the other
hand, has increased even faster, between 12 percent and
25 percent per year, as illustrated by Figure 9.


Figure 8.  Adjusted Total Assets, by 
Industry Division, Tax Year 2001
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That figure, above, also shows the difference, or
rather the lack thereof, between the original and adjusted
estimates.  On this scale, the difference between the
two is barely discernible.  This is not unexpected, for the
relative differences are quite small and in the same di-
rection (always greater).


Both the scale required and the relative nearness of
the two sets of estimates conspire to make the differ-
ences appear as they do.  Perhaps better resolution could


be obtained with smaller estimates where the departures
are the greatest.


Yet with the estimates for Cash, in Figure 10, we
again see no real differentiation.


Figure 9.  Change in Assets and 
Population, Tax Years 1998-2001
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Figure 10.  Cash, Original and 
Adjusted Estimates, Tax Years 1998-


2001
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This also holds true for the most extreme case,
Mortgages and Loans, as seen in Figure 11.


� Conclusions


The method of weighting the balance sheet respon-
dents is a reasonable procedure, given the response rate
and the constrained circumstances of Question 5.  The
adjusted estimates of nonbalance sheet items from ex-
empted firms, when compared to those from the full
sample, lend credence to this adjustment strategy by the
close agreement of those figures.


The adjusted balance sheet estimates are not greatly
different from the original data, largely due to the domi-
nance effect of the largest firms, but the differences do
indicate a significant bias, as they are at least the size of
the coefficients of variation.  This bias is relatively con-
stant; so, trends do not appear to be affected.  However,
the few years for which data are available suggest that
this issue bears watching.


There are no plans to adjust the estimates the Ser-
vice publishes to correct for these understatements, both


Figure 11.  Estimated Mortgages and 
Loans, Original and Adjusted 


Estimates, Tax Years 1998-2001
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because the adjustment amounts for each item appear
to be reasonably constant, and because the uncorrected
totals provide a benchmark to external users of the data
who review estimates from either the Office of Tax
Analysis or the Joint Committee.


Nevertheless, we are considering adding a table to
the annual publication comparing the full sample esti-
mates to the adjusted results, mostly for the use of those
researchers who focus on investment type ratios.


It is clear that, while the administrative systems do
provide a very good source for population data, one has
to be cautious about the existence of filing rules that can
affect both sample designs and subsequent analysis.


� Footnotes


1 Internal Revenue Service, Statistics of Income
Bulletin, Fall 2002 (or other Fall editions), Wash-
ington, DC.


2 Total receipts is the sum of:


Form 1065, pg .1: Gross Receipts, Ordinary In-
come From Other Partnerships, Net Farm Profit,
Net Gain or Loss From the Sale of Business Prop-
erty, and Other Income;


Schedule K: Non Real Estate Rents, Interest In-
come, Ordinary Dividends, Royalty Income, Short
Term Capital Gains, Long Term Capital Gains (Taxed
at the 28 Percent Rate), Other Portfolio Income,
Income Under Section 1231, and Other Income;


Form 8825: Gross Real Estate Rents, Net Gain
or Loss From the Sale of Business Property, and
Income From Other Real Estate Partnerships.


3 McMahon, Paul (2000), �Changing Industry Code
Systems: The Impact on the Statistics of Income
Partnership Studies,� Proceedings of the Second
International Conference on Establishment
Surveys, American Statistical Association.
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Figure 12.  Partnership Sample Design and Sampling Rates, Tax Year 2001 
 


 


Extreme and Special Cases: 
Total Assets $250,000,000 or more, or Receipts or Net Income $50,000,000 or more . . . . . . . .  100% 
 
Publicly Traded Partnerships or Firms With 100 or more Partners    . . . . . . .  . . . . . . . . . . . . . . . 100% 
 
 Total Assets 100,000,000 Under 250,000,000 and Receipts or Net Income Under 50,000,000, or 
 Total Assets Under 100,000,000 and Receipts or Net Income 25,000,000 Under 50,000,000 . . .   35% 


Real Estate 
Absolute Value of Receipts/Income ($) 


            Under  50,000 100,000 250,000  500,000     1,000,000           5,000,000 
   Assets ($)     50,000   under   under  under   under        under                   under 


                         100,000          250,000       500,000        1,000,000         5,000,000          25,000,000     
Under 250,000        0.12%           0.20%     0.30%    {                       1.50%                     }   
250,000 under 
      600,000       0.17    0.19     0.30    {                       1.10          }                       
 
600,000 under 
     2,500,000    {           0.27             }     0.35      0.50   {               1.50             }                  10% 
                                              
 2,500,000 under                                              
     5,000,000    {                         0.50                       }       0.80         0.90             1.90                     
 
5,000,000 under 
    25,000,000    {                         1.00                        }       1.00         1.70             2.50                    ____ 
 
25,000,000 under                            
    100,000,000    {                                         7.0%                                      }                  15% 


All Other Industries 
   Under 40,000            100,000  250,000    1,000,000      2,500,000           5,000,00 
   Assets ($)   40,000  under    under    under       under         under                  under 


                        100,000          250,000         1,000,000        2,500,000       5,000,000          25,000,000 
Under 200,000     0.35%   0.50%    0.75%     0.12%     {              3.8%                }              
 200,000 under                                              | 
      600,000    0.40   0.80    0.95     1.40     {              2.50                 } 
 
600,000 under   
     2,000,000 {              0.65             }    0.95     1.80         3.00            4.50                  14.%  
                                           
2,000,000 under                                             
     5,000,000 {              1.50             }    2.50      3.00     {               6.00                }                      
 
5,000,000 under 
    10,000,000 {                         2.50                      }      3.00          5.00             6.50 
 
10,000,000 under 
    25,000,000 {                        5.00                       } {                  6.00              }          10.00                ____ 
 
25,000,000 under 
    100,000,000    {             14.%                               }             30.%  


Information, and Health, Education and Social Services 
Under 40,000  100,000 250,000     500,000        1,000,000           5,000,000 


   Assets ($) 40,000  under   under   under       under           under                   under  
                        100,000            250,000        500,000          1,000,000         5,000,000          25,000,000 


Under 150,000   0.35%  0.90%   1.50%   1.50%    {                3.50%             }                
150,000 under  
      600,000  {            3.00              }    20.0  {              3.00              }              4.00   
                              
600,000 under                                            13.%    
     5,000,000  {            4.00              }    12.0  {          3.00              }             7.00                  
                                                
5,000,000 under 
    25,000,000  {                      25.0                          }  {          20.0              }              7.00 
                                             _    . 
25,000,000 under 
    100,000,000  {                           40.%                                                          }             30.% 
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Evaluating Alternative One-Sided Coverage 
Intervals for an Extreme Binomial Proportion 


Yan K. Liu, Internal Revenue Service, and Phillip S. Kott, 
National Agricultural Statistics Service


B ecause of the poor performance of the standard 
Wald method for constructing coverage (con-
fi dence) intervals of a binomial proportion, the 


literature contains a series of modifi cations, alternative 
methods, and comparisons for a two-sided coverage in-
terval under a simple random sample design (Brown et 
al., 2001; Agresti and Coull, 1998; Vollset, 1993; Clop-
per and Pearson, 1934).   Some recent papers have ad-
dressed this problem under more complex sample de-
signs (Feng, 2006; Sukasih and Jang, 2006, Kott et al., 
2001; Korn and Graubard, 1998).  


Constructing empirically effective one-sided cover-
age intervals can be even more diffi cult than two-sided 
intervals.  Cai (2004) and Hall (1981) used Edgeworth 
expansion to develop one-sided coverage intervals un-
der a simple random sample. Kott and Liu (2007) mod-
ifi ed Hall’s method and extended it to handle data from 
a complex sample design with a particular emphasis on 
stratifi ed (simple) random sampling.   


We are interested here in constructing one-sided 
coverage intervals for proportions that are either very 
small (less than 20 percent) or very large (more than 
80 percent).  We will fi rst provide an extensive list of 
coverage-interval methods under simple random sam-
pling and compare them.  We will then look at interval 
methods modifi ed to handle complex sample data and 
evaluate their performances under stratifi ed random 
sampling.  Finally, we will discuss our results.      


 Interval Estimation Methods Under 
a Simple Random Sample


Let X follow a binomial distribution with param-
eters n and p.  The parameter p is also called the bi-
nomial proportion.  In the survey sampling setting, 
n is the sample size of a simple random sample.  Let 
k be a sampled element and xk be either 0 or 1. As-
suming that xk follows the Bernoulli distribution with 
parameter p, the estimator for p from the sample is 


ˆ ,p x n where .n
kx x


This section contains a summary of many of the in-
terval-construction methods under simple random sam-
pling that have appeared in the literature.  All the meth-
ods assume that the population size is large enough to 
ignore fi nite population correction.  The symbol   is 
used to denote the z-score of a standard normal distri-
bution associated with the one-sided coverage intervals 
of interest.  For 95-percent coverage intervals, the z-
score is 1.645.


 The Methods


Standard Wald Interval


This is the best known and most commonly used 
interval.  It is based on the limiting distribution (as 
n grows arbitrarily large): )1,0()ˆ()ˆ( Npvpp ,  
where ˆ( )v p ˆ ˆ(1 ) ( 1)p p n .   The lower and upper 
bounds are: 


ˆ ˆ ˆ1 1SL p z p p n ,


ˆ ˆ ˆ1 1SU p z p p n .                                      (1)


That is to say, the two one-sided Wald intervals for  
p are  p ≥ LS  and  p ≤ US.


Wilson (Score) Interval


Instead of using the variance estimator for p̂ , this 
interval employs the true variance npppV )1()ˆ( .  
It is based on the limit )1,0()ˆ()ˆ( NpVpp .   The 
lower and upper bounds are:


2
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Logit Interval                               


A logistic transformation, ˆ ˆ ˆlog 1p p  sta-
bilizes the variance of p̂ .  The logit interval is based 


on the limit )1,0()ˆ(/)ˆ( Nv , where   ˆ( )v
ˆ ˆ1/ (1 )np p .  The lower and upper bounds are:


L


L


e
eLL 1


,   where L = )ˆ(ˆ vz ,


U


U


e
eU L 1


,  where U = )ˆ(ˆ vz .                      (3)


Arcsine (Root) Interval


Another transformation-stabilizing variance is the 
arcsine (root) transformation, )arcsin( p . The inter-


val for   is based on the limit )1,0()ˆ(/)ˆ( Nv , 


where )ˆarcsin(ˆ p and )4(1)ˆ( nv .   This results in 
these lower and upper bounds for p:


)2()ˆarcsin(sin)(sin 22 nzL LA ,  


)2()ˆarcsin(sin)(sin 22 nzU LA .                 (4)


Jeffrey’s Interval                                                           


The Bayesian Posterior interval under a Jeffrey’s 
prior of the Beta distribution )2/1,2/1(Beta  is:


)2/1,2/1;2( xnxBetaLJ ,
)2/1,2/1;21( xnxBetaU J .                       (5)


Clopper-Pearson Exact Interval


This interval is based on inverting the equal-tailed 
binomial tests of the null hypothesis 00 : ppH  
against the alternative hypothesis 01 : ppH .   The 
lower and upper bounds can be obtained by solving the 
polynomial equations:


1


0


0


: (1 ) 1 / 2


: (1 ) / 2 .


x t n t
CP


t


x t n t
CP


t


n
L p p p


t


n
U p p p


t                    (6)


They can be expressed in terms of Beta distribu-
tion as:


)1,;2Beta( xnxLCP ,
),1;2-1Beta( xnxU CP .                                    (7)


Mid-P Clopper-Pearson Interval


One way to reduce the perceived overconservative-
ness of the Clopper-Pearson method obtains by solving 
the polynomial equations:
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The interval can be expressed in terms of Beta dis-
tribution as:


xnxxnxLMP ,1;
2


Beta1,;
2


Beta
2
1


xnx


xnxU MP


,1;
2


1Beta


1,;
2


1Beta
2
1


                     (8) 


(8)


Poisson Interval


When n is large and p is close to 0, the binomial 
distribution Bin(n, p) can be approximated by Poisson 
distribution ( ) !xP X x e x , where np .   The 
lower and upper bounds for p are:


)2(2
2/,2 nL xP ,


)2(2
2/1),1(2 nU xP .                                              (9)


The nine methods described above can be used 
to construct both two-sided and one-sided intervals.  
Unfortunately, an effective two-sided-interval method 
may not work as well in constructing a one-sided inter-
val.  This is because a two-sided interval can have com-
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pensating one-sided errors due to p̂  being asymmetric.  
The following methods are based on an Edgeworth ex-
pansion that explicitly adjusts for the skewness in  p̂ .   


Hall Interval 


The bounds for this interval translate the Wald 
bounds in equation (1) towards ½.  They are: 


ˆ ˆ( )KLL p z v p ,


ˆ ˆ( )KLU p z v p ,                                               (10)


where 
ˆ ˆ(1 )ˆ( )


1
p pv p


n
 and 


n
pz )ˆ21(


6
1


3


2


.


The translation term, , is OP(1/n).   Terms of small-
er asymptotic order have been dropped.  Hall (1982) 
has n in the denominator of ˆ( )v p  rather than n 1.   This 
difference has no practical consequence when n  30.  


Cai Interval


Cai (2004) went further than Hall in correcting for 
the skewness in p̂   by keeping OP(1/n2) terms producing 
the bounds: 
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Kott-Liu Interval


Under simple random sampling, Kott and Liu pro-
posed a slight modifi cation of the Hall interval that bet-
ter handles samples with small l ˆ ˆ(1 )p p   values:


22 )ˆ(ˆ pvzpLKL


22 )ˆ(ˆ pvzpU KL ,                                     (12)


where  and  ˆ( )v p and   are unchanged.  This method 
will be described further in the following section. 


Other Intervals


There are also various continuity-correction ap-
proaches that are not included in this paper.  Two other 
methods not treated here are the Wilson-logit and like-
lihood-ratio interval. These methods employ an itera-
tion algorithm to obtain the interval endpoints. 


 Comparison of One-Sided Intervals 
Under Simple Random Sampling


In this section, the methods defi ned in equations (1) 
through (12) are used to construct one-sided 95-percent 
coverage intervals.  They are then compared in terms of 
their coverage probabilities and the average distances 
from their endpoints to the true value of p.  


The coverage probability for the given p and n is 
defi ned as the probability of p falling within the cover-
age interval CI, that is:


)()()(
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xPxICIpP
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The average distance for the given p and n is defi ned 
here as the mean of the absolute distance of the lower 
or upper bound from the true value of p, that is:
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It is well-known that the coverage intervals of a 
binomial proportion behave irregularly (Brown, Cai, 
and Dasgupta, 2001 and 2002). A coverage interval 
will perform differently for different sample sizes and 
different values of p.  We are interested in the setting 
where the sample size n is reasonably large—at least 
30—and the value of p is either small or large.  There-
fore, we evaluate sample size of 30, 60, and 120 and 
focus on the comparison for the value of p in the range 
of (0, 0.20) and (0.80, 1).  We also modify the intervals 
at x = 0, 1.  First, we force the lower bound to be 0 at  
x = 0 and 1 at x = 1.  Second, when the lower bound or 
upper bound is not defi ned at x = 0, 1 for some meth-
ods (Wald, Logit, and Mid-P), we replace them with the 
Clopper-Pearson method.  


Except for the Poisson, the coverage probabilities 
and average distances for all the methods are symmet-
ric or very nearly so in the range 0 ≤ p ≤ 1. Consequent-
ly, conclusions drawn about lower bounds for p < 0.2 
also apply to upper bounds for p > 0.8, and conclusions 
about lower bounds for p > 0.8 apply to upper bounds 
for p < 0.2.  Because of this, we only calculate coverage 
probabilities and average distances for lower bounds.  
These values are calculated at p = 0.001, 0.002, 0.003, 
…, 0.998, 0.999.  


Due to space limits, the plots are not displayed 
here.  The following conclusions about the coverage 
probabilities of the methods can be drawn from them: 


 Wald and Arcsine are systematically biased, 
sometimes in one direction, sometimes in the 
other.


 Poisson is overly conservative, that is, has 
coverages well above the nominal rate (95 
percent).  It should not be viewed as a serious 
competitor to the other methods.   


 Clopper-Pearson always has at least the nomi-
nal coverage, but often overcovers.


 Wilson and Logit are systematically biased in 
the opposite direction of Wald and to a lesser 
degree.  They tend to undercover for small p 
and overcover for large p.  The overage-cover-
age for Wilson near p = 1 is not as pronounced 
as for Clopper-Pearson.


 Jeffrey and Hall have large downward spikes 
(undercoverages) near the two boundaries.


 Mid-P has large downward spikes near p = 0 
but performs well for large p.


 Kott-Liu and Cai provide reasonable coverag-
es everywhere with Kott-Liu having slightly 
smaller oscillations near p = 1.


These conclusions, which obtain when m = 30, 60, 
or 120, are summarized in Table 1.


We plot the average distances of lower bounds ver-
sus the values of   for the “Best Pick” methods and for 
the conservative Clopper-Pearson.  In general, the aver-
age distance is longer when the coverage probability is 
larger.  Due to space limits, the plots are not displayed 
here.  Clopper-Pearson has a much longer average dis-
tance than the other methods, not surprising since it 
tends to be conservative.  For small p, Kott-Liu and Cai 
behave very similarly.  For large p, Kott-Liu tends to 
be slightly longer than Cai.  Wilson is longer than both 
Kott-Liu and Cai.  Mid-P becomes longer than Kott-
Liu and Cai when p gets near 1 but not before.


In summary, Kott-Liu and Cai are the best in terms 
of having coverages always reasonably close to the 
nominal. Clopper-Pearson never undercovers, which 
some fi nd a desirable characteristic, but has longer av-
erage distances.   
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Table 1.  Comparison in terms of Lower-Limit 
               Coverage Probabilities 


Method p<0.2 p>0.8 


Wald
Arcsine 


Systematic-biased   


Poisson Over-conservative  Not applicable 


Clopper-
Pearson Conservative 


Wilson 
Undercoverage,  


Large Downward 
spikes near p=0


Conservative,  
not as much as 


Clopper-Pearson 


Logit 
Undercoverage,  


Large Downward 
spikes near p=0


Conservative,  
as much as Clopper-


Pearson 


Jeffrey 


Hall
Have large 


downward spikes 
Have large 


downward spikes 


Mid-P 
Good coverage, 


 except for p near 0 
(large spikes near 


p=0)


Good coverage 


Cai Good coverage Good coverage 


Kott-Liu 
Good coverage, 
  slightly smaller 


oscillations than Cai 


Good coverage,  
slightly smaller 


oscillations than Cai 


Best
Pick


Kott-Liu,  
Cai


Kott-Liu,  
Cai,  


Mid-P,  
Wilson 


(conservative) 


 Interval Construction Methods 
Under Stratifi ed Random Sampling


Let  s  denote elements of the whole sample, k 
(again) denote an element, and  wk  the weight of 
element  k.  Let  xk  be either 0 or 1.  The estimated pro-
portion is then 


k


s
k


s
kk wwxp̂ .


 The Methods


The most common way of extending interval-con-
struction methods to handle sample data from a com-


plex design is by replacing the sample size n with the 
effective sample size n* and replacing x with *x = pn ˆ* .    
When ˆ( ) 0v p ,  where )ˆ( pv   is the estimated variance 
of p̂   under the complex sample design, the effective 
sample size n* can be defi ned as: 


)ˆ(
)ˆ1(ˆ


)ˆ(
*


pv
pp


pDEFF
nn     


                                    (13)


(Alternatively, n* can be defi ned as 1 plus the left-hand 
side of equation (13); the distinction is usually trivial 
when n ≥ 30).  


This ad hoc procedure was used and discussed in 
Kott and Carr (1997) for modifying the Wilson inter-
val and in Korn and Graubard (1998) for modifying the 
Clopper-Pearson interval.  Feng (2006) treated a few 
other intervals with this procedure.  


We focus in this section on an empirical evalua-
tion of the alternative methods under stratifi ed random 
sampling.  We apply the effective sample size proce-
dure to all the intervals previously described, except 
the Kott-Liu, which was designed especially to handle 
data from stratifi ed random samples.   We follow Korn 
and Graubard and set n* = n when ˆ( ) 0.v p


Let h hW N N   for a stratifi ed random sample 
with H strata.  The estimated overall proportion is 
ˆ ˆH


h hp W p ,  where hp̂   is the observed stratum pro-
portion of stratum h.  


Adapting the Edgeworth expansions in Hall and 
Cai, Kott and Liu (2007) actually discuss three differ-
ent coverage intervals for data from a stratifi ed random 
sample. 


Basic Kott-Liu Interval


2 2
1 1 1 1ˆ ˆ( )KLL p z v p ,


2 2
1 1 1 1ˆ ˆ( )KLU p z v p ,                                  (14)


where 
h


hhhh nppWpv )1()ˆ1(ˆ)ˆ( 2
1







- 6 -


LIU AND KOTT   2007 SOI PAPER SERIES


and  3
2


1 2


ˆ ˆ ˆ(1 )(1 2 ) ( 1)( 2)
1


3 6 ˆ ˆ(1 ) ( 1)


h h h h h h
h


h h h h
h


W p p p n n
z


W p p n 


The variance of p̂   is not a simple function of the 
true p and n under stratifi ed random sampling as it is 
under simple random sampling.  As a result, V( p̂ )  
must be estimated from the sample.  This estimation 
has its own random error, which cannot be completely 
eliminated from the Edgeworth expansion (moreover, 
keeping OP(1/n2)  terms, like Cai does, becomes impos-
sible).  The following interval attempts to account for 
that additional source of error.  


DF-adjusted Kott-Liu Interval 


Replacing the z-score in equation (14) with a t-score 
from a Student t distribution can reduce the downward   
spikes when p is near 0 or 1.  A t-distribution needs a 
degrees-of-freedom calculation. Kott and Liu discuss 
a number of ways of estimating the effective degree of 
freedom.  When each stratum has at least 10 observa-
tions, a nearly unbiased estimator for this quantity is: 


1
2
23


2
1


1 /
2


aaa
a


df ,


where 
h


hhhh nppWa )ˆ1(ˆ2
1 ,


h
hhhhh npppWa 23


2 )ˆ21)(ˆ1(ˆ ,


h
hhhhh npppWa 324


3 )ˆ21)(ˆ1(ˆ .


An asymptotically biased, but more stable, effec-
tive-degrees-of-freedom estimator treats the ph as if it 
were equal:


2
22


23
3


4


2


2


2


)ˆ21(


)ˆ1(ˆ2


p
n


W
nW


n
W


ppnW
df


h h h


h


h
hh


h


h


h
hh


A slightly conservative policy (justifi ed by observa-
tion) sets the estimated effective degrees of freedom at 


),( 21 dfdfMindf  and uses )1,(dft   in place of z in 
the lower and upper bounds defi ned in equation (13).


Kott-Liu iid Interval  


If an independent and identically distributed (iid) 
Bernoulli model is assumed, then a different way to 
generalize equation (12) is with:


2 2
2 2 2 2ˆ ˆ( )KLL p z v p ,


2 2
2 2 2 2ˆ ˆ( )KLU p z v p ,                               (15)


where 
h


hh nppWpv )ˆ1(ˆ)ˆ( 2
2


and 
)ˆ21(


26
1 22


2


23
2


2 p
n


Wz
nW


nW
z


h h


h


h
hh


h
hh


Since both the basic and DF-adusted Kott-Liu in-
tervals are undefi ned when p̂ = 0 or 1, Kott and Liu 
suggest using their iid method in equation (15) in this 
situation. 


In fact, when p̂   is near 0 or 1, it makes sense to 
use the iid method as the proportions cannot vary very 
much across the strata. 


 Comparison of One-Sided Intervals 
Under Stratifi ed Random Sampling


All the methods described in the text are compared 
under a stratifi ed random sampling design using simu-
lations. A population of 6,000 is divided into 3 equal 
strata, that is, Nh = 2,000, h = 1,2,3.  The overall pro-
portion p takes the values of 0.001, 0.002, 0.003, ..., 
0.998, 0.999.  The settings for the four-strata sample 
size allocations and comparative values for the ph are 
shown in Table 2.  
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Table 2.  Simulation Settings 
Allocation of Binomial Proportion 
( 1p , 2p , 3p )


Stratum Sample 
Size Allocation 
( 1n , 2n , 3n ) (p,  p,  p) (p,  p-pq,  p+pq)
10, 10, 10 A E 
15, 15, 15 B F 
10, 15, 20 C G 
20, 15, 10 D H 


The fi rst sample size allocation, (10, 10, 10), has a 
total sample size of 30, our minimum.  The other three 
each have a total sample size of 45, with the minimum 
stratum sample size being 10.  One setting for the com-
parative stratum values of the ph features proportional 
allocation, (p, p, p).  The other, (p-pq, p, p+pq; where 
q = 1 p),  in some sense maximizes the spread of the ph 
while being symmetrical and keeping all ph in the 0 to 
1 range. 


In the simulations, we fi rst generate a fi nite popula-
tion of 2,000 units in each stratum h, denoted as xhi = 1, 
2, ….., 2,000.  We then draw 1,000 stratifi ed random 
samples for each stratum sample size allocation.  For 
each stratum proportion ph, we set


1, if 2, 000
0, otherwise


hi h
hi


x p
y .


The weighted estimate for the proportion of y = 1 
is calculated for each value of p and for each sample.  
The coverage intervals are constructed using the meth-
ods described earlier in the text with the coverage prob-
abilities and the average distances calculated from the 
1,000 samples for each p.  


Analogously with the simple random sample sam-
pling case, only the simulation results for a lower bound 
need be considered.  Due to space limits, we only dis-
play fi gures for the simulation setting A.  Similar con-
clusions hold for other settings with larger sample sizes 
and proportional allocation leading to better coverage 
probabilities across virtually all the methods.   


Figure 1 plots the coverage probabilities versus 
values of p for the sample size setting (10, 10, 10) and 
the ph setting (p, p, p).  As shown in Figure 1: 


 Wald and Arcsine have large biases and large 
oscillations in the coverage. 


 Poisson has large coverage probabilities, very 
close to 1 when p > 0.5.  


 Clopper-Pearson is conservative with cover-
age probabilities almost always above the 
nominal level.


 When p is in midrange, say from 0.2 to 0.8, 
there are many good methods such as Jeffrey, 
Mid-P, Cai, Hall, and Kott-Liu. 


 When p is near 0, Cai and Kott-Liu methods 
perform reasonable well and better than the 
others. 


 When p is near 1, Kott-Liu methods work fair-
ly well.  The basic and DF-adjusted versions 
are virtually identical.  Estimating the effec-
tive degrees of freedom has little to no effect.  


 When p is near 1, Cai and Mid-P are also rea-
sonable candidates, with the Mid-P getting 
more conservative than the others as p grows 
closer to 1. Like the Kott-Liu, these become 
extremely conservative very near 1. 


Figure 2 shows the average distances of lower 
bounds for four methods.  For p small, Mid-P, Cai, and 
DF-adjusted Kott-Liu methods have similar average 
distances, much shorter than Clopper-Pearson.  For 
p large, but not near 1, Mid-P, Kott-Liu, and Cai are 
close, and much shorter than Clopper-Pearson.  When 
p gets near 1, Mid-P gets longer than Cai and Kott-
Liu.  The average distance of the DF-adjusted Kott-Liu 
is slightly longer than Cai, while DF-adjusted Kott-Liu 
has a slightly superior coverage.   
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Figure 1.  Coverage Probabilities of Lower Bounds at 95-Percent Nominal Level for Simulation Setting A
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the iid version having problems (not shown) when the 
stratum proportions are unequal. Adjusting the basic 
Kott-Liu method by its effective degrees of freedom 
did little in our simulations except under certain set-
tings (not shown).  We also looked at more simulations 
for settings not listed in Table 2 and found that the pro-
portional allocation of sample size gives a much better 
coverage probability than a disapportional allocation.  
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 Discussion


After reviewing much of the literature on construct-
ing one-sided coverage intervals under simple random 
sampling, we conducted our own empirical evaluation 
and found that, among the methods considered, the 
Cai and Kott-Liu had coverages closest to nominal.  
We also confi rmed that the Clopper-Pearson method 
always provided at least the nominal coverage, which 
many fi nd reassuring.


Turning to stratifi ed random sampling. We found 
that applying the effective-sample-size technique to 
the Clopper-Pearson (Korn-Graubard method) was still 
conservative with coverage probabilities almost always 
over the nominal level except when the sample size al-
location is disproportional and p is near 1 for the lower 
bound and near 0 for the upper bound.  The Kott-Liu 
methods appeared slightly superior to the others, with 
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Abstract – This paper argues that widening income inequality contributes to the propensity to evade by both 


reducing the probability of detection and increasing compliance opportunity costs. Lower detection probability 


occurs as rising inequality gradually alters the composition of income from being employment-based (i.e., 


matchable) to investment-based (i.e., non-matchable). Greater economic polarization also increases the financial 


strain on many former middle-class taxpayers, thus raising their opportunity cost of compliance. In addition, the 


compliance opportunity costs for wealthy taxpayers also could increase if they perceive a growing exchange 


inequity between their tax burdens and public sector benefits. This paper tests the hypothesis that rising income 


inequality contributes to tax evasion in the United States. Empirical analysis for the period 1947-2000 finds a 


positive correlation between the underreporting rate for wage and salary income and the top decile wage share. This 


finding suggests that enforcement policies aimed at reducing income tax evasion may lose some effectiveness in an 


environment of increasing inequality. 







 


 1


Tax Evasion, Income Inequality and Opportunity Costs of Compliance 
 
 
INTRODUCTION 
 


If asked to identify a single indicator that best described the overall condition of the U.S. economy in recent 


decades, a measure of income inequality would likely be among the top candidates. A recent study by Piketty and 


Saez (2001) finds that between 1970 and 2000 the share of income (not including capital gains) reported by the top 


decile of U.S. income tax filers grew from 31.5 percent to 43.9 percent. Similarly, the share of total wages going to 


the top decile rose from 25.7 percent to 36.0 percent. In fact, as Figure 1 below shows, the level of wage inequality 


has surpassed pre-World War II era levels. 


FIGURE 1
 TOP DECILE INCOME SHARES AND WAGE SHARES: 1927-2000 
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It is surprising; therefore, that such a significant alteration of the economic landscape has largely escaped the 


attention of economists who study the causes of tax evasion. A collection of papers in Slemrod, ed. (1996) and a 


paper by Slemrod and Bakija (1999) examined how tax law changes in the 1980s may have contributed to the 


growing income gap. However, as Figure 1 shows, the upturn in wage inequality preceded by nearly a decade much 


of the major tax legislation passed during the Reagan Administration. Bishop, Chow, Formby and Ho (1994) 


investigated the effects of evasion and tax noncompliance1 on the distribution of U.S. income and taxes. Their 


                                                                 
1 Following Bishop, Chow, Formby and Ho (1994), this paper uses the terms evasion and noncompliance interchangeably. While taxpayer 
noncompliance may be intentional or unintentional and, in some cases, may actually result in overpayment of taxes; on balance, most 
noncompliance represents underreporting of income leading to underpayment of taxes.  







 


 2


analysis, using Taxpayer Compliance Measurement Program (TCMP) data for 1979, 1982 and 1985, found no 


evidence that noncompliance had a statistically significant influence on tax progressivity. The question of reverse 


causality; that is, how and to what extent widening pre-tax inequality may be contributing to the growth of tax 


noncompliance, has been addressed only recently by Bloomquist (2003a). 


Bloomquist (2003a) sees income inequality as a nexus between the two main competing views on income tax 


evasion: expected utility (EU) theory and behavior theory. The economists’ EU model of individual tax evasion 


(Allingham and Sandmo, 1972; Yitzaki, 1974) implies, ceteris paribus, a positive relationship between the 


opportunity to underreport income and the act of doing so. Roth, Scholz, and Witte (1989, pg. 137) suggest middle-


income taxpayers have fewer opportunities to evade since the Internal Revenue Service (IRS) is able to match most 


of their income using information documents (e.g., Form W-2 for wage and salary income). This view is supported 


by Cox (1984) who observed a nonlinear relationship (inverted U-shape) between compliance rate and income using 


1979 random audit data for U.S. taxpayers. This same phenomenon also has appeared in other TCMP studies 


(Fratanduono, 1986). 


Table 1 provides further evidence that middle-income taxpayers have the highest percentage of matchable 


income and, therefore, have fewer opportunities to avoid detection. Table 1 displays the percentage of income 


subject to information reporting by adjusted gross income (AGI) category for Tax Year (TY) 2000. Overall, about 


80 percent of reported AGI is potentially matchable using data from information returns. Middle-income taxpayers, 


those reporting AGI between $50,000 and $100,000, have the highest percentage of matchable income (91.8 


percent). This percentage declines precipitously as AGI increases.  For taxpayers reporting AGI between $100,000 


and $200,000, the potential “coverage” rate drops to 84.7 percent and to only 54.1 percent for taxpayers reporting 


AGI over $200,000.  The low coverage rate among the wealthiest taxpayers is due to this group’s predominant share 


of investment income from capital gains, partnerships, and S-corporations. 


An alternative perspective on tax evasion comes from the fields of psychology, criminal sociology and other 


behavior sciences. In contrast to standard EU theory which assumes individuals ’ preference not to pay taxes, 


behaviorists have attempted to identify situational conditions that induce some taxpayers to evade; perhaps even if a 


high probability of detection exists. A main insight of this body of research posits taxpayer stress as an evasion 


determinant (Elffers, 1991; Lewis, 1982; Wärneryd and Walerud, 1982). According to Elffers (1991), the two 


primary categories of taxpayer stress are financial strain and a growing dissatisfaction with the tax system.  
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Category Total
Under


$50,000
$50,000 to


under $100,000
$100,000 to


under $200,000
$200,000


or more
Number of returns 129,373,503           92,844,990             25,673,487             8,083,447               2,771,579               
Share of returns 100.0% 71.8% 19.8% 6.2% 2.1%


Income Types That Are Matchable
Salaries and wages $4,456,167,436 $1,514,257,995 $1,411,967,125 $769,635,607 $760,306,709
Taxable interest $199,321,668 $60,487,940 $43,299,912 $29,828,456 $65,705,360
Dividends $146,987,679 $27,255,346 $27,140,172 $26,866,194 $65,725,967
State income tax refunds $18,309,835 $3,238,864 $5,775,709 $3,422,724 $5,872,538
Capital gains distributions $15,802,819 $6,251,729 $4,823,521 $3,534,268 $1,193,301
Taxable IRA distributions $98,966,628 $27,614,976 $31,201,565 $23,972,086 $16,178,001
Taxable pensions and annuities $325,827,700 $142,318,759 $109,585,417 $51,914,489 $22,009,035
Rents and royalties $83,534,529 $24,437,239 $19,478,866 $15,636,341 $23,982,083
Unemployment compensation $16,913,306 $12,204,865 $3,700,671 $869,193 $138,577
Taxable Social Security benefits $89,964,020 $21,365,588 $44,430,182 $16,763,164 $7,405,086
Gambling earnings $16,762,039 $3,021,472 $3,029,717 $2,984,700 $7,726,150


Income Types That Are Not Matchable
Schedule C $275,330,871 $98,152,285 $60,187,817 $51,657,045 $65,333,724
Alimony received $6,178,184 $2,697,768 $2,211,451 $466,151 $802,814
Taxable net capital gains and losses $642,224,339 $43,328,950 $48,940,773 $66,463,852 $483,490,764
Sales of property other than capital assets $15,809,150 $6,064,989 $2,351,211 $1,994,882 $5,398,068
Partnership and S-Corp net income $357,936,129 $45,557,672 $24,461,188 $40,461,648 $247,455,621
Estate & trust net income $13,227,879 $1,566,039 $1,373,695 $1,619,191 $8,668,954
Farm net income $25,575,353 $13,072,653 $6,436,020 $2,962,155 $3,104,525
Other income $34,368,250 $8,544,001 $5,292,145 $5,130,592 $15,401,512


Total amount of matchable income $5,468,557,659 $1,842,454,773 $1,704,432,857 $945,427,222 $976,242,807
Total amount of non-matchable income $1,370,650,155 $218,984,357 $151,254,300 $170,755,516 $829,655,982
Total Income $6,839,207,814 $2,061,439,130 $1,855,687,157 $1,116,182,738 $1,805,898,789


Percent of income that is matchable 80.0% 89.4% 91.8% 84.7% 54.1%
Source: Calculated by author using data from Table 1 of Campbell and Parisi (2002).


  TABLE 1


* Net Income Plus Deficit Basis with losses added to income.  This concept reflects the total amount that IRS must verify.


INCOME REPORTED ON TY00 INDIVIDUAL INCOME TAX RETURNS, BY TYPE OF INCOME AND BY SIZE OF ADJUSTED GROSS INCOME*
(in Thousands of Dollars)
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Financial strain refers to a deterioration of economic status. Taxpayers may be tempted to evade if their household 


expenses exceed income. In a survey study of criminal behavior, Carroll (1989) notes that “the lack of money often 


motivates the search for an opportunity to commit a crime.” 


Taxpayer dissatisfaction may arise from several sources: the perception of unfair treatment, the complexity and 


burden of the tax system, and the perception that the value of public goods and services received is less than taxes 


paid (exchange inequity). Several studies have noted an apparent inverse relationship between exchange inequity 


and support for taxation (Citrin, 1979; Alm, Bahl, and Murray, 1990; Scholz and Lubell, 1998). Lewis’s (1979) 


survey results indicating that wealthier people “have a greater antipathy towards taxation” suggest taxpayer 


dissatisfaction increases as the gap widens between taxes levied and the value of public goods received. Perhaps the 


quintessential example of this attitude is Leona Helmsley’s proclamation that “only the little people pay taxes.” 


Thus, both EU and behavior theorists might view inequality as an evasion determinant; however, each group 


would see a different mechanism at work. On the one hand, behaviorists see the increased level of financial and 


social stress associated with widening inequality as a motive for some individuals to begin or increase evasion. On 


the other hand EU theorists, typically economists, observing a positive correlation between evasion activity and 


inequality, might attribute the cause to falling transaction visibility. However, regardless of interpretation, more 


inequality equates to mo re evasion. 


Using time-series data for the period 1947-99, Bloomquist (2003a) found a statistically significant correlation 


between income inequality and U.S. wage and salary underreporting in an extended EU modeling framework. This 


paper updates these findings through the year 2000 and substitutes the top decile share of wage income from Piketty 


and Saez (2001) for the inequality measure − U.S. Census Bureau Gini Coefficients − used in the earlier study. A 


potential problem with the Census Bureau’s Gini Coefficients in times series studies is the lack of comparability 


since 1993 due to a change in data collection procedures. Although Bloomquist (2003a) adjusted the Gini 


Coefficients to account for this issue, there remains some uncertainty about the amount of adjustment required 


(Ryscavage, 1995). Another issue relates to the use of Gini Coefficients based on income from sources other than 


wages and salaries in a model to explain wage and salary underreporting. It is unclear whether a change in inequality 


due to a change in net business income, for example, should necessarily influence the reporting of wages and 


salaries. 
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The remainder of the paper is organized as follows. The next section provides further rationale for including 


income inequality as a determinant of tax noncompliance. Section three describes the data and analytical approach 


used to explain changes in wage and salary underreporting from 1947-2000. Section four presents the estimation 


results. The fifth and final section summarizes the study’s main findings and draws some implications for tax 


administrators. 


 
THE RELATIONSHIP BETWEEN INCOME INEQUALITY AND REPORTING NONCOMPLIANCE 
 


This section presents some additional evidence for treating income inequality as a determinant of reporting 


noncompliance. Specifically, it is argued that widening inequality: 1) reduces transaction visibility as non-wage 


sources of income gradually comprise a larger share of total income and 2) increases compliance opportunity costs 


by exposing greater numbers of taxpayers to financial strain and exchange inequity. 


Inequality and Transaction Visibility2 
 


One of the few generally accepted facts in the literature on tax compliance economics is the existence of a 


positive relationship between transactions visibility and reporting compliance. Over the years, various government 


and academic studies have affirmed this relationship (Klepper and Nagin, 1989; Long and Swingden, 1990; 


Andreoni, Erard, and Feinstein, 1998). Random taxpayer audits have consistently shown higher compliance rates 


among income items subject to third-party information reporting and withholding (i.e., matchable) versus 


nonmatchable sources of income (Christian, 1994). In the 1988 TCMP study, the average weighted net misreporting 


percentage of reported income was 1.8 percent for matchable income and 22.6 percent for nonmatchable income 


(Internal Revenue Service, 1996).3  


Table 2 shows the trend in matchable and nonmatchable sources of income between 1980 and 2000. In 1980, 


91.3 percent of total reported taxp ayer income was matchable. By 2000, this percentage had fallen nearly ten 


percentage points to 81.6 percent. The principal factor responsible for this trend was the faster than average growth 


in the nonmatchable income components of taxable net capital gains and partnership and small business corporation 


(SBC) net income. 


Holding constant the 1988 TCMP misreporting rates for matchable and nonmatchable income, it is estimated 


that between 1980 and 2000 overall income underreporting rose from 3.6 percent to 5.6 percent of reported income 


                                                                 
2 The following material draws heavily from Bloomquist (2003b). 
3 The estimate for nonmatchable income excludes Informal Supplier Income. Estimates reflect weighting based on share of reported AGI. 
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due solely to the increase in the percentage of nonmatchable income (last row of Table 2). This increase in 


noncompliance, if it occurred, would not be the result of a change in taxpayer behavior but simply results from 


taxpayers enjoying greater success at evasion due to reduced transactions visibility. 


What has caused the share of nonmatchable income to increase during the last two decades? Clearly, the stock 


market bubble of the late 1990s contributed significantly to the explosive growth in the value of financial assets. 


Between 1995 and 2000, the share of taxpayer reported AGI from net capital gains jumped from four percent to 9½ 


percent. However, even before 1995 the share of matchable income had already experienced a steady decline 


dropping more than four percentage points between 1980 and 1995 (Table 2). Much of the erosion in share of 


matchable income during this period was due to the growth in small business income that rose from 5.7 percent to 


8.1 percent of reported AGI. 


 


Income Component 1980 1985 1990 1995 2000


Total $1,705.4 $2,542.8 $3,590.6 $4,404.0 $6,628.1


Matchable $1,557.5 $2,308.6 $3,156.5 $3,829.8 $5,408.4
    Wage Income $1,349.8 $1,928.2 $2,599.4 $3,201.5 $4,456.2
    Interest Income $102.0 $182.1 $227.1 $154.8 $199.3
    Dividends $38.8 $55.0 $80.2 $94.6 $147.0
    State Tax Refunds $3.6 $8.6 $10.2 $12.2 $18.3
    Taxable IRAs, Pensions & Annuities $43.3 $95.1 $176.9 $258.4 $424.8
    Unemployment Compensation $2.1 $6.4 $15.5 $19.3 $16.9
    Rents & Royalties (Net Income)* $17.9 $23.6 $32.5 $43.3 $55.9
    Taxable Social Security Benefits #N/A $9.6 $14.7 $45.7 $90.0


Not Matchable $147.9 $234.2 $434.1 $574.2 $1,219.7
    Alimony Income* $1.4 $2.9 $3.9 $4.3 $6.2
    Taxable Net Capital Gains* $32.7 $66.0 $122.7 $176.5 $628.5
    Other Income $6.8 $11.5 $22.4 $27.0 $46.7
    Nonfarm Proprietor Net Income $67.0 $98.8 $161.7 $191.8 $244.6
    Farm Net Income $9.9 $6.5 $11.4 $8.2 $8.3
    Partnership & SBC Net Income* $30.1 $48.5 $112.0 $166.4 $285.4


Percentage Matchable 91.3% 90.8% 87.9% 87.0% 81.6%


Estimated Underreporting Rate 3.58% 3.69% 4.29% 4.49% 5.60%


TABLE 2
GROWTH OF MATCHABLE AND NONMATCHABLE COMPONENTS OF TAXPAYER INCOME 


AND ESTIMATED UNDERREPORTING RATE: 1980-2000
($ Billions)


Source: Tax year 2000 data from Campbell and Parisi (2002); prior tax year data from SOI Publication 1304, various 
issues. Figures shown here for TY2000 differ from Table 1 which adds losses to gains and includes several other smaller 
income categories.
Note: Estimated underreporting rate assumes 1.8% misreporting of matchable and 22.6% misreporting of unmatchable 
income.
*Contains both matchable and non-matchable income.  
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The secular trend of increasing nonmatchable income appears to be related to widening income inequality. 


According to the IRS’ Statistics of Income (SOI), the share of AGI (including capital gains) of the top five percent 


of taxpayers with highest reported incomes rose from 24.1 percent in 1986 to 35.3 percent in 2000.4 However, as the 


distribution of income has shifted to the wealthiest top five percent of households in recent years, this group’s share 


of nonmatchable income has increased even faster. 


Table 3 shows that between 1980 and 2000 the average annual rate of growth (AAR) for nonmatchable income 


was 9.2 percent (inflation-adjusted dollars) for the top five percent of taxpayers with the highest reported AGI 


versus 4.2 percent for the bottom 95 percent of taxpayers. Moreover, while the share of nonmatchable income grew 


for both groups, the top five percent of taxpayers saw their nonmatchable income grow from 19.1 percent of total 


AGI in 1980 to 37.9 percent in 2000, nearly doubling in two decades. The increasing share of nonmatchable income 


that has  accompanied the trend of widening inequality may have brought about a surge in evasion activity. However, 


there is no hard evidence to confirm that this, in fact, has occurred. 


 


Taxpayer AGI Category 1980 1990 2000 AAR
All Taxpayers
   Total AGI $3,564.0 $4,730.7 $6,628.1 3.2%
   Matchable AGI $3,254.9 $4,158.8 $5,408.4 2.6%
   Nonmatchable AGI $309.1 $571.9 $1,219.7 7.1%
   % Nonmatchable AGI 8.7% 12.1% 18.4%


Top 5% Taxpayers
   Total AGI $761.3 $1,305.8 $2,239.9 5.5%
   Matchable AGI $616.1 $961.7 $1,391.7 4.2%
   Nonmatchable AGI $145.2 $344.0 $848.2 9.2%
   % Nonmatchable AGI 19.1% 26.3% 37.9%


Bottom 95% Taxpayers
   Total AGI $2,802.6 $3,424.9 $4,388.2 2.3%
   Matchable AGI $2,638.7 $3,197.0 $4,016.7 2.1%
   Nonmatchable AGI $163.9 $227.9 $371.5 4.2%
   % Nonmatchable AGI 5.8% 6.7% 8.5%


TABLE 3
GROWTH IN MATCHABLE AND NONMATCHABLE INCOME FOR TOP FIVE 


PERCENT AND BOTTOM 95 PERCENT OF TAXPAYERS:
TAX YEARS 1980, 1990 AND 2000


(Billion $2000)


Source: SOI Publication 1304 for 1980 and 1990; Campbell and Parisi, 2002.  CPI-U 
deflator used to adjust for inflation.


 


                                                                 
4 Internal Revenue Service, Statistics of Income Division, Unpublished Statistics, September 2002. 
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Inequality and Compliance Opportunity Costs 
 


In a study of criminal behavior Carroll (1989) found, perhaps unsurprisingly, that an overriding factor in the 


decision to commit a crime is the lack of money. Both Fajnzylber, Lederman, and Loayza (2002) and Ehrlich (1973) 


found a positive correlation between crime rates and income inequality and attribute the growing incidence of crime 


to a lack of economic opportunity. Witte and Woodbury (1985) report higher tax compliance in areas with low 


unemployment rates and poverty. In a study of tax return data for small corporations, Rice (1992) found firms whose 


profit margins fell below their industry median exhibited higher rates of noncompliance than firms with above 


average profits. What this research suggests is some individuals with limited resources have a higher propensity to 


evade due to their vulnerability to financial strain. Their need for money in the present outweighs the expected 


future costs of detection and punishment. In other words, such individuals have a high discount rate that favors 


present over future consumption. 


However, financial strain is not the only factor that may affect compliance opportunity costs. The perception of 


an ever-increasing gap in the reciprocal relationship between taxpayer and government (exchange inequity) has been 


cited by Citrin (1979) as a cause of revolt among high-income taxpayers (the so-called “Revolt of the Haves”). 


Scholz and Lubell (1998) observed that wealthy taxpayers who benefited from the Tax Reform Act (TRA) of 1986 


exhibited an improved attitude toward compliance and the opposite response from those whose tax obligations 


increased under TRA 1986. These empirical findings support other theoretical work (Falkinger, 1988; Pommerehne, 


Hart, and Frey, 1994) that also link evasion activity to taxpayers’ cost-benefit assessment of public sector goods and 


services. However, unlike some individuals who might be motivated by a specific “need” for money that would 


otherwise be allocated to taxes, taxpayers reacting to perceived exchange inequity are simply concluding that the 


opportunity cost associated with full compliance outweighs the possibility of detection and fines at some future date. 


Modifying the standard EU model of evasion to take into account compliance opportunity costs, the expected 


income from evasion (YE) is defined as 


( )( ) n
E rpzzyY −+Φ+−+−= 1)1(]1[ τττ  


Where p is the probability of detection (usually equated with the “audit” rate), t  is the marginal tax rate, y is annual 


total taxable income, z is the amount of income underreported and F is the penalty per dollar evaded. If successful at 


avoiding detection, the taxpayer enjoys zt  more income than if fully compliant. If audited with probability p, the 


taxpayer remits the tax deficiency (zt) plus an additional amount, zF , which represents the penalty for 
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noncompliance. The term ( )( ) nrpz −+Φ+ 1τ is the present value of the additional taxes and penalties imposed 


upon detection n time periods in the future. The present value of these future costs is determined using the discount 


rate r which varies positively with the taxpayer’s opportunity cost of compliance. 


Taxpayers will elect to underreport income if the expected income from evasion exceeds income under full 


compliance. In mathematical terms, 


( )( ) )1(1)1(]2[ ττττ −>+Φ+−+− − yrpzzy n
 


Simplifying, we obtain the following expression 


( )( ) 01]3[ >+Φ+− −nrpzz ττ  


Expression 3 implies that a rational individual will evade if the net present value of the additional income from 


evasion is greater than zero. This mo del predicts that even with 100 percent probability of detection, individuals 


with sufficiently high discount rates (and/or a long detection lag time) would be willing to accept reduced income in 


the future for more income in the present. This result is consistent with a two period dynamic model described in 


Andreoni (1992). 


It is difficult to subject expression 3 to an empirical test due to our inability to directly observe r, the 


individual’s discount rate.5 However, data are available that allow us to determine if the hypothesized positive 


relationship between compliance opportunity costs and underreporting behavior has empirical support. Table 4 


displays selected characteristics of U.S. tax filers who received Form W-2 wage and salary income in TYs 1998, 


1999 and 2000. Column 1 of Table 4 is the wage category determined by summing wage and salary earnings 


reported by employers to IRS on Form(s) W-2. Column 2 is the number of filers with Form W-2 income. Columns 3 


and 4 are the number and percentage of filers whose reported amount of wage and salary income on their income tax 


return (Form 1040) was less than the summed amount on all Form(s) W-2 for the same tax year. Column 5 is the 


total amount of wage and salary income reported on Form(s) W-2 and column 6 is the amount underreported. 6 


Column 7 is the gross underreporting percentage (i.e., column 6 divided by column 5) and column 7 is the average 


number of W-2 forms per filer in each wage category. 


 


                                                                 
5 To the author’s knowledge, there is also no known data concerning changes in n, the time between an act of evasion and its detection.  
6 This is the amount of wage and salary income underreported prior to enforcement actions by the IRS, such as Automated Underreporter (AUR) 
document matching program. 
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Wage
Category


Filers With
W-2 Income Count Percent


Total W-2 
Income


($Millions)


Underreported 
W-2 Income
($Millions)


Gross 
Underreporting


Percentage


Average No. 
Forms W-2


per Filer


Tax Year 1998


<$10K
†


25,403,983       2,732,682         10.8% $116,147.3 $2,510.2 2.2% 1.02                  


$10-20K
†


19,461,379       1,847,643         9.5% $289,469.1 $3,748.8 1.3% 1.08                  


$20-$30K
†


15,528,803       1,008,498         6.5% $384,625.2 $3,008.0 0.8% 1.15                  
$30-50K


‡
19,321,606       887,079            4.6% $754,980.9 $4,357.7 0.6% 1.36                  


$50-75K 12,335,159       478,883            3.9% $751,272.2 $5,144.3 0.7% 1.62                  
$75-100K 5,185,528         208,470            4.0% $442,970.5 $3,972.2 0.9% 1.72                  
>$100K* 4,890,148         325,535            6.7% $936,449.0 $14,025.6 1.5% 1.63                  


Total 102,126,605     7,488,789         7.3% $3,675,914.3 $36,766.8 1.0% 1.24                  


Tax Year 1999


<$10K
†


25,496,143       3,035,859         11.9% $118,124.7 $2,993.6 2.5% 1.02                  


$10-20K
†


19,417,410       2,022,455         10.4% $289,416.5 $4,218.2 1.5% 1.07                  


$20-$30K
†


15,872,367       1,073,184         6.8% $393,080.5 $3,184.3 0.8% 1.13                  


$30-50K
‡


20,595,274       926,542            4.5% $804,956.7 $5,233.1 0.7% 1.30                  
$50-75K 13,402,872       555,670            4.1% $818,765.9 $5,736.4 0.7% 1.60                  
$75-100K 5,812,667         270,283            4.6% $498,118.0 $5,839.4 1.2% 1.72                  
>$100K 5,621,837         278,843            5.0% $1,058,187.0 $18,315.2 1.7% 1.64                  


Total 106,218,571     8,162,836         7.7% $3,980,649.2 $45,520.2 1.1% 1.24                  


Tax Year 2000


<$10K
†


24,918,770       2,994,285         12.0% $116,132.8 $3,234.2 2.8% 1.02                  


$10-20K
†


19,070,828       2,085,346         10.9% $283,689.6 $4,638.0 1.6% 1.06                  


$20-$30K
†


16,320,238       1,202,025         7.4% $403,811.0 $4,189.9 1.0% 1.11                  


$30-50K
‡


21,002,457       1,169,242         5.6% $817,826.0 $6,794.4 0.8% 1.27                  
$50-75K 13,412,162       487,295            3.6% $818,362.2 $4,404.7 0.5% 1.56                  
$75-100K 6,445,118         244,367            3.8% $551,165.0 $3,294.5 0.6% 1.70                  
>$100K 6,587,918         295,725            4.5% $1,331,691.0 $11,445.6 0.9% 1.64                  


Total 107,757,489     8,478,285         7.9% $4,322,677.6 $38,001.2 0.9% 1.24                  


Source: Compliance Research Information System (CRIS)


† Indicates both Underreporter Percentage and Underreporting Percentage are significant at the 95% confidence level.


‡ Indicates Underreporter Percentage is significant at the 95% confidence level.


* Indicates Underreporting Percentage is significant at the 95% confidence level.


REPORTING CHARACTERISTICS OF U.S. TAX FILERS WITH FORM W-2 WAGE AND SALARY INCOME:  TY1998-2000


Underreporter


TABLE 4


 


 
The data in Table 4 show that filers with less than $30,000 in Form W-2 wage and salary income underreport 


with greater “frequency” and as a larger percentage of income. In all three years, filers with less than $30,000 in 


wages exhibited higher levels of underreporting noncompliance versus those with more than $50,000 in wage 


income. Filers with $30,000 to $50,000 in W-2 income appear to be a borderline category whose members 


underreport with greater frequency but not more so as a fraction of total income than those with higher incomes. 
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Only in 1998, do filers with annual W-2 wages in excess of $100,000 underreport a larger percentage of their 


earnings than filers in the next lowest wage category; otherwise, the reporting characteristics of the highest wage 


group are not statistically different from those filers with wage and salary income between $75,000 and $100,000. 


We cannot infer from the data in Table 4 that the more frequent underreporting behavior of low wage filers is 


willful or unintentional, or even whether this behavior is economically motivated versus some other reason (e.g., 


unfamiliarity with tax laws). However, the pattern of behavior is consistent with the view that underreporting is 


more prevalent among individuals subject to financial strain. Further support for this view is indicated by the high 


concentration of individuals claiming head of household filing status among those who underreport. In TY 2000, 


filers claiming head of household filing status accounted for about 14 percent of all individual returns, but 


represented 21.4 percent of returns with underreported W-2 income. 


Table 4 also indicates some weak evidence of underreporting among high wage filers. The underreporting 


percentage for TY 1998 filers with more than $100,000 in W-2 wages is statistically significant at the 95 percent 


confidence level, although results for TY 1999 and 2000 are inconclusive. As a group, high income filers do not 


appear to have more W-2 forms than filers in adjacent income categories. Therefore, having more sources of wage 


income does not explain the occasional tendency to underreport. Nor is it likely that financial strain is a problem for 


most filers in this category. However, filers in the highest wage category could have greater variation in year-to-year 


income that might explain this behavior. Unfortunately, the source for Table 4 − the Compliance Research 


Information System (CRIS) − does not contain panel data, so this hypothesis could not be tested. 


Whether the weak hints of underreporting by some high wage earners shown in Table 4 are evidence of a 


response to exchange inequity remains an open question. CRIS data are based on a stratified random sample of 


approximately 130,000 taxpayer returns in each tax year. Further analysis using a larger data set may yield more 


statistically robust results but are unlikely to reveal an underlying motive or motives. 


 
Summary 


The foregoing discussion has argued that the recent trend of widening income inequality in the U.S. may be 


contributing to evasion propensities by reducing transaction visibility and increasing compliance opportunity costs. 


Taxpayers in the top five percent of reported AGI saw their nonmatchable income increase from 19.1 percent of 


total AGI in 1980 to 37.9 percent in 2000, nearly doubling in two decades. Standard EU theory suggests this 


development should lower compliance among filers so affected. Also, TY 1998-2000 tax returns exhibit higher rates 
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of wage and salary underreporting among filers with less then $30,000 in wage income. This empirical evidence, 


while not conclusive, supports the hypothesis of higher misreporting among low-income individuals most likely to 


have high compliance opportunity costs. 


DESCRIPTION OF DATA AND ANALYTICAL APPROACH7 


Bloomquist (2003a) estimated a model to explain the variation in the underreporting rate for U.S. wage and 


salary income for the period 1947-1999. This paper updates those findings through TY 2000. The decision to limit 


the analysis to wage and salary income underreporting was made for several reasons. First, although TCMP audits 


find low noncompliance rates  for wage and salary income (about one percent, similar in magnitude to the 


underreporting rates shown in Table 4), this category still accounted for a significant share of underreported income 


by filers ($19.9 billion or 9.2 percent of net misreported income in 1988) (IRS, 1996). When nonfilers are added, the 


underreporting rate increases to about four percent of total wages and salaries (see column D of Table A-1). 


Second, wage and salary income is the single most frequently reported category of income on tax returns. Over 


85 percent of all individual tax returns in 2000 reported at least some wage and salary income (Campbell and Parisi, 


2002).  


Third, using wage and salary income rather than total AGI simplifies and reduces the number of required 


predictor variables. Rhoades (1999) recently proposed an extension of the standard EU model that allows detection 


probability to vary depending on each taxpayer’s mix of income (i.e., matchable and nonmatchable). However, since 


wage income has been subject to information reporting (and withholding) for the entire period of study, the variable 


for detection probability may be defined simply as the audit rate.8 Also, research on the deterrence impact of 


penalties has found little significance between the size of penalties and compliance (Roth, Scholz, and Witte, 1989). 


Those studies that have included a penalty predictor use assessed penalties (Crane and Nourzad, 1986; Engel and 


Hines, 1998). However, there is often little correspondence between the amount of penalties assessed and those 


actually collected.9 Based on this reasoning, the decision was made to exclude penalty rates from the analysis. 


The last, and perhaps most salient, issue is reliability of the evasion measure. While most experts believe that 


randomly audited tax returns provide the most reliable measure of tax noncompliance (Andreoni, Erard, and 


Feinstein, 1998), the small number of observations from past TCMP studies limits the use of these data for time-


series analysis. The U.S. Bureau of Economic Analysis (BEA) produces an alternative measure of misreported 


                                                                 
7 The material in this section closely follows the discussion in Bloomquist (2003a). 
8 The rationale for this assumption is given in a later section. 
9 This would be even more difficult to determine for wage and salary underreporting alone. 
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income. This measure, known as the AGI gap, is defined as the difference between BEA’s estimate of AGI and 


taxpayer-reported AGI (Parker, 1987). 


Although the total AGI gap has been used as a compliance measure in previous empirical research (Crane and 


Nourzad, 1986; Engel and Hines, 1998), its reliability as a measure of tax evasion is questionable. This is because a 


significant share of the total AGI gap is due to nonfarm proprietors’ income that relies on data from individual tax 


returns.10 In contrast, the wage and salary component of the AGI gap (henceforth called the “wage gap”) uses data 


reported by employers to the U.S. Bureau of Labor Statistics. 


The wage gap is not an estimate of underreported wage and salary income, as it includes income earned by low-


income individuals who are not required to file tax returns. This is because these so-called “legitimate nonfilers” are 


covered by BEA’s personal income estimates, but not necessarily by IRS’ AGI totals that include only incomes 


reported on tax returns that are filed.11 The wage gap also reflects errors and omissions in the estimates of 


reconciliation items and the net effects of errors in BEA’s personal income and IRS’ AGI estimates. Despite these 


differences, however, the wage gap can provide an independent estimate of underreporting if adjusted for the 


variation due to low-income legitimate nonfilers. Adjustment of the wage gap is discussed in the following section. 


 
Description of the Data 
 
BEA Wage Gap: The relative wage gap is the dependent variable in this study. The latest published estimates of the 


wage gap (Park, 2002) cover the period from 1959 to 2000. Upon written request, BEA will provide data beginning 


in 1947. Figure 2 displays the BEA wage gap in nominal dollars (line) and as a percent of BEA -adjusted wages (bar) 


for the period 1947 to 2000. From the late 1940s to the early 1950s, the relative wage gap decreased from about 


three percent of wages to one percent by 1982. In subsequent years, the relative wage gap ascended rapidly reaching 


an all-time high of nearly six percent in 1999. In 2000, the nominal wage gap was estimated to be $257.1 billion. 


As previously mentioned, the wage gap is not an accurate measure of underreport ing since BEA includes 


income from low-wage earners who are exempt from filing a tax return. In order to account for the presence of these 


legitimate nonfilers, the reported wage gap was adjusted using audit data for a sample of nonfilers from the 1988 


TCMP study (Erard and Ho, 2001). The resulting “modified” wage gap is used in the remainder of this study. The 


methodology used to derive the modified wage gap is described in the Appendix.  


 


                                                                 
10 In 2000, approximately 52 percent of the AGI gap was due to nonfarm proprietors’ income. 
11 Some low-income individuals who are not required to file returns nevertheless file to claim refunds or the Earned Income Tax Credit (EITC). 
The incomes reported by these individuals are included in IRS’ AGI totals.  
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FIGURE 2
BUREAU OF ECONOMIC ANALYSIS (BEA) WAGE GAP : 1947-2000
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Source: Park (2002) and personal correspondence with Thae Park for data prior to 1959.
 


 
Average Marginal Tax Rate: Theoretical studies indicate that tax rates have an ambiguous effect on compliance, 


depending upon taxpayer attitudes toward risk, the structure of the penalty function, and other criteria (Andreoni, 


Erard, and Feinstein, 1998; Yitzaki, 1974). The results of empirical research are equally mixed. Clotfelter (1983) 


finds a positive correlation between marginal tax rates and evasion using 1979 TCMP data. Feinstein (1991), using 


pooled 1979 and 1982 TCMP data reports the opposite relationship.  


The tax rate used in this study is a weighted average marginal tax rate on ordinary income (excluding Social 


Security and Medicare).12 The weights represent the share of total family income received by each quintile and the 


top five percent of families as reported by the U.S. Census Bureau. Historical average marginal tax rates range from 


a minimum of 21.3 percent in 1965 to a maximum of 36.1 percent in 1981. During the 1970s and early 1980s 


taxpayers experienced the phenomenon known as “bracket creep” as inflation pushed them into higher tax brackets 


although their real income may not have increased. For example, the average marginal income tax rate for the period 


1947 to 1966 was 24.9 percent compared to 30.0 percent from 1967 to 1986. Bracket creep was eliminated with the 


passage of TRA 1986, which adjusted income tax brackets for inflation. From 1987 to 2000, the average marginal 


tax rate was 25.8 percent. 


The data indicate a significant negative correlation between the average marginal tax rate and modified wage 


gap (r = -0.536) during the period from 1947 to 2000. In the years since 1987, the average marginal tax rate has 


                                                                 
12 This analysis excludes payroll taxes since, for most wage earners, these taxes are withheld by the employer and are not reported on the 
individual’s tax return. 
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remained relatively stable with only slight variation, mainly due to shifts in the distribution of income while the 


wage gap has continued to climb.  


The negative correlation between the tax rate and underreporting of wage income may seem counterintuitive at 


first glance. However, higher marginal rates increase the amount withheld from paychecks. This may cause fewer 


taxpayers to be in a balance due status at the end of the year and, therefore, less reluctant to report their true total 


income. This would occur if the rate of withholding rises faster than the effective tax rate (ETR). There is some 


evidence that this took place. The average ETR increased from 9.5 percent for the period 1950-66 to 9.9 percent for 


the period 1967-86 (IRS, 2001, Table 8, p. 282). In contrast, the average marginal tax rate rose from 24.9 percent to 


30.0 percent during the same period or an increase five times greater than the increase in the ETR. Therefore, 


taxpayer withholding of wages appears to have increased faster than the effective tax burden during this period. 


The hypothesized enhanced compliance resulting from a change in balance due status has been explained in 


terms of prospect theory (Kahneman and Tversky, 1979). Taxpayers perceive a balance due as a loss, and become 


more willing to take a “risky” position when reporting income and deductions. Several studies have noted evidence 


of a positive correlation between balance due status and reporting noncompliance (Christian, 1994; Chang and 


Schultz, 1990). As an additional check, the correlation coefficient between the average marginal tax rate and percent 


of returns with a balance due for the period 1947 to 1986 is –0.499 and significant at the one percent level. This may 


at least partly explain the negative correlation between tax rates and the relative wage gap, especially in the period 


before 1987. Consistent with theoretical studies, however, the expected sign for the tax rate variable is assumed 


indeterminate. 


Wage and Salary Income: The income variable used in this analysis is real median wage and salary income. This 


variable is a weighted average of median wage and salary income for male and female workers reported in the 


Census Bureau’s March Current Population Survey. The correlation coefficient between the wage gap and median 


wage and salary income is -0.003 and is not statistically significant. However, the direction of the sign is consistent 


with earlier work indicating that increases in true income lead to less than proportionate increases in the level of 


underreporting (Crane and Nourzad, 1986). A negative sign on this variable is anticipated for the estimated model. 


Probability of Detection: Third-party reporting of income and withholding may influence evasion behavior by 


raising the taxpayer’s perceived as much as the actual risk of detection. Taxpayers have little information by which 


to judge the efficacy of the tax authority’s use of information documents. However, this  uncertainty may work in the 


favor of IRS. According to Long and Swingen (1990), “If the taxpayer knows or even just thinks that the tax agency 
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already has the information, they are less likely to deliberately cheat.” In the only detailed study to date on the 


impact of information document matching on reporting noncompliance, Plumley (1996) found that the IRS’ 


computerized document matching program had no statistically measurable impact on compliance during the period 


1982 to 1991, despite the fact that the number of information documents processed per return increased by nearly 60 


percent (from five to eight) during this time period. Plumley concludes, “Taxpayers apparently assumed that the 


matching was already in place, judging from the earlier compliance statistics.” 


Following this earlier research, the present study assumes that the compliance effect of third-party reporting 


historically has resulted mainly from its presence, rather than from its effectiveness in identifying evasion.13 


Therefore, this study assumes that variations in the wage gap due to detection probability from 1947 to the present 


may be attributed to changes in the audit rate. For this study, an audit is defined as the so-called district or “face-to-


face” audit with adjustments as recommended by Engel and Hines (1998) for years before 1954. Although the IRS’ 


definition of what constitutes an “audit” has changed over the years, the concept that receives the most media 


attention is the probability of the traditional “face-to-face” audit. Presumably, this is the information taxpayers have 


at hand when deciding whether to evade. 


Researchers have noted the likely endogeneity of audit rates and evasion, especially in studies of evasion by 


individuals. Several alternative approaches have been proposed to address this issue (Plumley, 1996; Dubin, Graetz, 


and Wilde, 1990). However, at the national level the number of audits performed appears largely due to budgetary 


constraints rather than to the incidence of noncompliance. If this were not the case, there should have been a large 


jump in audits beginning in the early 1980s. The fact that this did not occur reinforces the notion that, at least with 


national level data, the issue of endogeneity may be ignored. 


IRS publishes its audit rates on a fiscal year basis. This means that the published audit rate generally refers to 


the previous year’s tax returns. In addition, audit rates lag a year in publication, meaning that taxpayers generally 


only know about audit coverage from two years ago. If taxpayers base their compliance decisions on the latest 


available information, then a two-year lag seems appropriate. This is the approach taken in this study. Over the study 


period, the audit ratet-2 displays a negative correlation with the wage gap (r = -0.335). A negative sign is expected 


for the regression coefficient. 


Top Decile Wage Share: The inequality measure used for this study is the top decile wage share (pre-tax) from the 


study by Piketty and Saez (2001). Their measure is based on tax return data reported by U.S. taxpayers. The Pearson 


                                                                 
13 This does not imply that computerized matching of information documents is not an effective enforcement tool. However, the ability of the IRS 
to fully exploit automated technology must be placed in context with the availability of human resources to work specific cases.  
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correlation coefficient between this variable and the modified wage gap is 0.493. A positive sign is expected on the 


regression coefficient for the inequality measure. 


There is no single explanation for the rise in U.S. wage inequality over the past two decades, although Burtless 


(1999) attributes much of this increase to changing household composition such as the shift from two-parent to 


single-parent families and a higher correlation of husband and wife earnings. Piketty and Saez (2001) suggest 


changing social norms regarding the acceptability of very high pay could explain most of the remaining increase in 


the share of wage and salary income going to the top ten percent of earners. 


Unemployment Rate: Finally, the unemployment rate is included as a predictor variable to account for variation in 


the modified wage gap not due to evasion. Although the modified wage gap is adjusted to account for the unreported 


income of legitimate nonfilers, the lack of annual data on nonfilers suggests the modified wage gap may not be 


sensitive to year-to-year changes in employment levels. Adding the unemployment rate as an independent variable 


allows us to pick up this source of variation. 


The modified wage gap is negatively correlated with the unemployment rate (r = -0.446). Thus, the evasion rate 


appears to rise when the unemployment rate is falling. This likely occurs as more low-income earners enter the 


workforce when the economy improves. Many of these employees are temporary, part-time, or seasonal workers 


who hold jobs created to meet the surge in demand. Others are full-time workers hired at entry-level positions. Since 


many of those who hold these jobs earn less the minimum amount needed to file a tax return, their appearance in the 


labor market likely pulls the wage gap upward. For this reason, a negative sign is anticipated for unemployment rate.  


 
Estimated Model 


 
The estimated regression model is:  


ttttttt URPTAXRATEMEDWAGEAUDITWG εββββββ ++++++= − 5432210 90]4[  


 
The dependent variable is the modified wage gap (WGt). The predictor variables are the audit rate with a two-year 


lag (AUDITt-2), inflation-adjusted median wage and salary income in thousands of year 2000 dollars (MEDWAGEt), 


the average marginal tax rate (TAXRATEt), top decile wage share (P90t) and the unemployment rate (URt). Because 


the dependent variable is the relative modified wage gap, this model provides only a partial view of the hypothesized 


role of inequality on evasion. Specifically, since the wage gap is based almost exclusively on matchable income 


(with some exceptions, such as tip income), the top decile wage share only accounts for variation in the dependent 


variable due to changing opportunity costs of compliance. 
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ESTIMATION RESULTS 
 


Equation 4 was estimated using the maximum likelihood method with correction for first-order and second-


order serial correlation. The regression output is shown in Table 5. The variables URt and P90t have the expected 


signs and are statistically significant with a probability of 0.1 or less. All other variables have the exp ected signs but 


are not statistically significant. The Durbin-Watson statistic indicates the estimated model has been corrected for the 


presence of serial autocorrelation.  


Based on the estimated coefficients, a decline of one point in the top decile wage share would reduce the wage 


gap by 0.16 percentage points. This finding suggests that reducing the level of income inequality may lower tax 


evasion by reducing both the opportunity and motive to evade. However, proposals aimed at reducing inequality that 


are seen as coercive may be resisted politically as compared to measures emphasizing voluntary participation. 


Instead, political leaders, as they have at least since the time of Solon, may opt to deal with unpopular measures like 


income redistribution only after the emergence of a crisis that has left no alternative course of action.14 


 


Explanatory Variables Coefficient t Ratio Approx. Prob.
Intercept 1.335 0.58 0.564
URt -0.075 -1.77 0.084
TAXRATEt -0.033 -1.55 0.128
P90t 0.156 1.97 0.055
AUDIT t-2 -0.051 -0.49 0.625
MEDWAGEt -0.076 -1.47 0.148


?
1 0.379 2.91 0.006


?
2 0.528 3.90 0.000


Adjusted R-Square 0.862
Durbin-Watson 1.84
N 52


ESTIMATION RESULTS
TABLE 5


 


 
Figure 3 displays a plot of the actual versus predicted wage gap using the estimated regression coefficients. 


                                                                 
14 Durant and Durant (1968) give the following account, originally from Plutarch, of the Greek tyrant Solon who was elected supreme archon of 
Athens in 594 B.C. during a time when the disparity in wealth between the rich and poor had reached a crisis level.  “Solon…a businessman of 
aristocratic lineage…devalued the currency, reduced all personal debt, ended imprisonment for debt, forgave some taxes and mortgage interest, 
established a progressive income tax that taxed the rich at a rate 12 times the poor, and paid education expenses for the sons of those who died 
defending Athens in time of war. The rich protested that his measures were outright confiscation; the radicals complained that he had not gone far 
enough in redistributing the land; but within a generation almost all agreed that his reforms had saved Athens from revolution." 
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FIGURE 3
PLOT OF ACTUAL AND PREDICTED WAGE GAP: 1947-2000
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SUMMARY AND IMPLICATIONS FOR TAX ADMINISTRATION 
 


“Thus it is manifest that the best political community is formed by citizens of the middle class, and that those 
states are likely to be well-administered in which the middle class is large…for when there is no middle class 
troubles arise, and the state soon comes to an end.” −Aristotle, Politics 


 
 Previous research on the relationship between income inequality and taxation has focused primarily on how 


changes in tax system progressivity may have contributed to the documented trend of rising U.S. inequality. This 


paper has argued instead that the arrow of causality may be in the reverse direction; that widening pre-tax income 


inequality contributes to the propensity to evade by lowering the probability of detection and increasing compliance 


opportunity costs . The former effect occurs as widening inequality reduces the share of employment-based (i.e., 


matchable) income and increases the share of investment-based (i.e., non-matchable) income. Compliance 


opportunity costs result from the growing numbers of former middle-class taxpayers who experience financial strain 


as well as, perhaps; wealthy taxpayers who perceive a growing gap in exchange equity between their rising tax 


burdens and public sector benefits . This paper describes a test of the compliance opportunity cost hypothesis of 


income tax evasion. 


Empirical results show a statistically significant relationship between a measure of pre-tax income inequality 


(top decile wage share) and U.S. wage and salary reporting noncompliance for the period 1947 to 2000. This finding 


suggests that a continuation of the global trend of widening economic disparity (Smeeding, 2002) will make the job 


of tax enforcement a more challenging one in the years to come. Tax administrators should seek ways to increase the 


visibility of transactions by extending third party reporting of income where possible. Taxpayer audits should be 
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directed primarily at income sources not covered by third-party reporting, such as business and investment income. 


Enhanced customer service and a simplified tax code should make it easier for many taxpayers to comply.  


On the other hand, tax compliance programs that negatively impact taxpayers’ financial status may have the 


unintended consequence of increasing, rather than reducing, evasion. For example, if the adoption of a single flat 


rate tax system shifts more of the total tax burden onto low-income households, evasion by this group of taxpayers 


may increase. Alternatively, relying on the wealthy to pay for an ever-increasing share of public goods and services 


may bring about a situation where “Atlas shrugs” − the phrase Slemrod (2000) uses to characterize high income 


earners’ possible response to higher tax rates. If the finding reported here is  an indication, then further polarization 


of the nation’s income distribution could act to undermine current and future tax enforcement efforts. 


 
Acknowledgments 


The author expresses thanks to Dr. Chih-Chin Ho for his assistance in deriving the modified wage gap and 


comments from two anonymous reviewers on an earlier version of this paper. The views expressed here are those of 


the author and should not be interpreted as those of the U.S. Internal Revenue Service.







 


 21 


REFERENCES 


Allingham, Michael G., and Agnar Sandmo. 
“Income Tax Evasion: A Theoretical Analysis.” Journal of Public Economics 1 (November, 1972): 323-38. 
 
Alm, James, Roy Bahl, and Matthew N. Murray. 
“Tax Structure and Tax Compliance.” The Review of Economics and Statistics 72 No. 4 (November, 1990): 
603-613. 
 
Andreoni, James. 
“IRS as Loan Shark: Tax Compliance with Borrowing Constraints” Journal of Public Economics 49 No. 1 
(October 1992): 35-46. 
 
Andreoni, James, Brian Erard and Jonathan Feinstein. 
“Tax Compliance,” Journal of Economic Literature 36 (June 1998): 818-860. 
 
Bishop, John A., Victor Chow, John P. Formby and Chih-Chin Ho. 
“The Redistributive Effects of Noncompliance and Tax Evasion in the U.S.” In Taxation, Poverty and Income 
Distribution, edited by John Creedy. Aldershot, England: Edward Elgar Publishing Company, 1994. 
 
Bloomquist, Kim M. 
“U.S. Income Inequality and Tax Evasion: A Synthesis,” Tax Notes International 31 No. 4 (July 28) 2003a:347-367. 


 
Bloomquist, Kim M. 
“Trends as Changes in Variance: The Case of Tax Noncompliance,” Paper presented at the IRS Research 
Conference, June 2003b. Online copy available at http://www.irs.gov/pub/irs-soi/bloomquist.pdf. 
 
Campbell, David and Michael Parisi. 
“Individual Income Tax Returns, 2000”, SOI Bulletin, (Fall 2002): 7-44. 
 
Carroll, John S. 
“A Cognitive-Process Analysis of Taxpayer Compliance.” In Taxpayer Compliance, Vol. 2: Social Science 
Perspectives, edited by Jeffrey A. Roth, John T. Scholz, and Ann Dryden Witte. Philadelphia: University of 
Pennsylvania Press, 1989. 
 
Chang, Otto H., and Joseph J. Schultz. 
“The Income Tax Withholding Phenomenon: Evidence From TCMP Data,” The Journal of the American 
Taxation Association 12 No. 1 (Fall 1990): 88-93. 
 
Christian, Charles W. 
“Voluntary Compliance With The Individual Income Tax: Results From the 1988 TCMP Study,” The IRS 
Research Bulletin, IRS Publication 1500 (Rev.9-94), (1993/1994): 35-42. 
 
Citrin, Jack. 
“Do People Want Something for Nothing: Public Opinion on Taxes and Government Spending,” National Tax 
Journal 32 No. 2 (Supplement 1979): 113-129. 
 
Clotfelter, Charles T. 
“Tax Evasion and Tax Rates: An Analysis of Individual Returns,” The Review of Economics and Statistics 65 
No. 3 (August 1983): 363-373. 
 
Cox, Dennis. 
“Raising Revenue in the Underground Economy,” National Tax Journal 37 No. 3 (1984):283-288. 
 
Crane, Steven E. and Nourzad, Farrokh. 
“Inflation and Tax Evasion: An Empirical Analysis,” The Review of Economics and Statistics 68 No. 2 (May 
1986): 217-223. 
 
 







 


 22 


Dubin, Jeffrey A., Graetz, Michael J. and Wilde, Louis L. 
“The Effect of Audit Rates on the Federal Individual Income Tax, 1977-1986”, National Tax Journal 43 No. 4 
(1990): 395-409. 
 
Durant, Will and Ariel Durant. 
The Lessons of History, NewYork, New York, Simon and Schuster, 1968. 
 
Elffers, Henk. 
Income Tax Evasion: Theory and Measurement, Erasmus University Rotterdam, Kluwer, 1991. 
 
Engel, Eduardo M.R.A., and James R. Hines Jr. 
Understanding Tax Evasion Dynamics, Publication No. 98-22, Office of Tax Policy Research, University of 
Michigan, 1998. 
 
Erard, Brian, and Chih-Chin Ho. 
“Searching for Ghosts: Who Are the Nonfilers and How Much Tax Do They Owe?” Journal of Public 
Economics 81 (2001): 25-50. 
 
Ehrlich, I. 
“Participation in Illegitimate Activities: A Theoretical and Empirical Investigation,” Journal of Political 
Economy  81 No. 3 (1973): 521-565. 
 
Falkinger, Josef. 
“Tax Evasion and Equity: A Theoretical Analysis,” Public Finance/Finances Publiques 3 (1988): 388-395. 
 
Fajnzylber, Pablo, Daniel Lederman, and Norman Loayza. 
“What causes violent crime?” European Economic Review, 46, No. 7 (2002): 1323-1357. 
 
Feinstein, Jonathan S. 
“An Econometric Analysis of Income Tax Evasion and Its Detection,” Rand Journal of Economics 22 No. 1 
(1991): 14-35. 
 
Fratanduono, Richard J. 
“Trends in Voluntary Compliance of Taxpayers Filing Individual Tax Returns,” Trend Analysis and Related 
Statistics, IRS Document 6011 (Rev. 3-86), (1986): 15-26. 
 
Graetz, Michael J. 
The U.S. Income Tax: What It Is, How It Got That Way, and Where We Go from Here. New York, W.W. Norton, 
1999. 
 
Internal Revenue Service. 
Federal Tax Compliance Research: Individual Income Tax Gap Estimates for 1985, 1988, and 1992, IRS 
Publication 1415 (Rev. 4-96), Washington, D.C., 1996. 
 
Internal Revenue Service. 
Statistics of Income Bulletin, Spring 2001, Washington, D.C.  2001. 
 
Kahneman, Daniel, and Amos Tversky. 
“Prospect Theory: An Analysis of Decision Under Risk,” Econometrica 47 No. 2 (1979): 263-291. 
 
Klepper, Steven, and Daniel Nagin. 
“The Criminal Deterrence Literature: Implications for Research on Taxpayer Compliance” In Taxpayer 
Compliance, Vol. 2: Social Science Perspectives, Jeffrey A. Roth, John T. Scholz, and Ann D. Witte (eds.), 
Philadelphia: University of Pennsylvania Press, 1989. 
 
Lewis, Alan. 
“An Empirical Assessment of Tax Mentality,” Public Finance/Finances Publiques 34 No. 2 (1979): 245-257. 
 
 







 


 23 


Lewis, Alan. 
The Psychology of Taxation, Oxford: Martin Robertson, 1982. 
 
Long, Susan, and Judyth Swingen. 
“Third Party Information Reporting and Compliance.” In Research Conference Report, How Do We Affect 
Taxpayer Behavior?, Internal Revenue Service Document 7302 (3-91), Washington, D.C., 1990. 
 
Park, Thae S. 
“Comparison of BEA Estimates of Personal Income and IRS Estimates of Adjusted Gross Income,” Survey of 
Current Business (November 2002): 13-20. 
 
Parker, Robert, P. 
“Improved Adjustments for Misreporting of Tax Return Information Used to Estimate the National Income and 
Product Accounts, 1977,” Survey of Current Business (June 1984): 17-25. 
 
Piketty, Thomas and Emmanuel Saez. 
“Income Inequality in the United Sates, 1913-1998,” NBER Working Paper 8467, National Bureau of 
Economic Research, 2001. Data updated through 2000 downloadable from NBER web site 
(http://www.nber.org/data-appendix/w8467). 
 
Plumley, Alan H. 
The Determinants of Individual Income Tax Compliance: Estimating The Impacts of Tax Policy, Enforcement, 
and IRS Responsiveness, Internal Revenue Service, Publication 1916 (Rev. 11-96), Washington, D.C., 1996. 
 
Pommerehne, Werner W., Albert Hart, and Bruno S. Frey. 
“Tax Morale, Tax Evasion and the Choice of Policy Instruments in Different Political Systems,” Public 
Finance/Finances Publiques 49 (Supplement): 52-69. 
   
Rhoades, Shelley C. 
“The Impact of Multiple Component Reporting on Tax Compliance and Audit Strategies,” The Accounting 
Review 74 No. 1 (1999): 63-85. 
 
Rice, Eric M. 
“The Corporate Tax Gap: Evidence on Tax Compliance by Small Corporations.” In Why People Pay Taxes: Tax 
Compliance and Enforcement, edited by Joel Slemrod. Ann Arbor: University of Michigan Press, 1992. 
 
Roth, Jeffrey A., John T. Scholz, and Ann D. Witte (eds.) 
Taxpayer Compliance, Vol. 1: An Agenda for Research, Philadelphia, University of Pennsylvania Press, 1989. 
 
Ryscavage, Paul. 
“A Surge in Growing Income Inequality?”, Monthly Labor Review (August 1995): 51-61. 
 
Scholz, John T, and Mark Lubell. 
“Adaptive political attitudes: Duty, Trust, and Fear as Monitors of Tax Policy”, American Journal of Political 
Science 42 No. 3 (July 1998): 903-920. 
 
Slemrod, Joel, (ed.) 
Tax Progressivity and Income Inequality, Cambridge, Cambridge University Press, 1996. 
 
Slemrod, Joel, (ed.) 
Does Atlas Shrug? The Economic Consequences of Taxing the Rich, Cambridge, Harvard University Press, 2000. 
 
Slemrod, Joel and Jon Bakija. 
“Does Growing Inequality Reduce Tax Progressivity? Should it?,” Publication No. 99-3, Office of Tax Policy 
Research, University of Michigan, 1999. 
 
 
 
 







 


 24 


Smeeding, Timothy M. 
“Globalization, Inequality and the Rich Countries of the G-20: Evidence from the Luxembourg Income Study 
(LIS),” Paper presented at the G-20 Meeting, Globalization, Living Standards and Inequality: Recent Progress and 
Continuing Challenges, Sydney Australia, May 26-29, 2002. 
 
Warneryd, K., and B. Walerud. 
“Taxes and Economic Behavior: Some Interview Data on Tax Evasion in Sweden,” Journal of Economic 
Psychology 2, (1982): 187-211. 
 
Witte, A. D., and D.F. Woodbury. 
“The Effect of Tax Laws and Tax Administration on Tax Compliance: The Case of the U.S. Individual Income 
Tax,” National Tax Journal 38 No. 1 (1985): 1-14. 
 
Yitzaki, Shlomo. 
“A Note on Income Tax Evasion: A Theoretical Analysis”, Journal of Public Economics 3 No. 2 (1974): 201-202. 







 


 25 


APPENDIX15 
 


One can think of the BEA’s reported wage gap as being comprised of three components: 1) underreporting by 


filers, 2) unreported income by persons with a legal obligation to file and 3) unreported income by legitimate 


nonfilers (i.e., persons with income below the legal filing threshold). In the 1988 TCMP, filer underreporting was 


estimated at $19.9 billion. Data from a special survey of nonfilers conducted as part of the 1988 TCMP survey 


allows us to estimate second component of the wage gap. The third component we will estimate as a residual. 


To determine the amount of nonfiler wage and salary income in 1988 we rely on data reported in Erard and Ho 


(2001). Using audit data from 3,549 secured delinquent returns of nonfilers, the authors estimate that an additional 


7.9 million individual tax returns should have been filed in 1988. The mean total income (before adjustments and 


credits) on these returns was $12,448 ($1988). Wages and salaries accounted for 69.9 percent of total nonfiler 


income. Of the 7.9 million estimated nonfilers, only 41 percent had some taxes withheld (less than one half the 87 


percent withholding rate for filers). Using this information, we estimate nonfiler unreported wage and salary income 


in 1988 as: 7.9 million nonfilers * $12,448 * 0.699 * 0.59 = $40.6 billion 


The $40.6 billion figure does not include the wages of nonfilers with an obligation to file and some withholding. 


However, given the considerable uncertainties involved in deriving the various IRS and BEA “gap” measures, a 


more conservative estimate seems appropriate. We now derive a modified wage gap for 1988 as the sum of 


underreported wage and salary income for filers ($19.9 billion) and nonfilers ($40.6 billion), for a total of $60.5 


billion. This amount represents 75.6 percent of the 1988 reported wage gap of $80.0 billion. Therefore, we estimate 


legitimate nonfilers accounted for $19.5 billion, or 24.4 percent, of the reported wage gap in 1988. 


Since we only have nonfiler data for one year, we cannot repeat this procedure for the remaining 53 years of 


data in our time-series. However, we can adjust the reported wage gap for other years using the 1988 modified wage 


gap to reported wage gap ratio of 0.756. The results are shown in columns C and D of Table A-1. Table A-1 also 


compares historical TCMP estimates of filer underreporting (column F of Table A-1) to corresponding data 


estimated using the modified wage gap (column G). The entries in column G are calculated for TCMP years by 


multiplying the modified wage gap by the ratio of 1988 filer underreporting divided by the 1988 modified wage gap 


($19.9 billion / $60.5 billion = 0.329). The mean absolute percentage error, or MAPE, for all eight years is 20.0 


percent and drops to 11.8 percent when the values for 1969 and 1988 are excluded. 


                                                                 
15 This appendix is from Bloomquist (2003a) with data added in Table A-1for TY 2000. 







 


 26 


TABLE A-1 
DERIVATION OF MODIFIED WAGE GAP AND COMPARISON WITH TCMP DATA 
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A Comparison of Income Concepts:  IRS Statistics of 
Income, Census Current Population Survey, and BLS 


Consumer Expenditure Survey
Eric L. Henry and Charles D. Day, Internal Revenue Service


Several Federal Government agencies produce 
statistics on individual and household income. 
Because of the differing purposes to which their 


data will be put, agencies use different definitions for 
income (income concepts), as well as different reporting 
units, sample designs, collection modes, and process-
ing rules. Data users are faced with an array of choices, 
often without much help to sort out which data series 
best meets their needs or much guidance to reconcile 
results based on different sources of data. 


In order to help users, a number of papers have 
been written comparing the Census Bureau’s Current 
Population Survey (CPS) Money Income and Survey of 
Income and Program Participation concepts, the Bureau 
of Labor Statistics (BLS) Consumer Expenditure Survey 
(CE) concept, and the Bureau of Economic Analysis 
Personal Income concept [1-3]. This paper extends that 
body of work by first describing the Adjusted Gross 
Income (AGI) concept, which is used most frequently 
to define individual income by the Internal Revenue 
Service (IRS) Statistics of Income (SOI) Division. 
That description is followed by an explanation of the 
most important differences between the AGI concept 
and the definitions of income used in BLS’s Consumer 
Expenditure Survey and the Census Bureau’s Current 
Population Survey. Note that this is a discussion of 
income concepts only; no attempt is made in this paper 
to discuss other causes of differences between estimates 
of income.


The Census Bureau conducts the CPS for BLS. It 
states that the data are “the primary source of information 
on the labor force characteristics of the U.S. popula-
tion. CPS data are [intended for use] by Government 
policymakers and legislators as important indicators of 
our nation’s economic situation, and for planning and 
evaluating many Government programs. They are also 
used by the press, students, academics, and the general 
public. … Supplemental questions on … income … 
are often added to the questionnaire.” The CPS ques-


tionnaire is administered at the household level, with 
information being collected for each person living in the 
household over age 15 [4].


BLS conducts the CE. It is the “basic source of data 
for revising the items and weights in the market basket 
of consumer purchases to be priced for the Consumer 
Price Index.” It consists of two components, a quarterly 
interview survey and a weekly diary survey. The CE 
targets the entire noninstitutionalized population of the 
United States [5]. 


SOI Individual taxpayer data are an administrative 
data set. The data are collected from a sample of Forms 
1040  filed by individual taxpayers [6]. The target popula-
tion is all individuals required to file a tax return. 


The AGI concept is appropriate to administration of 
the tax laws and thus varies quite a bit from the CPS and 
CE concepts. In order to make a discussion of those dif-
ferences tractable and useful to readers, the authors have 
chosen to discuss those differences of greatest practical 
significance in comparing the data series, knowing that 
this will leave out many minor differences.


 The Adjusted Gross Income Concept


This section describes the AGI concept used by 
IRS’s SOI Division. This description includes highlights 
of changes to the concept over the last 16 years.  AGI is 
the difference between Total Income and Adjustments to 
Income. A deficit (negative AGI) occurs if Adjustments 
to Income exceed Total Income.


Total Income includes the following:


Wages, salaries, and tips include compensation for 
services, including wages, salaries, fees, commissions, 
tips, taxable fringe benefits, and similar items. AGI does 
not include money designated for a health flexible spend-
ing or health reimbursement arrangement. Similarly, 
elective contributions and employer matching amounts 
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for retirement plans, such as 401(k)’s, tax-sheltered 
annuities, and the Federal Thrift Savings Plan, are not 
included in salaries and wages for tax purposes. Also 
excluded from AGI are most forms of armed forces pay 
earned while in a combat zone or in a hospital recovering 
from illness or injury suffered in a combat zone. Note 
that there is a limited exclusion of qualified foreign-
earned income.


Taxable interest consists of interest from bonds, 
savings accounts and certificates of deposit, interest ac-
crued on unpaid amounts due to the taxpayer, and interest 
on privately held mortgages. Tax-exempt interest, from 
sources such as tax-free municipal bonds, IRA’s, and 
401(k) accounts, is excluded from AGI.


Dividends and capital gain distributions do not 
include the one-time exclusion of part or all of the gain 
from the sale of principal residence by an individual 55 
years of age or older. The words “one-time exclusion of” 
were deleted in Tax Years 1990 and 1991, brought back 
in 1992 to 1996, and then incorporated into the current 
wording, “Exclusion of part or all of the gain from the 
sale of principal residence up to $250,000 ($500,000 on 
joint returns),” in Tax Year 1997 to the present time.


Refunds of State and local income taxes claimed as 
itemized deductions in previous years were first included 
in Tax Year 1990.


Alimony and separate maintenance payments are 
part of AGI, but child support payments (as IRS defines 
them) are not.


Net income derived from a business, profession, 
or farm helps make up AGI. Note that the business must 
be a “for profit” enterprise. Generation of revenue from 
a hobby does not qualify an individual to claim all of his 
or her expenses associated with that hobby.


Net gain from the sale of capital assets or of busi-
ness property is included in AGI. 


Annuities, pensions, individual retirement arrange-
ment (IRA) distributions, and Tier II railroad retire-
ment, reduced by their cost basis, are part of AGI [7]. 


 Rents and royalties, along with net income from 
estates and trusts, help make up AGI.


Partnerships and subchapter S corporations are 
not taxable entities; therefore, income from these sources 
is distributed to the partners or owners and is included 
in individual AGI.


Unemployment compensation is part of AGI, al-
though compensation paid by a union is reduced by the 
amount of any dues paid.


Taxable amounts of Social Security contribute to 
AGI. Since the inception of Social Security, railroad em-
ployees have had a separate, similar retirement system. 
Taxable Tier 1 railroad retirement payments were 
added in Tax Year 1990.


Taxable distributions from a Coverdell education 
savings account were added to AGI in Tax Year 2000.


Among the items of income included in AGI under 
“Other Income” are prizes, awards, and gambling 
winnings, jury duty fees (started in Tax Year 2000), 
amounts received that were claimed as a deduction 
or credit in a prior year, bartering income, Alaska 
permanent fund dividends (started in Tax Year 2000), 
and qualified State tuition program earnings (started 
in Tax Year 2000).


Statutory adjustments (lines 23 through 32, Form 
1040 for Tax Year 2003) are amounts that are subtracted 
from Total Income to arrive at AGI (line 34, Form 1040 
for Tax Year 2003). These include the following: 


Reimbursed employee business expenses that 
were included in reported income (deleted for Tax 
Year 1990) are used to reduce Total Income.


With some limitations, elementary and secondary 
educators could deduct up to $250 in Educator expenses 
(starting in Tax Year 2002) from Total Income for items 
purchased out-of-pocket for classroom use.


Contributions to self-employed retirement plans 
(Keogh or simplified employee pension) and certain 
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contributions to IRA’s can be deducted when comput-
ing AGI.


Up to $2,500 in Student loan interest (started in Tax 
Year 1998), paid on loans used for tuition, transporta-
tion, room and board, books, supplies, and equipment, 
can be used to reduce AGI by taxpayers with modified 
AGI under limits based on filing status.


Up to $4,000 in Tuition and fees (started in Tax Year 
2002) may be deducted in calculating AGI. 


Archer medical savings accounts (started in Tax Year 
1997, “Archer” added in TY 2002) are used by employees 
of small businesses and self-employed persons covered by 
a high-deductible health plan to save money for paying 
medical expenses. Contributions to such a plan can be 
used to reduce AGI.


Moving expenses (started in Tax Year 1994) as-
sociated with a move that is closely related to work 
and covers enough distance may be deducted in cal-
culating AGI.


One-half of self-employment tax (started in Tax 
Year 1990) can be used to reduce AGI.


Self-employed health insurance expenses may be 
deducted in computing AGI.


Forfeited interest and penalties incurred by per-
sons who made premature withdrawals of funds from 
time savings accounts can be used to reduce income in 
computing AGI.


Alimony payments are deductible for AGI compu-
tation purposes. Note that alimony received is considered 
income.


Forestation or reforestation expenses of up to 
$10,000 can be used by owners of qualified timber 
property to reduce AGI.


The foreign housing exclusion is available to reduce 
AGI for those living abroad whose housing expenses are 
paid out of amounts provided by their employers.


Repayments of supplemental unemployment 
compensation from an employer-paid-for fund may be 
deducted when calculating AGI.


Certain expenses of qualified performing artists, in 
particular those working for more than one employer and 
with AGI less than $16,000 before expenses are deducted, 
may reduce their AGI by the amount of those expenses, 
provided they are more than 10 percent of AGI.


Amount of jury duty pay reported on line 21, 
Form 1040, that was repaid to employers (started in 
Tax Year 1991).


The Deduction for clean-fuel vehicles (started 
in Tax Year 1999) allows the taxpayer to deduct up to 
$2,000 of the cost of a designated clean-fuel vehicle 
from AGI.


Employee business expenses of fee-basis State or 
local government officials (started in Tax Year 1999).


SOI uses AGI as its most common measure of 
income as can be seen in its publications. Many of the 
components broken out by SOI are then further analyzed 
by also breaking them out by various sizes of AGI. This 
is done to compare tax returns to different AGI classes 
so that economists can easily see counts and money 
amounts and break out components of the tax return.


 Comparison of Adjusted Gross Income 
 and the Consumer Expenditure Survey 
 Income Concept


A description of the Consumer Expenditure Survey 
reads, “Income is the combined income of all consumer 
unit members (14 years of age or over) during the 12 
months preceding the interview.”  The income concept 
includes the following: 


Wages and salaries include total money earnings 
for all consumer unit members (14 years of age and 
over) from all jobs, including civilian wages and sala-
ries; armed forces pay and allowances; piece-rate pay-
ments; commissions; tips; National Guard or Reserve 
pay (received for training periods); and cash bonuses 
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before deductions for taxes, pensions, and union dues. 
This corresponds to Wages, Salaries, and Tips on  Form 
1040. Portions of income that are nontaxable are the 
main source of differences between the CE and AGI 
concepts. AGI does not include money designated for 
a health flexible spending or health reimbursement ar-
rangement. Also excluded from AGI are most forms of 
armed forces pay earned while in a combat zone or in a 
hospital recovering from illness or injury suffered in a 
combat zone. Note that identifiable amounts as classified 
under the definition of Salaries and Wages, which may 
have been reported by taxpayers as “other income,” are 
treated as salaries and wages for the statistics where 
possible. 


Self-employment income includes net business and 
farm income, which consists of net income (gross re-
ceipts minus operating expenses) from a profession or 
unincorporated business or from the operation of a farm 
by an owner, tenant, or sharecropper. If the business 
or farm is a partnership, only an appropriate share of 
net income is recorded. Losses are also recorded. This 
corresponds with net income derived from a business, 
profession, or farm on the 1040. Rental income taken as 
crop shares is counted as rental income (line17) in AGI, 
not farm income (line 18). 


Social Security, private, and Government re-
tirement includes the following: (1) payments by the 
Federal Government made under retirement, survivors’, 
and disability insurance programs to retired persons, 
dependents of deceased insured workers, or disabled 
workers and (2) private pensions or retirement benefits 
received by retired persons (or their survivors), either 
directly or through an insurance company. AGI includes 
only the taxable portion of Social Security benefits in 
its AGI computation. At least 15 percent of benefits are 
not taxable; if income is under $34,000 ($44,000 for a 
married couple filing jointly) and the taxpayer is not 
married filing separately and living with a spouse, at 
least 50 percent is not taxable. The CE concept includes 
income from “companies or unions, Federal Government 
(Civil Service), military, State or local governments, 
railroad retirement, annuities or paid-up insurance poli-
cies, individual retirement accounts (IRA’s), Keogh, or 
401(k) payments.” Note that Tier I railroad retirement 


is treated like Social Security for tax purposes. Also, 
if an employee paid part of the cost of a pension, then 
payments that represent the return of his or her cost are 
not included in income.


Interest, dividends, rental income, and other 
property income include interest income on savings 
or bonds; payments made by a corporation to its stock-
holders; periodic receipts from estates or trust funds; net 
income or loss from the rental of property, real estate, or 
farms; and net income or loss from roomers or board-
ers. AGI does not include interest on certain State and 
municipal bonds, as well as any tax-exempt interest 
dividends from a mutual fund or other regulated invest-
ment company. Dividends do not include nontaxable 
distributions of stock or stock rights, returns of capital, 
capital gains, or liquidation distributions. Taxpayers who 
paid penalties for the premature withdrawal of funds 
from time savings accounts or deposits could deduct 
those penalties as an adjustment to total income. Rental 
income taken as crop shares is counted as rental income 
in AGI, not farm income.


Unemployment and workers’ compensation and 
veterans’ benefits include income from unemployment 
compensation and workers’ compensation and veterans’ 
payments, including educational benefits but exclud-
ing military retirement, which is already included in 
Government retirement. A minor difference may arise 
from IRS’s reducing unemployment paid based on 
regular union dues by the amount of dues paid. Because 
workers’ compensation benefits paid “under a workers’ 
compensation act or a statute in the nature of a workers’ 
compensation act” are not taxable, they are not included 
in the AGI concept. Veterans’ benefit payments are not 
included in AGI, since they are not taxable. AGI excludes 
payments from workers’ compensation or from military 
or other uniformed services if the payee became entitled 
to the benefits or was a member before September 25, 
1975, or if the payment is due to a combat-related injury. 
Also, if the payment is from a private disability insurance 
policy for which the taxpayer paid him- or herself, then 
the payment is exempt from taxation. Further, railroad 
retirement disability is treated like Social Security dis-
ability for tax purposes.
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Public assistance, supplemental security income, 
and food stamps include public assistance or welfare, 
including money received from job training grants; 
supplemental security income paid by Federal, State, 
and local welfare agencies to low-income persons who 
are age 65 or over, blind, or disabled; and the value of 
food stamps obtained. Public assistance, supplemental 
security income, and food stamps are not included in the 
AGI concept because they are not taxable. 


Regular contributions for support include alimony 
and child support, as well as any regular contributions 
from persons outside the consumer unit. Child support, 
as defined by IRS, is not included in AGI. Regular 
payments that individuals receive from nonhousehold 
members are usually not taxable, and thus not included 
in AGI, although they may be treated as gifts and be 
taxable to the giver. 


Other income includes money income from care 
of foster children, cash scholarships, fellowships, or 
stipends not based on working and meals and rent as pay. 
AGI does not include assistance from friends or relatives. 
Scholarships and grants that do not represent payment 
for services, like teaching or research, and which are 
used for qualified educational expenses, like tuition and 
books (but not room and board), are not included as they 
are not taxable. Assistance received from employers can 
be excluded up to $5,250.


 Additional Notes


Capital gains are not included as income in the CE 
but are included in AGI. State Tax Refunds are not in-
cluded in the CE but are included in AGI if the taxes were 
deducted in the immediate prior year. Also, all lump sum 
payments like prizes, awards, and gambling winnings are 
not included in the CE but are included in AGI.


BLS uses income from the CE survey obtained 
from the interview process as its main component too. 
These data are then further analyzed by showing income 
and expenditures by quintiles of income before taxes. 
This is done to compare both income and expenditure 
components by varying income classes to more easily 
see trends in the data. 


 Comparison of Adjusted Gross Income  
 and the Current Population Survey 
 Income Concept


“Earnings” is a three-part concept in the CPS. 
The first part includes “wages, salary, armed forces 
pay, commissions, tips, piece-rate payments, and cash 
bonuses earned, before deductions are made for items 
such as taxes, bonds, pensions, and union dues.” This 
corresponds most closely to Wages, Salaries, and Tips 
on Form 1040. Portions of income that are nontaxable 
are the main source of differences between the CPS con-
cept and AGI. AGI does not include money designated 
for a health flexible spending or health reimbursement 
arrangement. Similarly, elective contributions and em-
ployer-matching amounts for retirement plans, such as 
401(k)’s, tax-sheltered annuities, and the Federal Thrift 
Savings Plan, are not included in salaries and wages for 
tax purposes. Also excluded from income for purposes 
of computing AGI are most forms of armed forces pay 
earned while in a combat zone or in a hospital recovering 
from illness or injury suffered in a combat zone.


Net income from farm or nonfarm self-employ-
ment makes up the other two categories of earnings on 
the CPS. The CPS concepts are quite close to the AGI 
concepts; in fact, the CPS accepts replies for these two 
categories based on the respondent’s tax return. In cases 
where the respondent does not consult his or her tax 
return or other official records, differences may arise 
from change in inventories not being accounted for 
by the CPS. Also, rental income taken as crop shares 
is counted as rental income for AGI computation, not 
farm income.


Unemployment compensation from private or 
Government sources, as well as strike benefits, are in-
cluded in both concepts. A small difference may arise 
from IRS’s reducing unemployment paid based on regu-
lar union dues by the amount of dues paid.


Workers’ compensation, defined as “payments 
people receive periodically from public or private in-
surance companies for injuries received at work,” is 
included in the CPS money income concept. Because 
workers’ compensation benefits paid “under a workers’ 
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compensation act or a statute in the nature of a workers’ 
compensation act” are not taxable, they are not included 
in the AGI concept.


Social Security pensions are a part of the CPS con-
cept, as well as Social Security survivors’ and disability 
insurance payments. IRS includes only the taxable portion 
of Social Security benefits in its AGI computation. At least 
15 percent of benefits are not taxable; if income is under 
$34,000 ($44,000 for a married couple filing jointly) and 
the taxpayer is not married filing separately and living 
with a spouse, at least 50 percent is not taxable.


Supplemental Security Income is included in the 
CPS concept but not in AGI because it is not taxable.


Public assistance or welfare payments are in-
cluded in the CPS concept but, again, not in AGI because 
they are not taxable.


Veterans’ payments, under the CPS concept, consist 
of payments “disabled members of the armed forces 
or survivors of deceased veterans receive periodically 
from the Department of Veterans Affairs for education 
and on-the-job training, and means-tested assistance to 
veterans.” These payments are not part of AGI since 
they are not taxable.


Survivor benefits include benefits from “private 
companies or unions, the Federal Government (Civil 
Service), the military, State or local governments, rail-
road retirement, workers’ compensation, Black Lung 
payments, estates and trusts, annuities or paid-up insur-
ance policies, and survivor payments.” Except for work-
ers’ compensation, most survivor benefits are included in 
AGI. There is an exclusion amount, similar to the Social 
Security exclusion amount, for railroad retirement sur-
vivor benefits. There is also an exclusion amount based 
on the cost of a private annuity. Also, survivor payments 
made to families of military personnel who died after 
September 10, 2001, and payments made to survivors 
of victims of the 9/11 attacks are nontaxable.


Non-Social Security disability benefits such as 
disability income from “workers’ compensation, com-
panies or unions, Federal Government (Civil Service), 
military, State or local governments, railroad retirement, 


accident or disability insurance, Black Lung payments, 
State temporary sickness, or other disability payments,” 
are included the CPS income concept. AGI excludes 
payments from workers’ compensation or from military 
or other uniformed services if the payee became entitled 
to the benefits or was a member before September 25, 
1975, or if the payment is due to a combat-related injury. 
Also, if the payment is from a private disability insurance 
policy for which the taxpayer paid him- or herself, then 
the payment is exempt from taxation. Further, railroad 
retirement disability is treated like Social Security dis-
ability for tax purposes.


Pension or retirement income is generally included 
in both concepts. The CPS concept includes income 
from “companies or unions, Federal Government (Civil 
Service), military, State or local governments, railroad 
retirement, annuities or paid-up insurance policies, in-
dividual retirement accounts (IRA’s), Keogh, or 401(k) 
payments.” Note that part of railroad retirement is 
treated like Social Security for tax purposes. Also, if an 
employee paid part of the cost of a pension, then pay-
ments that represent the return of his or her cost are not 
included in income.


Interest income under the CPS concept is made up 
of all interest income, including interest from “bonds, 
Treasury notes, IRA’s, certificates of deposit, and inter-
est-bearing savings and checking accounts.” Some of this 
income is included in AGI. Other nontaxable interest, 
from sources such as tax-free municipal bonds, IRA’s, 
and 401(k) accounts, is excluded from AGI.


Dividends received from stock and mutual fund 
shares are part of the CPS concept. AGI includes these 
amounts as well, although distributions of stock or op-
tions to buy stock (stock dividends or stock options) are 
usually not taxable, so long as the distribution is made 
in common stock and in the same way to all common 
stockholders.


Rents and royalties, net of expenses, and periodic 
payments from estates or trusts are included in both 
income concepts.


Educational assistance includes Pell grants, other 
Government assistance, and financial assistance received 
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from employers, friends, or relatives not residing in the 
student’s household are included in the CPS concept. 
AGI does not include assistance from friends or relatives. 
Scholarships and grants that do not represent payment 
for services, like teaching or research, and which are 
used for qualified educational expenses, like tuition and 
books (but not room and board), are not included as they 
are not taxable. Assistance received from employers can 
be excluded up to $5,250.


Alimony is included in both income concepts.  Alimony 
paid is used to reduce the income of the payer in AGI.


Child support makes up part of CPS income but, 
as defined by IRS, is not included in AGI.


Financial assistance from outside the household 
that consists of regular payments that individuals receive 
from nonhousehold members is usually not taxable, and 
thus not included in AGI, although it may be treated as 
a gift and be taxable to the giver. This category in the 
CPS does not include sporadic help or irregular gifts, 
such as a birthday or holiday present, or educational 
assistance listed above.


Other income includes all other payments people 
receive regularly, including foster care payments, mili-
tary family allotments, and income received from foreign 
pensions in the CPS concept. AGI includes many types of 
other income. For example, income from an activity the 
taxpayer might consider a “business” and might report 
a net loss for the CPS is included in AGI if the taxpayer 
did not expect to make a profit. For example, if someone 
owns two horses and gives a few riding lessons, he or she 
cannot then treat the upkeep of the horses as a business 
expense. Rather, the horses would be considered to be 
kept for personal use, and the income from the lessons 
would be reported as other income. Alaska permanent 
fund dividends are reported as other income. This item 
in AGI also includes some, although not all, foster care 
payments. Interestingly, the value of found property of 
which the taxpayer comes into undisputed possession 
is considered other income. Prizes, gambling winnings, 


illegal income, the value of property the taxpayer stole, 
and rewards all count as other income in AGI.


Capital gains are not included as part of income 
in the CPS money income concept (although there are 
several “alternative” concepts for income in CPS that 
attempt to capture capital gains and other forms of in-
come). AGI includes capital gains except for exclusions 
enumerated in the AGI definition section of this paper.


State tax refunds that were part of an itemized 
deduction for State income taxes in the prior year are 
included in AGI. CPS does not include these amounts.


 Comparison of Income Data


Figures A and B present income as measured by the 
three concepts, along with the capital gains component 
of AGI.  Figure A shows the trend in average income 
across the agencies. For AGI, this is average income per 
tax return, and capital gains have been averaged across 
all tax returns and not just those with capital gains. BLS 
average income is measured by consumer unit, while 
Census average income is per household.


Figure B shows the trend in total income across the 
agencies. Note that, while the definitions on income 
according to BLS have not changed, the method of col-
lecting income data changed in 2001 with the introduc-
tion of brackets. If a respondent reported the receipt of 
an income component, but refused to answer or did not 
know the amount, he or she was presented with brackets 
to select the range that the amount fell into. Prior to the 
introduction of brackets, these responses were left as 
invalid blanks.  This accounts for the increase in slope 
for CE average and total income in 2001 [5].


Also worth noting is the acceleration in the rate of 
increase in AGI starting in the middle 1990’s, and the 
downturn in AGI in 2001.  The shape of the trend line 
for capital gains included in these figures suggests that 
this behavior may be largely explained by the rapid rise 
in the value of equities over the last half of the 1990’s 
and the subsequent correction in those values in the early 
part of the current decade.
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Figure A.--Average Income Across Agencies
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Figure B.--Total Income Across Agencies
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SOI Develops Better Survey Questions 
Through Pretesting


Diane Milleville and Tara Wells, Internal Revenue Service


W ithin the Statistics of Income (SOI) Divi-
sion of the Internal Revenue Service (IRS) 
is a small section called Statistical Support, 


which consists mainly of mathematical statisticians who 
provide statistical consulting services to areas within 
the IRS and occasionally other branches of the Federal 
Government.  This group works on various projects, 
including sampling, quality and performance measure-
ment, surveys and questionnaires, focus groups, usabil-
ity studies, and Web site analysis.  Depending on the 
needs of the customer, Statistical Support may work on 
the design of the project, the analysis, or both.  Statis-
tical Support (SS) has several primary customers, but 
also takes on ad hoc projects from new customers, who 
usually learn about the group through word of mouth.


The Servicewide Policy, Directives, and Electronic 
Research (SPDER) Division of the IRS is responsible 
for all electronic research tools available to IRS em-
ployees.  SPDER currently has contracts with two main 
electronic research companies: LexisNexis and West-
law and provides direct access to both of these tools 
to any IRS employee who may benefi t from the infor-
mation provided.  With the current electronic research 
contracts expiring at the end of 2008, SPDER needed 
to determine a set of requirements in order to write a 
statement of work for the new contract that would be 
instituted in 2009.  


A statement of work is the fi rst step required when 
trying to establish a contract with an outside vendor and 
is used to fi nd potential companies that can provide the 
service(s) as described.  It is a document that defi nes 
the services and requirements to be delivered and/or 
the outcomes to be achieved through a contract with 
a vendor.  This document must include a well-detailed 
description of all necessary requirements.  


To ensure that all critical research requirements 
would be included in the statement of work, SPDER 
decided to survey a group of IRS researchers who use 
the tools frequently and are extremely competent navi-
gating through them.  However, with little experience 


in survey development, SPDER sought additional help 
for this task.  In the fall of 2006, in order to ensure that 
this survey was well-designed and would capture all 
of the necessary information needed to obtain specifi c, 
user-based requirements that would satisfy customer 
needs, SPDER contacted SS for assistance.  After an 
explanation of the project we agreed to help design the 
survey for SPDER.


 Electronic Research Tools, etc.


IRS employees have available a comprehensive 
suite of tax, legal, news, and business research ser-
vices under their current electronic research contract.  
As previously stated, the two main electronic research 
tools are LexisNexis and Westlaw.  Employees use 
LexisNexis to access a comprehensive assortment of 
primary and secondary tax research sources, while 
Westlaw provides employees with access to tax and 
legal sources, business, and news information. 


Specifi c IRS employees, known as research spe-
cialists, serve primarily as inhouse consultants to assist 
other IRS employees in the use of commercial research 
services.  These employees have received advanced 
training and are able to answer LexisNexis or Westlaw 
related questions, which made them the ideal respon-
dents for our survey. 


While we did not have any experience in using the 
electronic research tools, SPDER was able to provide 
a general overview of both LexisNexis and Westlaw.  
Prior to meeting with SS, SPDER developed a small set 
of questions for the survey. In addition to these, SS also 
created an introduction and a list of possible questions.  
The phrasing of these questions was fi netuned in order 
to have them as objective and easy to comprehend as 
possible. 


Besides some basic demographics, the questions in 
the survey covered specifi c details of the research tools, 
what aspects of each tool is important to users, if one 
research tool offers a specifi c option that they would 







- 2 -


MILLEVILLE AND WELLS  2007 SOI PAPER SERIES


like offered in another research tool, if the research spe-
cialists go elsewhere for info, and how many times they 
are contacted for help. 


In conjunction with our goal of creating a set of 
requirements for the next electronic research contract, 
we believed that the questionnaire responses would be 
able to verify whether one electronic research tool was 
preferred over the other or if each electronic research 
tool exhibited individual benefi ts of use. 


 Pretesting 


As SOI did not have any prior knowledge regard-
ing this survey topic, we decided to pretest our draft 
questionnaire in order to validate its accuracy in target-
ing the correct information. Pretesting, by defi nition, is 
showing a product to a sample of the target audience 
during its development to check whether it is convey-
ing the desired message, in the desired way, with the 
desired effect.  There are many methods of pretesting 
survey questions, such as cognitive interviews, expert 
reviews, focus groups, and observational interviews.


After researching different methods of pretesting, 
we believed that cognitive interviewing would be the 
most benefi cial method to use for our project.  Cog-
nitive interviewing consists of one-on-one interviews 
using a draft questionnaire in which respondents are 
asked questions about the survey questions.  These 
interviews, which are usually recorded, can identify 
problems in question comprehension, memory recall, 
selecting responses, interpreting reference periods, and 
reactions to sensitive questions.  During cognitive inter-
viewing, probing questions are asked, and respondents 
are encouraged to verbalize their thought processes as 
they answer.  In addition, these interviews can yield in-
formation about major problems in the survey design 
as various respondents repeatedly identify the same 
questions and concepts as sources of confusion.


 Preparation of Pretest


The goal of the pretest was to identify sources of 
potential nonsampling error, specifi cally measurement 
error and nonresponse error, and to identify areas of 
confusion due to wording of the introduction and ques-


tions or sequencing of questions.  To ensure that the 
pretest accomplished these goals, we spent time plan-
ning each part of the process.  


We decided to select eight research specialists as 
participants in the pretest; two would be interviewed as 
part of a practice run to ensure that our process worked 
properly.  


SPDER suggested using a communications appli-
cation called Centra for the pretesting.  This computer 
application is available to all IRS employees and can 
easily unite people from all over the nation.  It allows 
the meeting leader to share his or her screen with the 
participants regardless of their geographic location and 
control exactly what they see and when they see it.  
Centra also has a record function, which makes it easy 
to replay the session to capture more notes.


Once we determined the participants and method 
of data collection, we developed the materials for the 
pretest, which included a script that detailed each step 
of the one-on-one session, and a presentation fi le that 
included the survey introduction and questions, exactly 
as we wanted the participants to view them.


Once the pretesting materials were ready, we set up 
individual 1-hour appointments with the participants 
and reserved a private room to ensure the proper set-
ting for leading the pretests.


 Pretest Details


Half of the eight research specialists chosen to par-
ticipate in the pretest were designated to answer ques-
tions concerning LexisNexis while the other half were 
more knowledgeable in using Westlaw.  The pretest par-
ticipants were given a specifi c time to expect a phone 
call from SS to begin the pretest.  Once the respondent 
was contacted, introductions were made, and a brief 
synopsis of the project was provided to the respondent, 
as well as, a description of what was expected during 
the pretest.  Because we utilized Centra communica-
tions software, the participant regardless of location 
was able to view the actual slides from which SS was 
reading on his or her own computer screen.  This use 
of Centra also enabled SS to record the interviews, in 
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case we needed clarifi cation or further detail on the re-
spondents’ answers.  The approximate time spent on 
the pretest interview was 45 minutes; however, the 
pretest gradually became less time-consuming as the 
interviewers became more familiar with the script and 
the format of the survey.  Two members of SS took 
handwritten notes during each of the interviews, while 
a third member conducted the pretesting. 


 Probing


Interviewers often ask probing questions when 
conducting a pretest.  Probes are used to obtain infor-
mation concerning the survey content.  Probes can be 
preplanned surrounding specifi c content and worded in 
a specifi c way, but they can also be spontaneous, allow-
ing the interviewer to determine the exact cause of con-
fusion and how the confusion can be alleviated.  Both 
types of probes should be asked in such a way that the 
interviewer does not infl uence the participant.


While developing the script for our pretest, we 
identifi ed several words and phrases in the introduc-
tion and questions that we thought might be diffi cult 
to understand.  We made note to ask each participant 
what the word or phrase meant to them to see if they 
interpreted each as intended.


In the introduction, words and phrases such as “re-
quirements,” “confi dentiality statement,” and “state-
ment of work” stood out as potentially troublesome, 
while, in the survey questions themselves, “content” 
and “functionality” seemed too vague.  We made sure 
to probe about each of these words or phrases if any of 
these items was, in fact, diffi cult to interpret or if the 
participants were familiar with them and could under-
stand them in the correct context.  If participants indi-
cated that they did not understand the item, we would 
ask them for another word or phrase that would com-
municate the message we intended to convey.


Comments from these specifi c probes confi rmed 
that almost all of the items were too diffi cult or vague 
for our audience.  All participants understood “confi -
dentiality statement” and “requirements,” but the other 
highlighted items caused confusion.  Some participants 
had heard of a “statement of work” but did not have a 


full understanding of the term, while others had never 
heard of it.  Both “content” and “functionality” were 
deemed ambiguous, and participants interpreted these 
terms much differently than intended.  When probed, 
our participants made various suggestions for how 
to revise the wording to capture the desired informa-
tion.  This is illustrated in more detail in Evolution of 
a Question.


In addition to specifi c, preplanned probing, we also 
used spontaneous probing when a participant showed 
signs of struggling with the information provided.  To 
do this, we used generic questions, such as: What do you 
think this question means? Is this word clear to you? 
How would you reword this question so that it would be 
clearer?  We probed as soon as we recognized that the 
participant was having trouble understanding the ques-
tion, which allowed us to determine what caused the 
confusion while the initial reaction was still present.  


Through the use of probes, both preplanned and 
spontaneous, we identifi ed areas of the survey that 
were problematic and learned how to rephrase ques-
tions to make them easier to understand.  The informa-
tion gained through probing had a positive impact on 
the refi nement of the survey.


 Evolution of a Question


Throughout the project, the survey questions 
evolved, based on comments given by the pretest par-
ticipants.  While some of the question refi nement in-
volved merely tweaking the questions or response op-
tions, other survey questions were signifi cantly altered, 
which greatly benefi ted the survey.  The pretest results 
showed that the original questions did not capture the 
information we intended to obtain.  Below are two ex-
amples of how our survey questions evolved and why.


Question 1:


Original Question: Of the content and functionality 
provided in Westlaw/LexisNexis, which is most impor-
tant to you?


First Revision: What content provided in Westlaw/
LexisNexis is most important to you?







- 4 -


MILLEVILLE AND WELLS  2007 SOI PAPER SERIES


Second Revision: In your opinion, what is the most 
important feature provided by Westlaw/LexisNexis?


The original question addressed two aspects of the 
tools: content and functionality.  During the fi rst round 
of pretesting, it became clear that the word “functional-
ity” caused too much confusion and that participants 
did not understand how to answer the question.  They 
indicated that they correctly understood what we meant 
by “content,” which is why the fi rst revision still con-
tains the word.


During the second round of pretesting, we recog-
nized that “content” was still an issue.  Through prob-
ing the participants, we learned that the word “feature” 
was easier to understand, which is why we made that 
change.  Participants also suggested adding the phrase 
“in your opinion” to make it clear that the answer was 
related to the survey respondent’s own experience.


Question 2:


Original Question: For job-related research, do you 
sometimes fi nd it easier to perform an Internet search 
(e.g., Google), instead of using Westlaw or LexisNexis, 
to locate information?  If so, which search engine do 
you use and why?


First Revision: For job-related research, do you fi nd it 
easier to use an Internet search engine, instead of using 
Westlaw or LexisNexis, to locate information?


Second Revision: This question was eliminated from 
the survey, based on further information provided by 
pretest participants.


The fi rst group of pretest participants thought that 
the phrase “perform an Internet search” was not as clear 
as the phrase “use an Internet search engine.”  Both 
participants also felt that asking for the actual search 
engine would not provide any additional value to the 
survey.  We agreed with both of these observations and 
revised the question.


During the second round of pretesting, the par-
ticipants expressed concern with this question because 
they felt that almost all employees would need to use 


an Internet search engine to locate information.  They 
named several work-related databases which are out-
side of the IRS, but are used by IRS employees fre-
quently.  Another concern was that IRS employees use 
Westlaw and/or LexisNexis for one kind of research, 
but turn to the Internet for another kind of research.  
This type of Internet usage does not mean that the cur-
rent electronic research tools are not valuable; it just 
indicates that they do not cover all information needed.  
Based on the information gathered through the sec-
ond round of pretesting, we decided that this question 
would not gather the type of information that SPDER 
wanted to collect.  We decided to delete this question 
from the survey.


These two questions changed drastically thanks to 
the pretesting process.  Prior to pretesting the survey, 
both SS and SPDER thought that these questions were 
well-worded and would be understood by survey par-
ticipants; however, the results proved otherwise.  These 
and other results from our pretest greatly improved the 
quality of our survey.


 Pros and Cons of Pretesting 
in our Survey


In this project, pretesting proved to benefi t our sur-
vey question development and our understanding of 
the survey.  However, we also found that sometimes 
pretesting can have certain negative effects on the sur-
vey design.


On a positive note, our results from pretesting re-
vealed the differences in question comprehension and 
aided as a guide to how questions should be revised.  
Pretesting allowed for questions to be developed to en-
sure the quality of response and the data collected.  As 
the reviewers, we were given the ability to know the 
exact areas where the respondents had confusion in the 
survey.  This aspect of pretesting gave SS a sense of 
foresight that we otherwise would not have had.  An-
other benefi t of pretesting was that the survey could be 
altered again and again until the fi nal version was cre-
ated.  This process of continued editing, with the help of 
the research specialists, throughout the design phase re-
duces time needed to be spent on the survey during the 
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implementation phase.  When the time spent on revis-
ing is reduced, ultimately total cost is reduced, as well.


However, we also found that, sometimes, pretest-
ing had certain negative effects on survey question-
naire design.  For an individual who has full under-
standing of a statement or question, the probing could 
have encouraged overanalysis of questions, diction, 
and semantics.  As in any sample, we ran the risk of 
sampling error with our pretest sample of research spe-
cialists inaccurately representing the population.  Our 
pretest was performed using Centra instead of having 
the respondents face to face with the interviewer.  By 
having the pretest performed via telephone, we were 
not able to see the respondents’ visual cues and reac-
tions to the questions. 


Nevertheless, SS was able to benefi t from the expe-
rience of pretesting a survey.  Pretesting helped to give 
SS and SPDER a fi rm grasp on how to word questions 
in order to attain the most important requirements for 
the statement of work.  SS believes that the positive 
effects of pretesting our survey greatly outweigh the 
few negative aspects.  The generous amount of helpful 
feedback that aided us in the survey question develop-
ment would never have been gathered without the use 
of pretesting.


 Conclusion 


We believe all the information gathered during the 
pretesting process helped us design two quality surveys, 
one for Westlaw and a separate one for LexisNexis, that 
would garner the type of responses sought by SPDER. 


SPDER decided against our recommendation to 
use the two surveys that we developed and instead 
created a new survey that combined the two surveys 
into one.  Unfortunately, we are unable to analyze 
any results from the pretested LexisNexis and West-
law surveys and how they compared to the responses 
from the pretested surveys.  Some of the questions in 
the combined survey remained the same, while other 
questions were changed or deleted and new questions 
were added.  These new questions were not pretested.  
As consultants, we do not have control over the fi nal 
product.  We can provide our educated opinions and 
recommendations to our customers, but, ultimately, the 
fi nal decision lies in their hands. 


SS plans to experiment with other types of pretest-
ing and to continue to practice pretesting while using 
both types of probing.  In the future, we hope to in-
corporate pretesting as an integral part of SS’s survey 
question development. 
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 ACCUMULATION AND DISTRIBUTIONS OF RETIREMENT ASSETS, 1996-2000— 
RESULTS FROM A MATCHED FILE OF TAX RETURNS AND INFORMATION RETURNS 
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Deductions for contributions to Individual Retirement 
Arrangements (IRAs) appeared on Form 1040 for the 
first time for Tax Year 1975, and the 1975 version of the 
annual report Statistics of Income—Individual Income 
Tax Returns duly recorded the number of returns with 
an entry on that line—1.2 million—and the amount 
deducted—about $1.4 billion (Figure 1).  Twenty-five 
years and many tax law changes later, the 2000 
Individual Income Tax Returns report still tabulated the 
entries on this line, amounting to 3.5 million returns and 
$7.5 billion in deductible traditional IRA contributions.   


However important these statistics have been to the 
analysis of IRAs over the years, they have not told the 
full story.  For example, during Tax Year 2000, in 
addition to the $7.5 billion in tax-deductible 
contributions to traditional IRA plans, $2.5 billion in 
non-deductible contributions were also made to such 
plans (Figure 2).  Furthermore, other types of IRA 
received $26.3 billion in contributions.  However, much 
more importantly, $225.6 billion of assets were rolled 
over into IRAs from other qualified pension plans and 
tax-sheltered annuities.  These three statistics were 
taken from Form 5498 filed with the Internal Revenue 
Service by IRA trustees.1   Form 5498 also shows the 
total fair market value (FMV) of assets held in IRAs.  At 
the end of Tax Year 2000, the total value of IRA assets 
stood at $2.6 trillion. 


In the following paper, the authors use never-before-
released IRS data1 from Form 5498, along with 
household survey and other information, to highlight 
key demographic and financial characteristics of 
traditional IRA owners and their traditional IRA assets.  
Historical trends will be noted.  In addition, again using 


                     
1 All SOI data are based on a stratified weighted 
sample of individual income tax returns with matching 
information returns.  See Sailer, Weber, and Gurka 
(November 2002) for SOI data estimation 
methodology.  
 


the matched file of tax returns and Forms  W-2, some 
summary statistics on 401(k) plans are presented. 


Assets Held in IRAs 


Types of IRAs.  The predominant type of IRA is the 
traditional IRA, which was created with the Employee 
Retirement Income Security Act (ERISA) of 1974.  
Indeed, IRS SOI estimates indicate that about 92 percent 
of all IRA assets were held in traditional IRAs at year-
end 2000 (Figure 2).  Roth IRAs (created in the Taxpayer 
Relief Act of 1997) represented about 3 percent of all 
IRA assets, while employer-sponsored IRAs (SEP 
IRAs—created in the Revenue Act of 1978, SAR-SEP 
IRAs—created in the Tax Reform Act of 1986, and 
SIMPLE IRAs—created in the Small Business Job 
Protection Act of 1996) held about 6 percent of the total. 
 Education IRAs (created in the Taxpayer Relief Act of 
1997), which are now known as Coverdell Education 
Savings Accounts (ESAs), accounted for a negligible 
share of the total.2   


Types of Assets.  Figure 3, based in part on IRS 
statistics and in part on surveys by the Investment 
Company Institute (ICI), shows that at year-end 2002, 
IRA assets amounted to an estimated $2.3 trillion, 
compared with $637 billion at year-end 1990.  With more 
than half of IRA assets invested in equity securities, the 
effect of the stock market can also be seen in recent 
years.  Indeed, IRA assets reached nearly $2.7 trillion at 
year-end 1999 during the bull market in equities, then 
began declining.  IRA assets are invested in a variety of 
financial institutions.  At year-end 2002, about 46 
percent of all IRA assets were invested in mutual funds, 
another 34 percent were in non-mutual fund securities 
held through brokerage accounts, another 11 percent 
were held in bank and thrift deposits, and the remaining 
9 percent were held in annuities at life insurance 
companies.3   


                     
2 The estimate for education IRAs, or Coverdell 
ESAs, is underestimated in Figure 2, as non-filing 
dependents  are not included in the estimation.   
3 Figure 3 reports aggregate IRA assets, it does not 
indicate what individual IRA owners may be holding.  
An ICI survey of IRA owning households in mid-2003 







DEMOGRAPHIC COMPOSITION AND IRA 
BALANCES OF TRADITIONAL IRA OWNERS 


Data from Tax Returns and Information Returns   


Age Distribution, by Taxpayer.  The SOI data, which 
are based on a weighted sample of tax-return 
information,4 allow analysis of IRA owning taxpayers at 
year-end 1999 by age, marital status on the tax return, 
gender, and income. Traditional IRA owners are 
predominantly middle-aged.  Twenty percent of the 36.6 
million taxpayers with traditional IRAs in 1999 were 35 
to 44 years of age and another 25 percent were age 45 to 
54 (Figure 4).  About 14 percent of taxpayers owning 
IRAs in 1999 were age 70 or older, which places them in 
the age group that must take required minimum 
distributions from their accounts.   


Marital Status and Gender, by Taxpayer.  The majority 
of traditional IRA owning taxpayers are married filing 
joint returns, and half of traditional IRA owning 
taxpayers are male.  Among the 36.6 million traditional 
IRA owning taxpayers at year-end 1999, nearly three-
quarters were married (Figure 5).5  Half of traditional 
IRA owning taxpayers were married with both spouses 
holding traditional IRAs.  Single women accounted for 
16 percent of traditional IRA owning taxpayers and 
single men accounted for 10 percent.       


Traditional IRA Balances, by Age of Taxpayer.  There 
is a wide range of traditional IRA balances held by 
taxpayers around an average of $66,179 at year-end 
1999.6  Because older taxpayers have had more time to 
work and accumulate IRA assets, either from rollover at 
job change or from contributions over time, older 
taxpayers tend to have higher traditional IRA balances.  
The average traditional IRA balance held by taxpayers 
25 to 34 years old was $12,435 at year-end 1999, while 
the average balance peaks among taxpayers age 65 to 69 


                              
reports the incidence of the different types of 
financial assets held in IRAs (see Investment 
Company Institute (September 2003)).   
4 See text footnote 1.  
5 The small number of married-filing-separate returns 
are included as single.  Some of these taxpayers are in 
fact in the middle of separation or divorce 
proceedings and are not, in fact, living together.    
6 Among the 36.6 million taxpayers with traditional 
IRAs at year-end 1999, 20.6 percent had traditional 
IRA balances of less than $5,000; 28.6 percent had 
traditional IRA balances between $5,000 and $20,000; 
17.8 percent had balances between $20,000 and 
$40,000; 18.7 percent had balances between $40,000 
and $100,000; and 14.3 percent had traditional IRA 
balances of $100,000 or more.   


at $112,588, even though they may take distributions 
without penalty (Figure 4).  Among taxpayers age 70 
and older, the average traditional IRA balance falls, 
perhaps because those individuals are taking 
withdrawals to fund retirement at least at the level of the 
required minimum distribution. 


Traditional IRA Balances, by Marital Status and 
Gender of Taxpayer.  There is a wide range of average 
traditional IRA balances by marital status and gender 
among taxpayers analyzed in the SOI data.  Although it 
is difficult to interpret the significance of average 
account balances for a snapshot of one period in time, it 
is interesting to note that single taxpayers have similar 
average account balances regardless of gender (Figure 
5).  On the other hand, among married taxpayers, the 
husbands’ average IRA assets were higher than the 
wives’.  The traditional IRA assets at year-end 1999 
represent an accumulation of activity starting possibly 
as far back as 1974 (when traditional IRAs were 
created).  The lower average among wives may be 
driven by women’s typically discontinuous work 
histories and therefore lower rollover amounts available 
to go into an IRA.7  In addition, regulations restricting 
tax-deductible spousal contributions also may have 
damped wives’ IRA assets.  To gain a better 
understanding of the differential in average IRA assets 
between husbands and wives, data for the same 
individuals would need to be tracked for several 
years—monitoring contributions, rollovers, and 
workforce participation (and pension coverage therein). 
Unfortunately, such insight, while planned, will not be 
available for several years.   


Traditional IRAs: Comparison of SOI Data and 
Household Survey Information  


Although, it is difficult to match up household and 
taxpayer information,8 this section makes some broad 


                     
7 The U.S. Department of Labor’s “Women and 
Retirement Savings” notes that women are more likely 
to work in part-time jobs that don’t qualify for 
pension coverage or to have lapses in pension 
coverage because of interruptions in their careers to 
take care of family members.   
8 Exact comparison is not possible for several reasons 
including: (1) not all households file tax returns, (2) 
household units do not always correspond to tax 
return units, for example, a household with unmarried 
partners will appear as one household in a household 
survey, but as two single tax returns, (3) household 
surveys rely on self-reported information, which can 
suffer from participant recall, while the tax return 
information is un-audited tax return information, 
which may contain reporting errors, (4) the definition 







comparisons between the SOI data and household 
surveys conducted by ICI and the Federal Reserve 
Board.  The IRS SOI tax return and information return 
data, which are based on a weighted sample of returns, 
find similar demographic characteristics for the typical 
(median) traditional IRA owner as these household 
surveys find.  Furthermore, similar to household survey 
information, the median traditional IRA balance among 
tax returns with traditional IRA owners was $27,181 at 
year-end 1999 (Figure 6).   


Age and Marital Status of Typical Traditional IRA 
Owner.  The typical traditional IRA owner is about 50 
years old.  For example, ICI’s June 1999 survey finds a 
median age among traditional IRA owning households 
of 49 years and ICI’s June 2000 survey finds a median 
age of 53 years (Figure 6).  Similarly, ICI tabulations9 of 
the Federal Reserve Board’s Survey of Consumer 
Finances (SCF) data indicate that the median age of IRA 
owning households was 51 in both the 1998 and 2001 
surveys.  Likewise, the median taxpayer owning 
traditional IRAs in the SOI data was 53 years old in 
1999. The typical traditional IRA owner is married.  In 
the household surveys and the SOI tax return data, 
about two-thirds of households with traditional IRAs 
are married.         


DEMOGRAPHIC COMPOSITION AND 
CONTRIBUTION ACTIVITY OF 401(k) 
PARTICIPANTS 


SOI Data Based on IRS Tax Returns and Information 
Returns   


 Although Section 401(k) of the Internal 
Revenue Code was created in the Revenue Act of 1978, 
clarification of the regulations did not occur until 1981. 
After that slow start, 401(k) plans have grown rapidly 
throughout the 1990s.  At year-end 2002, 401(k) plans 
held $1.54 trillion in assets (Figure 7).  The key 
provision of 401(k) plans is the ability to defer salary by 
making before-tax contributions (deferrals) to an 
account maintained in the given participant’s name.  In 
most instances, the participant directs the investment of 
the account assets, which grow tax-free until they are 
withdrawn.  In many cases, the plan sponsor may make 
a matching contribution (for example, contributing 50 
cents for every dollar the participant contributes up to 6 
percent of salary). 10   Contributions by plan 
participants depend on a variety of factors, including 


                              
of income may vary across data sources, and (5) the 
timing of the surveys/returns varies.    
9 Special thanks to Michael Bogdan at ICI for 
tabulating the SCF data.   
10 See Investment Company Institute (June 2003).   


the regulatory framework under which 401(k) plans 
operate, personal participant characteristics, and plan  
design features.11  Using IRS W-2 form information, a 
glimpse at elective deferrals by taxpayers into 401(k) 
plans is possible.   


401(k) Elective Deferrals.   W-2 Form information 
indicates that elective deferrals by 401(k) plan 
participants rose steadily from 1996 through 2002, from 
$61 billion to nearly $105 billion (Figure 7).12  In 
addition, the number of taxpayers with deferrals and the 
average deferral amount also increased over the late 
1990s.  Indeed, average deferrals rose from $2,660 in 
1996 to $3,408 in 2000.       


Age of 401(k) Participants.  The average and median 
age of taxpayer with 401(k) elective deferrals was 42 in 
1999. 13  The bulk of deferrals in 1999 was made by 
taxpayers in their thirties, forties, or fifties.  Average 
deferrals tend to rise with age through the age group in 
their fifties, and decline a bit among taxpayers in their 
sixties and older.   


CONCLUSIONS AND FUTURE RESEARCH 


With nearly $4.0 trillion invested in IRAs and 401(k) 
plans at year-end 2003, these retirement savings 
vehicles represent a significant component of 
Americans’ financial security.  Taxpayers holding IRAs 
and 401(k) accounts cover a wide range of ages and 
incomes.  This paper provided a glimpse at the rich 
detail available from the IRS SOI sample of tax returns 
and information returns (focusing in detail on 1999).  
The results of this analysis of SOI data are encouraging. 
 The typical IRA owning taxpayer represented in the 
SOI data appears to be similar in basic demographic and 
financial characteristics to the typical IRA owning 


                     
11 For a comprehensive study of 401(k) participant 
contribution activity, see Holden and VanDerhei 
(October 2001).   
12 The new tabulations from the W-2 forms produce 
similar estimates for aggregate deferrals as U.S. 
Department of Labor tabulations of employee 
contributions from the Form 5500 (Figure 7). 
13 About 13 percent of these taxpayers were in their 
twenties; 30 percent were in their thirties; 31 percent 
were in their forties; 20 percent were in their fifties; 
and 5 percent were in their sixties.  This age 
distribution is essentially the same as the age 
distribution of active 401(k) plan participants in the 
collaborative database maintained by the Employee 
Benefit Research Institute (EBRI) and ICI, known as 
the EBRI/ICI Participant-Directed Retirement Plan 
Data Collection Project (see Holden and VanDerhei 
(January/February 2001)). 







household found in household surveys conducted by 
ICI and the Federal Reserve Board.  The SOI 401(k) 
participant information in aggregate corresponds well to 
Form 5500 results and the preliminary age analysis is 
similar to EBRI/ICI results.  


Future research would extend both the IRA and 401(k) 
detailed analyses to more years.  In addition, future data 
would analyze the taxpayers by type of IRA.  
Furthermore, longitudinal analysis tracking the 
behaviors of IRA owners’ and 401(k) participants over 
time should also be explored.    
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Figure 1 
Deductible IRA Contributions to Traditional IRAs,* 1975-2000


(billions of dollars)
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*Deductible IRA contributions reported on individual income tax returns (Form 1040).
Source: IRS, Statistics of Income Division, Individual Income Tax Returns, Publication 1304, various years


 
Figure 2. Individual Retirement Arrangement (IRA) Plans by type, Tax Year 2000 


Number of Amount Number of Amount Number of Amount
Taxpayers ($thousands) Taxpayers ($thousands) Taxpayers ($thousands)


(1) (2) (3) (4) (5) (6)
Total 43,063,085 2,651,203,109 15,124,569 36,331,114 5,397,588 12,207,520
Traditional IRA Plans 36,619,402 2,422,819,105 5,716,919 9,998,892 4,583,252 7,477,074
SEP Plans 3,146,153 142,873,671 1,735,666 10,068,405 683,861 4,198,700
SIMPLE Plans 1,177,084 9,126,960 1,489,333 4,675,650 130,475 531,746
Roth IRA Plans 7,031,194 76,242,001 6,812,129 11,509,407 n/a n/a
Education IRA Plans3 182,000 141,372 155,253 78,761 n/a n/a


Beginning of Year FMV1 Total Contributions1 Contributions Deducted2 


 
 
Figure 2. IRA plans by type, Tax Year 2000 (continued)


Number of Amount Number of Amount Number of Amount
Taxpayers ($thousands) Taxpayers ($thousands) Taxpayers ($thousands)


(7) (8) (9) (10) (11) (12)
Total 4,079,126 225,595,813 0 0 8,621,056 103,915,860
Traditional IRA Plans 4,079,126 225,595,813 282,387 -3,181,178 7,818,268 94,636,704
SEP Plans n/a n/a n/a n/a 276,861 3,822,337
SIMPLE Plans n/a n/a n/a n/a 158,713 822,171
Roth IRA Plans n/a n/a 282,387 3,181,178 365,186 4,632,735
Education IRA Plans3 n/a n/a n/a n/a 2,028 1,913


Roth Conversions1 Withdrawals4Rollovers1


 
 







Figure 2. IRA plans by type, Tax Year 2000 (concluded)


Other Changes5


Amount Number of Amount
($thousands) Taxpayers ($thousands)


(13) (14) (15)
Total -180,341,354 46,269,312 2,628,872,822
Traditional IRA Plans -153,972,936 38,076,500 2,406,622,990
SEP Plans -15,094,078 3,313,204 134,025,661
SIMPLE Plans -2,630,406 1,568,426 10,350,033
Roth IRA Plans -8,733,303 9,485,189 77,566,548
Education IRA Plans3 89,369 241,238 307,589


End of Year Fair Market Value (FMV)1


 
 
Note: Except as noted, all data are from matched forms 1040 and 5498
1 Tabulations of weighted sample of taxpayers represented on Form 5498.
2 Amount of contribution shown on Form 5498, limited to amount deducted on Form 1040, either on line 23 (Traditional IRA) or line 29 (SEP or SIMPLE Plans).
3 Education IRAs were renamed Coverdell Education Savings Accounts (ESAs) in July 2001; does not include Education IRAs owned by non-filing dependents.  
4 Withdrawals are reported on Form 1099-R; does not include withdrawals for the purpose of rollovers to other IRA accounts, or Roth IRA conversions.
5 Residual of change in fair market value minus all the enumerated changes.


Source: Matched file of income tax returns, Forms 5498, and 1099-R for Tax Year 2000
Statistics of Income Division, Internal Revenue Service.  
     
Figure 3                              


Total IRA Assets by Institution, 1990-2002        


(billions of dollars)             
                 Securities Held       
  Mutual Bank and  Life  Insurance   in Brokerage       
    Funds Thrift Deposits1 Companies2  Accounts 3   Total   
1990    140    266    40    190    637   
1991    188   282   45    261    776  
1992    237   275   50    311    873   
1993    322   263   61    347    993   
1994    349   255   69    383    1,056   
1995    475   261   81    472    1,288   
1996    596   258   92    520    1,467   
1997    775   254   135    564    1,728   
1998    976   249   156    769    2,150   
1999    1,264   244   201    942    2,651   
2000    1,247   252   202    929 e   2,629 p 
2001    1,189   255   210    886 e   2,540 e 
2002     1,068    263    208 e   794 e   2,333 e 
e=Investment Company Institute estimate          
p=preliminary from SOI             
1 Bank and thrift deposits include Keogh deposits.        
2 Annuities held by IRAs, excluding variable annuity mutual fund IRA assets.    
3 Excludes mutual fund assets held through brokerage accounts (included in mutual funds).   
Note:  Components may not add to total because of rounding.      
Sources: Investment Company Institute, Federal Reserve Board, American Council of Life  
            Insurers, and Internal Revenue Service (see ICI, June 2003))     
 







     
Figure 4: Age Distribution of Taxpayers with Traditional IRAs, 1999       
          Traditional IRA Assets 


 Taxpayers   Traditional IRA Assets  Per Taxpayer1  


Age Group (millions)   (share)2   (millions of dollars)   Mean   Median 
Younger than 18 0.0   0.1%                       168.4    $7,735   $1,970  
18 to 24 0.3  0.7%                      936.6    $3,707   $2,191 
25 to 34 2.8  7.7%                 35,241.0    $12,435   $5,277 
35 to 44 7.4  20.3%               232,433.4    $31,342   $12,103 
45 to 54 9.0  24.6%               507,763.5    $56,377   $20,987 
55 to 69 4.6  12.5%               371,395.1    $81,459   $27,012 
60 to 64 3.9  10.7%               416,451.6    $106,771   $35,419 
65 to 69 3.5  9.5%               392,328.4    $112,588   $39,310 
70 to 74 2.8  7.8%               303,691.5    $106,902   $35,825 
75 or Older 2.3  6.2%               161,856.9    $70,815   $21,245 
All3 36.6    100.0%              2,422,266.5      $66,179     $20,646  
1 Among the 36.6 million taxpayers with Traditional IRAs.  2 Percent of taxpayers with Traditional IRAs  
3 Average and median age of Traditional IRA owning taxpayers was 53 years.     
Source: IRS tabulations of weighted sample of taxpayers represented on IRS Form 5498    
 
 


Figure 5
Average (Mean) and Median Traditional IRA Balances by Marital Status on Tax Return and Gender, 


1999
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Figure 6: Comparison of Tax Return and Household Survey Results on Traditional IRA Owners (Median) 
        Survey of  
 SOI Data1  ICI IRA Owners Survey2  Consumer Finances3


Variable Dec. 1999  June 1999 June 2000 May 2001 May 2002   1998 2001 


Age of Owner4 53  49 53 50 50  51 51 
Income5 $55,549   $60,000  $62,500  $62,500  $60,000   $55,000  $70,000  
Percent of Owners Married 67%  70% 68% 65% 67%  66% 69% 
Traditional IRA Assets6 $27,181   $20,000  $30,000  $30,000  $30,000    $20,000  $27,000  
Footnotes:                  
1SOI data tabulated on a tax return basis to approximate household units rather than individual taxpayers.  SOI data based 
  on a weighted sample of tax returns.  In 1999, 27.6 million tax returns had at least one IRA owning individual.   
2 ICI conducts a household survey annually to track the demographic and financial characteristics of IRA   
   owners.  These and more recent survey results are available in ICI's Fundamentals newsletter.   
3 Tabulations of Survey of Consumer Finances data by ICI res. staff.      
4 SOI data tabulated across ages of the primary taxpayer on returns with at least one traditional IRA owner.  ICI survey 
   data tabulated across ages of the primary or co-decisionmaker.  SCF data tabulated across ages of head of household  
5 The SOI data column reports median adjusted gross income (AGI) of tax returns with traditional IRA owners.  The  
   household surveys are the self-reported household's previous year's income.       
6 The Survey of Consumer Finances tabulation includes household assets in all types of IRA.     
Sources: IRS, SOI Division, and ICI tabulations of Federal Reserve Board Survey of Consumer Finances data  


          
 
Figure 7: 401(k) Plan Participant Elective Deferrals1 to 401(k) Plans,2 1996-2000  
      
  1996 1997 1998 1999 2000


IRS SOI W-2 Tabulations:1      
  Taxpayers (millions) 23.0 25.3 27.0 28.9 30.7
  Amount Deferred ($billions) 61.2 71.2 82.6 93.1 104.5
  Average Deferral $2,660 $2,814 $3,053 $3,217 $3,408


DOL PWBA(EBSA) Form 5500 Tabulations:3      
  Active Participants in 401(k) Plans (millions) 30.8 33.9 37.1       n/a      n/a 
  Participant Contributions ($billions) 64.5 72.5 84.9       n/a      n/a 
  401(k) Plan Assets ($billions) 1,061.5    1,264.2   1,541.0  1,798.0e 1,790.0e
e=ICI estimate     n/a=not available      
1 Elective deferrals are before-tax contributions made by 401(k) participants reported on the  


  taxpayer's W-2.  They do not include employer contributions.     
2 Based on a weighted sample of IRS W-2 Forms for the tax-years indicated.   
3 Based on the Pension and Welfare Benefits Administration (PWBA; renamed Employee Benefits  
   Security Administration (EBSA) in 2003) annual tabulations of the IRS/DOL/PBGC Form 5500. 
   Form 5500 information is filed by private pension plans on a plan-year basis, which may not 
   coincide with the calendar tax-year basis reporting for the W-2 Form.    
Sources: IRS, SOI Division tabulations of weighted sample of taxpayers represented on  
       IRS W-2 Form, Department of Labor, EBSA Abstract of Form 5500 Annual Reports, and ICI 
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The Impact of the IRS on Voluntary Tax Compliance:  Preliminary Empirical Results


Alan H. Plumley†


ABSTRACT


For many years, the Internal Revenue Service (IRS) has believed that its activities


promote better income tax compliance in the general population—both through deterrence and


taxpayer service—but we had never been able to quantify this impact, or even verify that it


exists. Two recent research studies at the IRS, however, have produced estimates of at least some


of these effects, providing an empirical basis for choosing the best combination of major IRS


activities to improve the voluntary filing and reporting compliance of taxpayers.


The first study was an econometric analysis of data aggregated by state and by year,


which included variables for seven IRS activities in addition to a wide variety of tax policy,


opportunity, and economic/demographic determinants of voluntary compliance.  Five of the IRS


activities were found to have a statistically significant impact on compliance, including audits


and criminal investigations.  The second study was more qualitative, eliciting the consensus


judgment of senior IRS operations executives as to the relative magnitudes of the indirect effects


of a much broader range of IRS activities.  Together, the results of these studies will help IRS to


allocate its resources so as to promote greater voluntary compliance.  More research is planned to


provide an even stronger empirical foundation for optimal resource allocation.


† NHQ Office of Research, Internal Revenue Service.  The opinions and conclusions presented in this paper are those of the
author, and do not necessarily reflect the positions of the Internal Revenue Service.
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Background


IRS has long believed that its activities have a positive impact on the voluntary


compliance of the general population, but little has been produced—either within IRS or on the


outside—that provides credible estimates of this phenomenon.  Although most of the interest has


centered on the deterrent effect of audits, in principle, all IRS activities—both enforcement and


non-enforcement—contribute to higher voluntary compliance with the tax laws.


The Internal Revenue Code places three primary obligations on taxpayers:  (1) to file


timely returns; (2) to make accurate reports on those returns; and (3) to pay the required tax


voluntarily and timely.  Our latest projection of the gross tax gap (the amount of tax imposed by


law that is not paid voluntarily and timely) was on the order of $275 billion for all income and


employment taxes in 1998.  This was over 15 percent of the tax due.  Of that amount, we


estimate that only $50 billion will eventually be collected through enforcement and other late


payments.  Clearly, it is crucial for IRS to do whatever it can to improve voluntary compliance.


Unfortunately, it is very difficult to determine the impact that any IRS activity has on


voluntary compliance.   That is partly because we cannot observe taxpayers’ true tax liabilities


(they must be estimated), and partly because so many factors presumably influence the extent to


which they pay that tax voluntarily and timely—including many factors outside of IRS control


(e.g., economic, demographic, and cultural factors, as well as features of the Tax Code itself).


The challenge is to estimate the impact of each IRS activity on what we do observe—returns


filed, tax reported, and tax paid—controlling for all other influences.  Only then will we know


the best mix of activities that will foster the greatest degree of voluntary compliance.
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IRS enforcement programs identify and collect some of the tax gap directly from the


taxpayers they contact.  That direct effect is observed and known.  What we need to estimate is


the extent to which those contacts (and even non-enforcement contacts) indirectly influence the


voluntary compliance of the general population—both the subsequent compliance of those


contacted, and the compliance of those who were not contacted.  The mechanism of this indirect


effect could be deterrence (e.g., changing the public’s perceptions of the certainty, severity, and


celerity of getting caught in noncompliance), but it could also involve education (clearing up


misunderstandings) or shaping attitudes (e.g., changing the public’s perceptions of the extent to


which the law is applied and enforced fairly).


Very few empirical studies have attempted to estimate the magnitude of these indirect


effects.  Most of those that have attempted to do so have focused almost exclusively on the


impact of audits.  (See, for example: Dubin, Graetz, and Wilde (1990); Beron, Tauchen, and


Witte (1992); and Erard (1992).)


This paper provides an overview of two IRS studies of the indirect effects of a broader


range of IRS activities.  The first was an econometric analysis of individual income tax filing and


reporting behavior, and is referred to in this paper as the “Indirect Effects Study.”  The second


was a qualitative attempt to achieve some consensus among IRS executives as to the relative


magnitudes of the indirect effects of an even broader range of taxes and IRS programs.  This is


referred to as the “Consensus Judgments study.”  After discussing these two studies in detail, the


paper outlines how the results will help IRS make resource allocation decisions, and concludes


by identifying opportunities for future research in this area.
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Indirect Effects Study


The Indirect Effects Study (see IRS (1996) for a complete description) was an extension


of Dubin, Graetz, and Wilde (1990).  It was a statistical analysis that estimated the independent


effects of as many potential determinants of voluntary compliance as possible.  However, it


focused only on the income tax filing and reporting compliance of individuals.  Drawing on


state-level aggregate data over a ten-year time period (Tax Years 1982-1991), the study analyzed


the determinants of the Filing Rate (the percentage of required returns actually filed) and three


measures of reporting compliance:  income reported, offsets to income and to tax claimed, and


net income reported (the difference between income and offsets)—each divided by Personal


Income, which is estimated by state each year for the National Income and Product Accounts by


the Bureau of Economic Analysis.  These four compliance measures were the dependent


variables in four equations, which were estimated separately, rather than simultaneously.


Measures of Compliance


The Filing Rate is the ratio of the number of required returns actually filed to the total


number required to be filed, expressed as a percentage. The number of required returns actually


filed was aggregated by state from IRS’s Statistics of Income (SOI) samples of individual returns


for each year.  All three basic compliance measures (the number of returns, and the amount of


income and offsets reported on those returns) correspond to returns required to be filed.  This


includes all returns having a positive tax liability or net losses.  This definition excludes returns


filed “unnecessarily,” as well as those having no tax liability, but are filed to claim a refund of


any withholding, or solely to claim the refundable Earned Income Tax Credit (EITC).  The


analysis excluded returns filed solely to claim the EITC since EITC noncompliance tends to


increase filing, whereas usual filing noncompliance decreases filing.
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The denominator—the number of returns required to be filed—is defined in the same


way, and was estimated by state for each year from the micro data files of the Current Population


Survey (CPS) compiled by the Bureau of the Census.  The data were structured to reflect


potential tax returns, instead of individuals, by adding the information about spouses in


combined records, approximating jointly-filed tax returns.  IRS (1996) contains detailed


information about how filing requirements were estimated, as well as a summary of the CPS


variables used.


The study avoided tax as a measure of reporting compliance because several of the


potential determinants of voluntary compliance (e.g., marginal tax rates, filing thresholds, marital


status, and allowable child exemptions) also have a direct role in the calculation of tax from


gross income, making it difficult to separate their impact on compliance.  The three reporting


equations also had the advantage of providing insight into the major forms of noncompliance


(underreporting income vs. overstating offsets to income or to tax), and they allowed consistency


comparisons across equations (since income minus offsets equals net income).  Moreover, since


the tax rules changed during this period concerning the amount of income that must be reported


and the amount that may be claimed as offsets, the study defined income and offsets in three


different ways, and estimated separate equations for each definition.  The most restrictive


definition excluded all components whose reporting rules changed during the period, except for


ones that could be controlled for by creating constant-law data or by including appropriate


explanatory variables; this definition included on the order of 97 percent of total income, 30 to


60 percent of adjustments, 94 percent of itemized deductions, and 30 to 60 percent of credits.  A


less restrictive definition included income and offset components whose rules were changed only


by the Tax Reform Act of 1986.  The final definition included all income and offset items
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regardless of rule changes.  Although the results were similar for these three definitions, this


paper deals only with the most restrictive definition.


Each of the three reporting measures (income reported, offsets claimed, and net income


reported) were divided by Personal Income as a surrogate for the amount of income or offsets


that should have been reported on returns (which would have given the ratios the character of


compliance rates, as in the case of the measure used for filing compliance).  Although Personal


Income is not entirely independent of the amounts actually reported on tax returns, it is


nonetheless an effective control for the amounts that should have been reported or claimed.1


Explanatory Variables


The study accounted for five categories of compliance determinants:  tax policy,


burden/opportunity, IRS enforcement, IRS responsiveness, and demographics/economics.  The


explanatory variables were mostly ratios, and are defined in Table 1.  The variables of particular


interest in this paper are the ones that represent various IRS activities.  Each of these is either


included in this type of analysis for the first time in this study (e.g., nonfiler notices, criminal


investigations, refund offsets, and return preparation services), or is defined in an improved way


relative to earlier studies.  For example, the audit rate is based on the audits started in a given


year, rather than audits closed (the normal definition), since information about the likelihood of


an audit is likely to be conveyed more when an audit starts.  Also, the role of third-party


information documents is reflected by the number of such (IRP) documents matched, rather than


by the number of taxpayer contacts arising from mismatches with tax return information.
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Table 1.  Definitions of Explanatory Variables


Variable Numerator Denominator


Tax Policy
FThresholdPct Filing threshold on required returns (CPS) Personal Income (BEA)


Amnesty5 Dummy indicating whether state has had an
amnesty in the last 5 years


MargTaxRate@$15K Marginal tax rate at $15K taxable income


(weighted for married-single mix by state and year)
MargTaxRate@$57K Marginal tax rate at $57K taxable income


(weighted for married-single mix by state and year)
ChildExemptsPct Value of exemptions for children (CPS) Personal Income (BEA)


StateTaxPct State income, property & sales tax revenues Personal Income (BEA)


Burden /Opportunity
AvgBurden Total tax form burden on required returns (CPS) Number of potential returns (CPS)


SoleProps Number of sole proprietors (CPS) Number of potential returns (CPS)
SolePropTFS SoleProps x percentage of non-farm employment


in Trade, Finance & Service sectors


PaidPrep No. of returns prepared by paid practitioner (SOI) Number of returns filed (SOI)


IRS Enforcement
AuditRate No. of district audits started in fiscal year (AIMS) Returns filed in prior tax year (SOI)
IRP_DocRate No. of IRP documents matched against returns Number of potential returns (CPS)


TDI_TotRate Total number of TDI notices issued Number of potential returns (CPS)
RefOffRate Number of refunds offset for outstanding debts Number of refunds
CID_ConvRate Criminal convictions Population, in millions (Census)


IRS Responsiveness
TPS_CallsPC Number of telephone calls handled by TPS Population, in thousands (Census)


TPS_RetPrepPC Number of returns prepared by TPS Population, in thousands (Census)


Demographics / Economics
Singles Number of singles among potential returns (CPS) Number of potential returns (CPS)


Under30 Number of potential returns under age 30 (CPS) Number of potential returns (CPS)
Over64 Number of potential returns over age 64 (CPS) Number of potential returns (CPS)


PCBirths Number of births (HHS) Population, in thousands (Census)
AvgPI Personal Income (BEA) Number of potential returns (CPS)


AvgPIgrowth Annual growth in AvgPI
ExclIncomePct Income on potential returns that is not taxable Personal Income (BEA)
UnemplRate Unemployment rate (among those 16 and older)


Abbreviations: AIMS Audit Information Management System (IRS Examination function)
BEA Bureau of Economic Analysis, national accounts (Commerce Department)
CID Criminal Investigation Division (IRS)
CPS Current Population Survey (Census Bureau)
HHS U.S. Department of Health & Human Services
IRP Information Returns Program, document matching (IRS)
SOI Statistics of Income (IRS)
TDI Taxpayer Delinquency Investigation, nonfiler program (IRS Collection function)
TPS Taxpayer Service function (IRS)


As in some previous studies of this type, the analysis accounted for the fact that audit


rates are influenced by compliance at the same time that compliance is influenced by audit rates.
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However, the key variable (instrument) used to allow separate estimation of the impact of audits


on compliance seems to be superior to those used in earlier studies.  The variable (the percentage


of auditors’ time that is directly devoted to examining returns) has the required characteristic that


it affects the audit rate without being affected by compliance, and the results demonstrate all of


the anticipated characteristics.  (This phenomenon would also have affected a variable based on


the number of contacts arising from the matching of third-party information documents, but in


the absence of a corresponding instrumental variable that affects the number of those contacts


without being affected by compliance, this study used the number of information documents


matched instead.)


Because of the panel structure of the data (observations by state and by year), the analysis


accounted for the possibility that there were state-specific or year-specific influences on the


compliance measures that were not otherwise accounted for in the data.  The standard


assumption that these effects are fixed seemed to be the most appropriate in this context, so


“dummy” variables were included for all but one of the states and for all but one of the years.


(Since these effects are not generally of interest, these variables are not included in the results


reported here.)


Findings


The results for all four equations are presented in Table 2.  The table also indicates which


variables are included in which equation, as well as the manner in which some explanatory


variables were transformed (e.g., to logarithmic form to account for nonlinear relationships).


Although all of the results are tabulated here (for the most restrictive definition of income and
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offsets discussed earlier), the focus of this paper is on the IRS variables, which are highlighted in


bold in Table 2.


Of the seven IRS activities included, five appear to have a positive impact on compliance


that is statistically significant; only refund offsets and Taxpayer Service phone calls appear to


have no measurable impact.  However, third-party information documents appear to have an


impact only on filing compliance.2


One of the most important findings of this analysis is that audits have a strong, positive


impact on reporting compliance.  That impact seems to be to increase the reporting of income


and, to a lesser extent, offsets.  The estimated impact of AuditRate on NetIncomePct is illustrated


in Figure 1, which also expresses the magnitude of this indirect effect in terms of the additional


dollars of tax induced as a function of


AuditRate (using Tax Year 1991 as an


example).  As the details at the bottom


of Figure 1 indicate, the average indirect


effect of the audits started in 1991 was


about 11.7 times as large as the average


adjustment directly proposed by audits


closed that year.  Moreover, if the


AuditRate had been one percentage


point higher in 1991, the general


population would have reported an


additional $56 billion of additional tax
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Tax Year 1991 Summary


Audit Start Rate: 0.65%
Average Direct Yield Per Examination: $7,986
Estimated Average Indirect Revenue Per Examination: $93,217
Ratio of Indirect Effect to Direct Effect: 11.7


Estimated Additional Tax Revenue at 0.65% Audit Start Rate: $59.0 B
Estimated Additional Tax Revenue at 1.65% Audit Start Rate: $115.2 B
Difference: $56.2 B


Figure 1.  The Indirect Effect of Audits
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Table 2.  Determinants of Voluntary Filing and Reporting Compliance*


Explanatory
Variables


FilingRate
Equation


IncomePct
Equation


OffsetsPct
Equation


NetIncomePct
Equation


FilingRate 0.345586 0.137683 0.207853
(7.64) (8.72) (5.57)


FThresholdPct -3.569438 1.182627 0.857427 0.339758
(-8.31) (4.04) (8.33) (1.40)


Amnesty5 0.207335
(0.67)


MargTaxRate@$15K 1.221297 -0.663976 1.921272
(1.17) (-1.80) (2.22)


MargTaxRate@$57K -1.978458 0.530545 -2.442911
(-1.00) (0.76) (-1.50)


ChildExemptsPct 1.475395 0.457696 1.000080
(1.86) (1.63) (1.52)


StateTaxPct 0.145114 -0.101522
(1.99) (-0.59)


Ln(AvgBurden) -11.929189 3.383676 -3.550471 4.888900
(-1.78) (0.55) (-1.77) (0.96)


SoleProps 1.953925 1.428688 0.274123 1.169128
(2.44) (1.84) (0.98) (1.77)


SolePropTFS -3.414896 -2.925128 -0.527449 -2.399908
(-2.30) (-2.02) (-1.01) (-1.95)


PaidPrep -0.166282 -0.014858 -0.153009
(-4.81) (-1.23) (-5.36)


Ln(pAuditRate+1) 16.158539 3.313904 13.892113
(3.37) (2.00) (3.46)


IRP_DocRate 1.565057
(2.71)


Ln(IRP+1) -1.121633 0.675205
(-0.23) (0.16)


Ln(TDI+1) 3.850765
(1.81)


Ln(RefOffRate+1) -0.873704
(-1.13)


Ln(CID+1) 0.932191 0.314909 0.593380
(3.08) (2.96) (2.37)


TPS_CallsPC -0.003994 -0.000742 -0.003378
(-1.34) (-0.71) (-1.36)


TPS_RetPrepPC 0.146118 0.130914 -0.007756 0.136453
(2.18) (2.07) (-0.35) (2.61)


Singles -0.551763 0.266954 0.072872 0.190927
(-5.77) (1.46) (1.14) (1.26)


Under30 0.186049 -0.098600 -0.008269 -0.091372
(1.95) (-1.10) (-0.26) (-1.23)


Over64 0.242260 -0.075873 -0.042744 -0.022223
(2.40) (-0.76) (-1.23) (-0.27)


PCBirths 0.991262 0.253864 0.734990
(4.55) (3.58) (4.02)


AvgPI -0.920930
(-4.32)


AvgPIgrowth 0.192294
(3.68)


ExclIncomePct -0.642278 -0.917979
(-1.60) (-2.77)


UnemplRate -0.200099 -0.370384 0.078118 -0.428625
(-1.50) (-2.97) (1.84) (-4.14)


Adj. R-Squared 0.627007 0.757573 0.919223 0.801260


* 2SLSDV estimates (just LSDV for the FilingRate equation) from state-level panel data for 1982-1991;
t-statistics in parentheses; variables in bold are the primary tax administration parameters of interest.
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voluntarily.  Similarly, these results suggest that if the AuditRate had remained constant at its


1982 level of 1.62 percent, the cumulative impact through 1991 would have been that an


additional $257 billion of tax would have been reported voluntarily (see IRS (1996) for the


detailed calculations).  This is strong evidence that audits are a potent tool to foster voluntary


compliance.  In fact, since the effect is significantly larger than the direct revenue effect of the


audits, these results suggest that the allocation of audit resources (which is currently based


almost solely on their direct revenue potential) ought to be modified to reflect this indirect effect


on voluntary compliance.3


Table 3 illustrates the magnitude of the indirect effect for each of the five IRS activities


found to have a significant impact on voluntary compliance.  Panel A tabulates estimates of their


marginal indirect revenue-to-cost ratio at the actual level of activity in 1991.  Although all are


very cost-effective, the most automated (and therefore cheapest) activities obviously have the


highest ratios.  Panel B indicates how much each activity would have to be increased in order to


induce an additional $10 billion of tax each.  Because of its high marginal revenue-to-cost ratio,


the TDI nonfiler program would be the cheapest way to induce $10 billion, but it would have to


be expanded to over five times its 1991 size, which is clearly not feasible (most nonfiler leads are


already pursued).  To compare the activities according to a common standard of feasibility, Panel


C shows what would result if each activity were expanded nationally to the highest level of effort


actually recorded in this 10-year period within any state.  The greatest revenue is induced from


audits, since the audit rate is constrained only by resources.  In contrast, although TDI notices are


the most cost-effective at the margin, they would induce the least amount of additional revenue


since opportunities to identify additional nonfilers are extremely limited.
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Table 3.   Indirect Revenue-to-Cost Comparisons for Five IRS Activities, 1991 a


A. Actual Level of Activity


IRS Activity Rate
Number
of Units


Cost b


Per Unit ($)
Marginal Indirect


Revenue/Cost Ratio


Audit start rate (%) 0.647 632,819 1,298 54.6
TPS- Returns prepared/thousand 3.33 840,126 13.74 395.9
IRP documents/potential return 7.56 978,512,924 0.031 668.0
TDI notices/potential return (%) 3.43 4,436,942 0.305 3,766.1
CID convictions/million 10.51 2,650 103,064 16.3


B. Rate Required to Induce an Additional $10 Billion of Tax


IRS Activity Rate
Increase
in Units % Increase Cost ($M)


Audit start rate (%) 0.797 147,469 23.3% 191.4
TPS- Returns prepared/thousand 7.29 998,414 118.8% 13.7
IRP documents/potential return 11.30 483,860,602 49.4% 15.0
TDI notices/potential return (%) 19.25 20,469,781 461.3% 6.2
CID convictions/million 88.41 19,640 741.1% 2,024.2


C. Nationwide Rate Increased to Highest Rate Observed Within Any State


IRS Activity Rate
Increase
in Units


Additional
Indirect Tax


Revenue ($M)
Marginal Indirect


Revenue/Cost Ratio


Audit start rate (%) 3.510 2,802,462 115,072 19.9
TPS- Returns prepared/thousand 23.02 4,963,934 27,001 395.9
IRP documents/potential return 10.51 381,705,783 7,889 668.0
TDI notices/potential return (%) 9.29 7,582,359 5,545 1,621.4
CID convictions/million 51.52 10,340 7,405 3.6


a Revenues exclude amounts collected directly from the taxpayers contacted; the appropriate marginal revenue-to-cost
comparison includes both the direct and the indirect effects.  Audits, returns prepared by TPS, and CID convictions typically
result in direct revenue at no additional cost, while IRP matching and TDI notices typically require additional contact with the
taxpayers (at additional cost) to generate direct enforcement revenue (in fact, some level of such direct enforcement contacts
are probably necessary to ensure that the matching and notices are credible deterrents).


b Source:  IRS Compliance Planning & Finance: Budget & Resource Allocation Group; includes all appropriate overhead,
support, and follow-on costs.


These results emphasize that using estimates of indirect effects to guide IRS resource


allocations must take into account the practical constraints imposed on the expansion of most


IRS activities.  However, they also illustrate that the potential benefits for resource allocation and


for revenue generation are immense.


Consensus Judgments Study


The challenge, of course, is to estimate the indirect effects of more IRS activities for


more types of tax.  Only then would we be able to allocate resources to most potential activities


on the same basis—taking into account both the direct effect and the indirect effect.
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Pending the identification of suitable data and methodologies for estimating the indirect


effect of other activities (and even for components of some of the activities included above, such


as the audit rate among different segments of the population), we gathered some qualitative data


by developing a consensus among the senior IRS operations executives as to the relative (rather


than absolute) magnitudes of the indirect revenue-to-cost ratios of a wide range of enforcement


and non-enforcement programs.  Through separate interviews followed by two facilitated


workshops with the executives, we were able to help them achieve a reasonable consensus


judgment, which is summarized in Table 4.


The Consensus Judgments results, though derived completely independently from the


Indirect Effects study, are consistent with the latter in several important ways:  (a) automated


activities have the greatest indirect yield-to-cost; (b) audits are among the activities with the


largest indirect effect relative to their cost; and (c) at least some IRS activities that do not


produce direct enforcement revenue—both enforcement activities (e.g., Criminal Investigation)


and non-enforcement activities (e.g. walk-ins)—seem to have significant indirect effects on


voluntary compliance.  Moreover, Examinations and Criminal Investigations among individuals


have roughly the same relationship to each other in the two studies.  That is, Examinations have


2-3 times the impact of Criminal Investigation.


Applications


As we pursue improved estimates, we plan to incorporate the results of both of these


studies into a model now being developed as a guide for resource allocation decision-making


Servicewide and within the separate operating divisions.  We plan to calibrate the relative results


of the Consensus Judgments study using the specific results of the Indirect Effects study, and


then combine these estimates of the indirect effects with separate estimates of the direct effects
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Table 4. Consensus Judgments of Indirect Effects:
Relative Magnitudes† of Indirect Revenue-to-Cost Ratios, Sorted by Relative Magnitude (Weight)


Activity
Operating
Division*


Magnitude
Relative to


Other Activities
in Same OD


(A)
OD Weight


(B)


Magnitude
Relative to All


Other Activities
(A x B)


Telephone-based collection contacts (ACS) W&I 100 100 100.0
IRP-Underreporter (document matching) W&I 96 100 96.0
Collection Field Function SB/SE 100 88 88.0
Correspondence Audits W&I 84 100 84.0
Collection Field Function W&I 83 100 83.0
Telephone-based collection contacts (ACS) SB/SE 94 88 82.7
Examinations LMSB 100 78 78.0
Examinations W&I 76 100 76.0
Examinations SB/SE 86 88 75.7
Adjustments/ Math Error W&I 71 100 71.0
Criminal Investigation SB/SE 73 88 64.2
Toll-Free telephone assistance W&I 54 100 54.0
Nonfiler SB/SE 60 88 52.8
Employee Plans / Exempt Organizations TE/GE 100 47 47.0
Collection Field Function LMSB 57 78 44.5
Taxpayer Education SB/SE 48 88 42.2
Criminal Investigation W&I 38 100 38.0
Examinations TE/GE 75 47 35.3
Toll-Free telephone assistance SB/SE 38 88 33.4
Taxpayer Education TE/GE 69 47 32.4
Nonfiler W&I 32 100 32.0
Criminal Investigation LMSB 41 78 32.0
Walk-In taxpayer assistance SB/SE 31 88 27.3
Taxpayer Education W&I 24 100 24.0
Criminal Investigation TE/GE 41 47 19.3
Walk-In taxpayer assistance W&I 19 100 19.0
IRP-Underreporter (document matching) SB/SE 21 88 18.5
Employee Plans / Exempt Organizations LMSB 23 78 17.9
Collection Field Function TE/GE 30 47 14.1
Service Center Collection W&I 14 100 14.0
Correspondence Audits SB/SE 14 88 12.3
Toll-Free telephone assistance TE/GE 22 47 10.3
Telephone-based collection contacts (ACS) LMSB 10 78 7.8
Service Center Collection SB/SE 8 88 7.0
Nonfiler TE/GE 14 47 6.6
Adjustments/ Math Error SB/SE 7 88 6.2
Employee Plans / Exempt Organizations SB/SE 7 88 6.2
Employee Plans / Exempt Organizations W&I 5 100 5.0
Telephone-based collection contacts (ACS) TE/GE 7 47 3.3


† The executives developed a consensus about the relative magnitudes (weights, on a scale from 0 to 100)
within each of the four operating divisions separately, and then developed a consensus about the impact of
each division relative to the others (also on a scale from 0 to 100).  The net effect is the product of these
two weights, and represents the magnitude of the indirect revenue-to-cost ratio for a given activity relative
to all other activities Servicewide.


* W&I:  Wage and Investment taxpayers; SB/SE:  Small Business and Self-Employed taxpayers;
LMSB:  Large- and Mid-Sized Businesses; TE/GE:  Tax-Exempt and Government Entities
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(if any) in the model.  The combined estimates will be a much better guide for cross-functional


resource allocation than the historical practice of using the direct effects almost exclusively.


They will also be helpful for evaluating alternative budget proposals.


Future Research


Research into the magnitude of the indirect effect of IRS actions on—and the other


determinants of—the voluntary compliance of taxpayers is still in its infancy.  The IRS is


looking into the feasibility of updating the Indirect Effects study to more recent years and


expanding it to other types of tax and additional IRS activities.  Given the very different nature


of the major taxpayer segments and of IRS interactions with them, estimating the indirect effects


will likely require several different approaches.  As IRS develops new types of enforcement and


assistance contacts with taxpayers, we will need to estimate how they influence compliance, as


well.  It is possible that the magnitude of that influence will be pivotal in deciding whether it


makes sense to deploy a new approach at all.


Notes


1 This is because Personal Income is probably the most comprehensive individual income
variable available annually at the state level, and because it is derived substantially independent
of tax return data. (Only non-farm proprietor income and royalty income are derived in part from
individual income tax returns.)  However, to test for the possibility that Personal Income is too
closely tied to the total amount of income reported on tax returns, I conducted a parallel analysis
in which the amounts reported were divided by the number of returns required to be filed (the
same denominator in the filing compliance measure), making the resulting ratios the the average
amounts reported per required return.  This parallel analysis yielded virtually identical results,
mitigating any potential concern about the adequacy of using Personal Income.


2 There are two probable reasons for this counter-intuitive finding.  First, by the time of the
ten-year period studied in this analysis (1982-1991), most of the improvements in voluntary
reporting compliance generated by the Information Returns Program (IRP) had already been
realized.  Although it was not until the mid-1980’s that IRS actually expanded its matching
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program to encompass virtually all third-party documents received, most taxpayers apparently
assumed that the matching was always in place, judging by earlier compliance statistics.
Therefore, there was little more compliance improvement to be realized by 1982.  The second
reason for this finding may be that one of the effects of the document matching program is to
make it clearer to taxpayers how much IRS knows about them.  The more people are aware of
what information is given to IRS and what is not, the more they may be tempted to hide some of
what is not reported.  In other words, they might take the attitude, “What the IRS doesn’t know
won’t hurt them!”  The fact that the estimated coefficients are very insignificant suggests that
this kind of response cannot be very strong or widespread, which may be because of the strong
deterrent effect of audits.


3 Understanding the counter-intuitive result that the audit rate also has a positive effect on the
offsets claimed requires making two observations.  First, the estimated impact of
Ln(pAuditRate+1) on OffsetsPct is much less than its impact on IncomePct.  Second, the
estimated impact of Ln(pAuditRate+1) on NetIncomePct (a coefficient of about 13.89) is very
significant, and is the logical combination of the separately-estimated coefficients in the
IncomePct and OffsetsPct equations (16.16 and 3.31, respectively—their difference being 12.85).
All the results are significant and internally consistent, but why the unanticipated sign on the
AuditRate parameter in the OffsetsPct equation?  The logical explanation seems to lie in the fact
that the claiming of offsets is not a simple matter.  For example, some offsets, such as medical
expenses and miscellaneous deductions, are specifically limited by the amount of Adjusted Gross
Income reported on the return; as more income is reported, we should expect more to be claimed
for these types of offsets.  Likewise, most credits are not refundable; they are limited by the
amount of tax due.  If more income (and, therefore, more tax) is reported, we should expect more
to be claimed as credits.  It may also be true that if taxpayers feel compelled to report more
income (e.g., in response to an increased AuditRate), they may seek to find additional offsets to
reduce the bite somewhat.  This may be especially true if (as one might expect) taxpayers
perceive that they may become audit targets if the offsets they claim seem out of line to the IRS
with respect to their income; so, if they do not report all of their income, they may consciously
avoid claiming all of their potential offsets.
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Different approaches have been used to measure the 
distribution of individual income over time.  Survey 
data have been compiled with comprehensive 
enumeration, but underreporting of incomes, inadequate 
coverage at the highest income levels, and omission of 
a key income type jeopardize the validity of results.  
Administrative records, such as income tax returns, 
may be less susceptible to underreporting of income but 
exclude certain nontaxable income types and can be 
inconsistent in periods when the tax law has been 
changed.  Record linkage studies have capitalized on 
the advantages of both approaches, but are costly and 
severely restricted by the laws governing interagency 
data sharing.  
 
This paper is the fifth in a series examining trends in 
the distribution of individual incomes and tax burdens 
based on a consistent and comprehensive measure of 
income derived from individual income tax returns.1,2,3,4   
In the previous papers, we demonstrated that the shares 
of income accounted for by the highest income-size 
classes clearly have increased over time, and we also 
demonstrated the superiority of our comprehensive and 
consistent income measure, the 1979 Retrospective 
Income Concept, particularly in periods of tax reform.  
In this paper, we continue the analysis of individual 
income and tax distributions, adding for 3 years (1979, 
1989, and 1999) social security and Medicare taxes to 
this analysis.  The paper has three sections.  In the first 
section, we briefly summarize this measure of 
individual income derived as a “retrospective concept” 
from individual income tax returns.  In the second 
section, we present the results of our analysis of time 
series data.  We conclude with an examination of Gini 
coefficients computed from these data. 
 


Derivation of the Retrospective Income Concept 
 
The tax laws of the 1980’s and 1990’s made significant 
changes to both the tax rates and definitions of taxable 
income.  The tax reforms of 1981 and 1986 
significantly lowered individual income tax rates, and 
the latter also substantially broadened the income tax 
base.  The tax law changes effective for 1991 and 1993 
initiated rising individual income tax rates and further 
modifications to the definition of taxable income.1,2,3,4   
Law changes effective for 1997 substantially lowered 


the maximum tax rate on capital gains.  The newest law 
changes have lowered marginal rates starting with 2001 
and will again lower the maximum tax rate on long-
term capital gains, as well as decreasing the maximum 
rates for most dividends.  With all of these changes, the 
questions that arise are what has happened to the 
distribution of individual income, the shares of taxes 
paid, and average taxes by the various income-size 
classes? 
 
In order to analyze changes in income and taxes over 
time, consistent definitions of income and taxes must be 
used. However, the Internal Revenue Code has been 
substantially changed in the last 23 years--both the 
concept of taxable income and the tax rate schedules 
have been significantly altered. The most commonly 
used income concept available from Federal income tax 
returns, Adjusted Gross Income (AGI), has changed 
over time making it difficult to use AGI for inter-
temporal comparisons of income.  For this reason, an 
income definition that would be both comprehensive 
and consistent over time was developed.5, 6, 7, 8  The 1979 
Retrospective Income Concept was designed to include 
the same income and deduction items from items 
available on Federal individual income tax returns. Tax 
Years 1979 through 1986 were used as base years to 
identify the income and deduction items, and the 
concept was subsequently applied to later years 
including the same components common to all years.  
 
The calculation of the 1979 Retrospective Income 
Concept includes several items partially excluded from 
AGI for the base years, the largest of which was capital 
gains. 1,2,3,4   The full amounts of all capital gains, as 
well as all dividends and unemployment compensation, 
were included in the income calculation. Total 
pensions, annuities, IRA distributions, and rollovers 
were added, including nontaxable portions that were 
excluded from AGI.  Social Security benefits were 
omitted because they were not reported on tax returns 
until 1984.  Also, any depreciation in excess of straight-
line depreciation, which was subtracted in computing 
AGI, was added back. For this study, retrospective 
income was computed for all individual income tax 
returns in the annual Statistics of Income (SOI) sample 
files for the period 1979 through 2001.  Loss returns 
were excluded, and the tax returns were tabulated into 
income-size classes based on the size of retrospective 
income and ranked from highest to lowest.  Percentile 
thresholds were estimated or interpolated for income-







size classes ranging from the top 0.1 percent to the 
bottom 20 percent.9,10,11  For each size class, the number 
of returns and the amounts of retrospective income and 
taxes paid were compiled.  From these data, income and 
tax shares and average taxes were computed for each 
size class for all years. 
 


The Distribution of Income and Taxes 
 


With this database, we sought to answer the following 
questions--have the distribution of individual incomes 
(i.e., income shares), the distribution of taxes (i.e., tax 
shares), and the average effective tax rates  (i.e., tax 
burdens) changed over time?  As a first look at the data, 
we examined the income thresholds of the bottom (or 
entry level) of each income-size class, and a clear 
pattern emerged. While all of the income thresholds 
have increased over time, the largest increases in 
absolute terms, and on a percentage basis, were with the 
highest income-size classes. 
 
For example, while $233,539 was needed to enter the 
top 0.1 percent for 1979, $1,405,770 was needed for 
entry into this class for 2001.  This represents a more 
than 500-percent increase.  Also, while $79,679 of 
retrospective income was needed to enter the top 1-
percent size class for 1979, $323,861 was needed for 
entry into this size class for 2001, an increase of 306 
percent.  For the top 20 percent, the threshold increased 
by 159 percent, and, for the bottom 20 percent, the 
increase was only 124 percent.  Since much of these 
increases are attributable to inflation, we computed 
constant dollar thresholds, using the Consumer Price 
Index.12 


 


What is most striking about these data are the changes 
between 1979 and 2001 for the various income-size 
percentile thresholds (see Figure A).  For example, the 
threshold for the top 0.1 percent grew (using a 1982-
1984 base) from $321,679 for 1979 to $793,772 for 
2001, an increase of 147 percent.  Similarly, the 
threshold for the taxpayers in the 1-percent group rose 
from $109,751 for 1979 to $182,869 for 2001, an 
increase of over 66 percent.  However, the thresholds 
for each lower percentile class show smaller increases 
in the period; the top 20-percentile threshold increased 
only 6.1 percent, and the 40-percent and all lower 
thresholds all declined. 
 
Income shares 
The share of income accounted for by the top 1 percent 
of the income distribution has climbed steadily from a 
low of 9.58 percent (3.28 for the top 0.1 percent) for 
1979 to 18.22 percent (8.13 for the top 0.1 percent) for 
2001. While this increase is quite steady, there were 
some significantly large jumps, particularly for 1986, 
due to a surge in capital gains realizations after the 
passage, but before implementation, of the Tax Reform 
Act of 1986 (TRA).  The top 1-percent share also 
increased for 1996 through 2000, when sales of capital 
assets also grew considerably each year.  Notable 
declines in the top 1-percent share occurred in the 
recession years of 1981, 1990-1991, and 2001. 
 
This pattern of an increasing share of total income is 
mirrored in the 1-to-5 percent class but to a 
considerably lesser degree.  For this group, the income 
share increased from 12.60 percent to 15.12 percent in 
this period.  The 5-to-10 percent class’s share of income 
held  fairly  steady  over  this  period,  going from 10.89 


 


Figure A-Constant Dollar Income Thresholds, 1979-2001 (1982-84=100)
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percent for 1979 to 11.12 percent for 2001.  The shares 
of the lower percentile-size classes, from the 10-to-20 
percent classes to the four lowest quintiles, show 


declines in shares of total income over the 23-year 
period (see Figure B).  
  
Tax Shares -- Income Tax 
The share of income taxes accounted for by the top 1- 
percent also climbed steadily in this period, from 
initially at 19.75 percent (7.38 for the top 0.1 percent) 
for 1979, then declined to a low of 17.42 percent (6.28 
for the top 0.1 percent) for 1981, before rising to 36.30 
percent (18.70 for top 0.1 percent) for 2000 (Figure C).  


The corresponding percentages for 2000 for the 1-
percent and 0.1-percent groups are 37.68 and 19.44 
percent, respectively, accounting for the 2000 tax 
rebate, which is discussed below.  For the recession 
year of 2001 with its large decline in net gains from the


sale of capital assets, these shares declined to 32.88 
percent for the top 1-percent and 15.78 for the top 0.1-
percent group.  As with incomes, there were some years 
with unusually large increases though a common 


feature for these years was double-digit growth in net 
capital gains.7,8 


 
The 1-to-5 percent size class exhibited relatively 
modest change in its share of taxes, increasing from 
17.53 percent to 19.62 percent in the period.  The 5-to-
10 percent class, and all lower income-size classes, had 
declining shares of total tax.   
 
Average tax rates -- Income Tax 


What is most striking about these data is that the levels 
of the average tax burdens increase with income size in 
most years (the only exceptions being 1986 for just the 
two  highest  groups).   The  progressive   nature of   the  


Figure B-Income Shares by Income Percentile Size-Classes, 1979-2001
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Figure C-Tax Shares by Income Percentile Size-Classes, 1979-2001
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individual income tax system is clearly demonstrated. 
 
Despite the fact that the overall average tax rate 
remained virtually the same for 1979 and 2001, the 
average rate for all but the very lowest size class 
actually declined.13 While this at first appears to be 
inconsistent, it is clear how this did in fact occur -- over 
time, an increasing proportion of income has shifted to  
the upper levels of the distribution where it is taxed at 
higher rates (see Figure D).  


As for the tax share data, accounting for the 2000 rebate 
had a significant effect, lowering the overall average 
tax rate from 14.85 to 14.28 percent.  A combination of 
lower marginal tax rates, larger child tax credits, and 
recession caused this rate to decrease to 13.96 percent 
for 2001. 
 
In examining the average tax data by income size, four 
distinct periods emerge.  First, the average tax rates 
were generally climbing up to the implementation of 
the Economic Recovery Tax Act (ERTA) effective for 
1982.  This was an inflationary period, and, prior to 
indexing of personal exemptions, the standard 
deduction,  and  tax  brackets,  which  caused many tax- 
payers to face higher tax rates.  (Indexing became a 
permanent part of the tax law for Tax Year 1985.6)  
Also, this period marked the recovery from the 
recession in the early 1980’s. 
 
Similarly, average taxes also climbed in the period after 
1992, the period affected by the Omnibus Budget and 
Reconciliation Act (OBRA).  This was not surprising 
for the highest income-size classes, ones affected by the 
OBRA-initiated 39.6-percent top marginal tax rate, but 
the average tax rate increases are also evident in the 


smaller income-size classes for most years in the 1993 
to 1996 period as well. 
 
For the majority of intervening years (i.e., 1982 through 
1992), average tax rates generally declined by small 
amounts for most income-size classes, although the 
period surrounding the implementation of the 1986 Tax 
Reform Act (TRA) gave rise to small increases in some 
classes.  Despite the substantial base broadening and 
rate lowering initiated by TRA, for most income-size 


classes, the changes to average rates were fairly small.  
However, it should be kept in mind that individuals can 
and do move between income-size classes. 
 
The rates for the top 0.1 percent clearly show the 
effects of the 1986 capital gains realizations, in 
anticipation of the ending of the 60-percent long-term 
gains exclusion, which began in 1987.  The average tax 
rate for this income-size class dropped for 1986, but it 
rose sharply for 1987, before dropping again for each of 
the next 3 years. 
 
To assess what happened, it is important to look at the 
underlying data.  The substantial increase in capital 
gains realizations for 1986 swelled the aggregate 
income and tax amounts for upper income classes and 
also raised the income thresholds of these top classes.  
However, since much of the increase in income for 
these size classes was from net long-term capital gains, 
which had a maximum effective tax rate of 20 percent, 
it is not surprising that the average tax rate for these top 
size classes declined. 
 
Last, are those years affected by the Taxpayer Relief 
Act of 1997 (1997 through 2001), where the top rate on  


Figure D-Average Tax Rates by Size-Classes, 1979-2001
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long-term capital gains was reduced significantly from 
28 to 20 percent.  For 1997, the first year under this 
law, when the lower rates were only partially in effect, 
the average tax rate fell for the top 0.1-percent group of 
taxpayers but increased for all other groups.  However, 
for 1998, the first full year under lower capital gains 
rates, all groups up to and including the 40-to-60 
percent class had reduced average tax rates (while the 
lowest two quintiles had virtually the same average tax 
rates).   For all groups (except for the 20-40 and the 60-
to-80 percent groups in 1999), the average rates 
returned to increasing for both 1999 and 2000.    
 
The Economic Growth and Tax Relief Reconciliation 
Act of  2001 (EGTRRA) further  reduced  marginal  tax  


 
rates over several years.  One of these reductions was 
an introduction of a 10-percent bracket on the first 
$6,000 ($12,000 if married filing a joint return) of 
taxable income.  In an attempt to fuel a recovery from 
recession, this reduction was introduced retroactively in 
the form of a rebate based on Tax Year 2000 filings.  
Therefore, we simulated the rebate on the Tax Year 
2000 Individual File to see its effects on average tax 
rates. When the rebate is taken into account, the 
average rates for 2000 decreased for all groups, except 
for the top 0.1 and the 1-to-5 percent, reversing the pre-
rebate increases. Tax Year 2001 was a mixture of 
increases and decreases in average tax rates by income 
group.  Most groups paid higher average taxe s; 
however, the 1-to-5 and 5-to-10 percent groups paid 
lower average taxes along with the bottom 20-percent 
group. 
 
Tax shares --Income Plus Social Security Tax 
For individual taxpayers, social security taxes compose 
a fairly large portion (about 37 percent for 1999) of the 
Federal  tax  burden.14  To  broaden   our   analysis,  we  


 
merged data from W-2’s with individual income tax 
records for the years 1979, 1989, and 1999.  Total 
social security taxes included self-employment taxes 


and taxes on tips reported on tax returns and two times 
the social security taxes (representing both the 
taxpayers’ and the employers’ shares) reported on W-
2’s.  The employers’ share of this tax was added into 
retrospective income, as well.  To further help our 
analysis, the U.S. Treasury Department’s Office of Tax 
Analysis (OTA) model was used to simulate the effect 
of the two new tax laws (EGTRRA) and the Jobs and 
Growth Tax Relief Reconciliation Act of 2003 
(JGTRRA), on the 1999 data.15    
 
Even including social security taxes, the shares of the 
higher income groups increased (the top 0.1-percent 
group’s share more than doubled from 5.06 percent for 
1979 to 11.05 percent for 1999), while the shares of the  


 
lower income groups (each group from the 10-to-20  
percent group and lower) declined (see Figure E).  
However, when we simulated all of the provisions of 
EGTRRA/JGTRRA on 1999 data, tax shares for the top 
two groups (the 0.1 and the 0.1-to-1 percent groups) 
declined from 1999 levels, while all other groups 
increased.  Still, for these two groups and the 1-to-5 
percent, the tax shares were still higher than 1989 
levels.  Interestingly, the 1-to-5 percent group is the 
only group whose share increased from 1989 to 1999 
(from 15.42 to 16.84 percent) and then increases again 
(to 17.85 percent) under new tax law provisions.  This 
is most likely due to the effect of the alternative 
minimum tax (AMT) offsetting lower marginal and 
capital gain rates for this group of taxpayers.                  
 
Average Tax Rates Including Social Security Taxes 
Unlike the tax shares data, average taxes, including 
social security taxes, vary considerably over time from 
average income taxes.  Including social security taxes 
for 1979, the overall tax system (like the income tax 
system) was progressive, with each higher income class 


 
paying a higher percentage average tax than the classes  
preceding them (see Figure F).  However, this is not 
entirely true for any of the other years that we merged 


Figure E-Tax Shares Including Social Security Taxes by Percentile Size-Classes, 1979-2001
          Year Top 0.1%   0.1-1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%


1979 5.06 8.97 14.69 11.87 17.70 58.28 22.97 12.42 5.12 1.22
1989 6.29 9.43 15.42 12.51 17.63 61.29 21.94 11.18 4.44 1.15
1999 11.05 12.27 16.84 12.03 15.98 68.17 18.83 9.28 3.09 0.63


1999 JGTRRA 9.52 11.31 17.75 12.50 16.39 67.47 19.22 9.54 3.11 0.65


Figure F-Average Tax Rates (Including Social Security Taxes) by Percentile Classes, 1979-2001
           Year Total < 0.1% 0.1 - 1%   1-5%    5-10%  10-20%   20-40%   40-60%   60-80% Low 20%


1979 20.71 31.92 29.50 24.14 22.59 21.63 19.89 17.35 12.65 8.72
1989 22.24 23.33 24.22 24.84 25.09 23.90 22.37 19.29 13.93 11.47
1999 23.59 27.51 26.70 25.97 26.18 24.96 23.22 19.70 11.83 7.29


1999 JGTRRA 21.90 22.57 23.34 25.76 25.48 23.81 21.58 18.25 10.94 6.97







income tax with W-2 data. For 1989, the system was 
progressive up to the 5-to-10 percent income class.  
Above this level, each successively higher income class 
paid a lower rate than the ones below them, falling to 
23.33 percent for the top 0.1-percent income group.  In 
fact, for 1989 the top 0.1-percent group faced a lower 
rate than all groups from the 10-to-20 percent income 
group and higher.  The highest rate for that year was 
paid by those individuals in the 5-to-10 percent income 
group at 25.09 percent, 1.76 percentage points higher 
than those in the 0.1-percent group.   
 
In contrast, the 5-to-10 percent group paid an average 
tax of 22.59 percent in 1979, 9.33 percentage points 
lower than those in the 0.1-percent group.  A large 
reason for this increase in rate for the 5-to-10 percent 
group was the increase in social security taxes.  For 
1979, wage earners and their employers paid a 
combined rate of 8.1 percent in social security taxes on 
earnings up to $22,900.  By 1989, this had increased to 
13.02 percent on earned income up to $48,000.   For 
1999, this had further increased to 15.3 percent on 
earned income up to $72,600.  Furthermore, for 1999, 
for any earned income above the $72,600 maximum, 
the employee and employer continued to pay Medicare 
taxes at a combined rate of 2.9 percent.   
 
Despite this rise in social security taxes, 1999 combined 
average taxes returned to a mostly progressive system.  
The only exception to this progressive tax structure was 
the 5-to-10 percent income group, who paid higher 
average rates (26.18 percent) than the 1-to-5 percent 
income group (25.97 percent).  However, the 0.1-to-1 
percent and the 0.1-percent income groups paid the 
highest average taxes at 26.70 and 27.51 percent.   
 
When we simulated the provisions of the two new tax 
laws (EGTRRA and JGTRRA) on 1999 data (without 
allowing for the sunset provisions), the overall tax 
system returns to a system looking more like 1989 than 
1999.  Under the simulation, average tax rates continue 
to increase until the 1-to-5 percent income class (who 
pay the highest average tax at 25.76 percent).  From 
there, average taxes fall to 23.34 percent for the 0.1-to-
1 percent income group and decline further to 22.57 
percent for the 0.1-percent income group.  Both of these 
groups would pay a lower average tax than individuals 
in the 10-to-20 percent income class.  The highest 
income group winds up paying an average tax that is 
less than all of the groups above the 20-to-40 percent 
class.  Under the new laws, the 0.1-percent group would 
pay average taxes that are 3.19 percentage points less 
than the 1-to-5 percent income group, 2.91 percentage 
points less than the 5-to-10 percent income group, and 
1.24 less than the individuals in the 10-to-20 percent 
group. In fact, under the provisions of 


EGTRRA/JGTRRA, the individuals in the 0.1-percent 
group wind up paying less than one percentage point 
(0.99) more than the 20-to-40 percent income group.  In 
contrast, the highest income group paid average 
combined taxes of 12.03 percentage points higher than 
the 20-to-40 percent income group in 1979 and 4.29 
percentage points higher than this group under existing 
1999 laws. 


Analysis of Gini Coefficients 
 
To further analyze the data, we estimated Lorenz curves 
and computed Gini coefficients for all years. The 
Lorenz curve is a cumulative aggregation of income 
from lowest to highest, expressed on a percentage basis. 
To construct the Lorenz curves, we reordered the 
percentile classes from lowest to highest and used the 
income thresholds as “plotting points” to fit a series of 
regression equations for each income-size interval in 
the 23 years, both before- and after-taxes. 
 
Once the Lorenz curves were estimated for all years, 
Gini coefficients were calculated for all 23 years for 
before-  and  after-tax and  are  presented  in  Figure  G.  


1979 0.469 0.439 0.030 6.3


1980 0.471 0.441 0.031 6.5


1981 0.471 0.442 0.029 6.2


1982 0.474 0.447 0.027 5.7


1983 0.482 0.458 0.025 5.1


1984 0.490 0.466 0.024 4.9


1985 0.496 0.471 0.024 4.9


1986 0.520 0.496 0.024 4.6


1987 0.511 0.485 0.026 5.1


1988 0.530 0.505 0.026 4.8


1989 0.528 0.504 0.024 4.6


1990 0.527 0.503 0.024 4.5


1991 0.523 0.499 0.024 4.6


1992 0.532 0.507 0.025 4.7


1993 0.531 0.503 0.028 5.2


1994 0.532 0.503 0.028 5.3


1995 0.540 0.510 0.029 5.4


1996 0.551 0.521 0.030 5.5


1997 0.560 0.530 0.030 5.4


1998 0.570 0.541 0.029 5.1


1999 0.580 0.550 0.030 5.2


2000 0.588 0.558 0.031 5.2


2000 Rebate 0.588 0.557 0.032 5.4


2001 0.564 0.534 0.030 5.4


Figure G-Gini Coefficients for Retrospective Income, Before
and After Taxes, 1979 – 2001
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Gini Before 


Tax
Gini After 


Tax Difference
Percent 


Difference







The Gini coefficient, which is a measure of the degree 
of inequality, generally increased throughout the 23-
year period signifying rising levels of inequality for 
both the pre- and post-tax distributions.  This result was 
not unexpected since it parallels the rising shares of 
income accruing to the highest income-size classes. 
Over this period, the before-tax Gini coefficient value 
increased from 0.469 for 1979 to 0.588 (25.4 percent) 
for 2000, while the after-tax Gini value increased from 
0.439 to 0.558 for a slightly higher percentage increase 
(25.5 percent). The recession in 2001 actually 
decreased the levels of inequality to 0.564 (pre-tax) and 
0.534 (after-tax). 
 
So what has been the effect of the Federal tax system 
on the size and change over time of the Gini coefficient 
values?  One way to answer this question is to compare 
the before- and after-tax Gini values.16 Looking at this 
comparison, two conclusions are clear. First, Federal 
income taxation decreases the Gini coefficients for all 
years.  This is not surprising in that the tax rate 
structure is progressive, with average rates rising with 
higher incomes—so, after-tax income is more evenly 
distributed than before-tax income.  A second question 
is whether the relationship between the before-tax and 
after-tax Gini coefficient values has changed over time.  
From G, the after-tax series closely parallels the before-
tax series, with reductions in the value of the Gini 
coefficient ranging from 0.024 to 0.032.  The largest 
differences, which denote the largest redistributive 
effect of the Federal tax system, have generally been in 
the periods of relatively high marginal tax rates, 
particularly 1979-81 and for 1993 and later years. In 
fact, simulating the tax rebate for Tax Year 2000 results 
in the largest difference (0.032) over all the years.  If 
this were the only change in marginal rates of the new 
tax law (EGTRRA), the results would be to increase the 
redistributive effects of Federal taxes.  However, for 
Tax Year 2001 and beyond, the marginal rates of higher 
income classes will also be reduced over time until the 
highest rate will be reduced from its current value of 
39.6 percent to 35 percent for 2003.  The effects of the 
new tax laws   ( EGTRRA / JGTRRA )  can be  seen  in  
 
 
 


Figure H.  This figure illustrates Gini values before and 
after taxes when including social security taxes with 
income taxes.  The new law decreases the difference 
between before- and after-tax Gini values for 1999 from 
0.025 to 0.022.  
 
To investigate further, the percentage differences 
between before- and after-tax Gini values were 
computed and are shown as the fourth column in Figure 
G.  These percentage changes in the Gini coefficient 
values, a “redistributive effect,” show a decline ranging 
from 4.5 to 6.5 percent.  As for the differences, the 
largest percentage changes are for the earliest and 
years, a period when the marginal tax rates were high.  
The largest percentage reduction was for 1980, but the 
size of the reduction generally declined until 1986, 
fluctuated at relatively low levels between 1986 and 
1992, and then increased from 1993 to 1996.  However, 
coinciding with the capital gains tax reduction for 1997, 
the percentage change again declined for 1997 and 
1998.  Nevertheless, it increased for 1999, 2000 and 
2001 (although the 2001 percentage increased slightly 
if the rebate is included with the 2000 data). 
 
Figure H shows the Gini coefficients for before and 
after tax (including social security taxes) for 1979, 
1989, 1999, and 1999 incorporating the new tax laws. 
The differences between before and after tax are much 
smaller than for the income tax, ranging from 0.018 for 
1989 to 0.025 for 1979.  This results in percentage 
differences of 3.4 percent to 5.4 percent.  In all years, 
except 1999, the after-tax Gini coefficients are 
somewhat higher than those that result from simply 
including income taxes.   
 
So what does this all mean?  First, the high marginal tax 
rates prior to 1982 appear to have had a significant 
redistributive effect.  But, beginning with the tax rate 
reductions for 1982, this redistributive effect began to 
decline up to the period immediately prior to TRA 
1986. Although TRA became effective for 1987, a 
surge in late 1986 capital gains realizations (to take 
advantage  of  the  60-percent   long-term  capital  gains  
 
 
 


1979 0.469 0.444 0.025 5.354


1989 0.529 0.511 0.018 3.415
1999 0.574 0.549 0.025 4.340


1999 JGTRRA 0.574 0.553 0.022 3.790


Figure H-Gini Coefficients for Retrospective Income (Including Social Security Taxes), 
Before and After Taxes, 1979 - 2001
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exclusion) effectively lowered the average tax rate for 
the highest income groups thereby lessening the 
redistributive effect. 
 
For the post-TRA period, the redistributive effect was 
relatively low, and it did not begin to increase until the 
initiation of the 39.6-percent tax bracket for 1993.  But 
since 1997, with continuation of the 39.6-percent rate 
but with a lowering of the maximum tax rate on capital 
gains, the redistributive effect again declined.  It 
appears that the new tax laws will continue this trend.   
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Background 
The National Research Program (NRP) is a comprehensive effort by the IRS to measure—at a strategic 


level—the voluntary filing, reporting and payment compliance behaviors of U.S. taxpayers.  As we pointed 


out in an earlier paper (Brown and Mazur, 2003), measuring taxpayer compliance for the Internal Revenue 


Service (IRS) is analogous to measuring the net profit for a private sector business.1  Both are summary, 


bottom-line measures of the effectiveness of the organization.  A company’s management would have a 


very incomplete picture of the organization’s operations without being able to compute net profits on a 


periodic basis.  Similarly, the IRS could have a very distorted view of its operations if it did not develop 


up-to-date measures of taxpayer compliance.   


Taxpayer compliance is a multi-faceted measure.  One theoretically appealing way to define taxpayer 


compliance is to consider three distinct types of compliance: payment compliance; filing compliance; and 


reporting compliance.2   These three mutually exclusive and exhaustive measures together provide a 


comprehensive look at overall taxpayer compliance, which would feed into estimates of the Tax Gap (the 


difference between taxes paid and taxes owed for all federal taxes and all taxpayers). 


The chart in the Appendix, called the Tax Gap Map, provides a detailed look at the components of the tax 


gap, which for tax year 1998 was estimated at just over $280 billion,3 along with an indication of the 


reliability of the estimates.  There are three characteristics of the Tax Gap Map worth noting.  First, 


definitive data exists only for a few component items, primarily the estimates of payment compliance and 


those for reporting compliance for the Earned Income Tax Credit and for Duplicate Dependents.4  The 


other estimates all represent projections from earlier studies, primarily the Taxpayer Compliance 


Measurement Program (TCMP) studies done by the IRS in the 1980s and earlier.  Second, these projections 


from dated compliance studies cannot possibly account for all the changes (tax and non-tax) that have taken 


place over the passing years.  Therefore, the estimates should be viewed as rough guides to the magnitude 


of the tax gap components, despite the seeming precision of the estimates.  Third, despite the imprecision 


of the estimates, it is likely that the largest components of the tax gap are noncompliance with the reporting 


requirements for the individual income tax and employment taxes.  This should not be surprising given that 


these are the two largest components for federal tax revenue.5 
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There are very few instances of recent reporting compliance estimates, which are based on specific, 


targeted studies the IRS has conducted.  One example is the Earned Income Tax Credit, where the IRS has 


conducted fairly reliable compliance studies for tax years 1997 and 1999.6  In general, though, the most 


recent comprehensive studies on reporting compliance relate to tax years the late 1980s.  As the IRS 


conducts studies of payment, filing, and reporting compliance, the estimates of tax gap components will be 


updated and refined and confidence in the estimates will grow. 


The IRS is charged with maintaining the integrity of the federal tax system, the IRS must realize its 


organizational goals and strategic objectives.  To meet this challenge, the IRS strategic planning and 


budgeting process provides a formal, structured environment for establishing strategic direction, 


determining resource levels to support the priorities and projects stemming from that direction, and 


evaluating performance results.  It is both cyclical and iterative, and is dependent upon rigorous research 


and analysis.7  


As part of the strategic planning process, the IRS requires regular estimates of taxpayer compliance with 


federal income tax laws, along with contributing factors, since patterns of noncompliance in the population 


can be expected to change over time.  Developing these measures, and making them available on a regular 


basis will permit the IRS rely on the compliance measures as strategic performance indicators. 


The three measures provide different views of the compliance puzzle, and when placed next to one another 


provide a comprehensive picture of the overall level of compliance.  The filing compliance measure tracks 


the percent of required returns that are timely filed.  The reporting compliance measure tracks the percent 


of true tax liability that is correctly reported.  The payment compliance measure tracks the percent of 


reported tax that is timely paid.  The remainder of this paper provides a closer examination of the specific 


compliance measures followed by a discussion of how the strategic compliance measures relate to existing 


operational measures that target enforcement of the Tax Code. 
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Filing Compliance 
The NRP filing compliance measures will ultimately provide information about the number of U.S. 


taxpayers who voluntarily file their tax returns in a timely manner, as well as an estimate of the uncollected 


tax revenue associated with taxpayers not meeting their filing responsibilities. 


The IRS has developed two strategic filing compliance measures: the Filing Rate and the Nonfiling Tax 


Gap.  The IRS has defined the Filing Rate as the percentage of the taxpayer population with a filing 


requirement that filed timely returns, while the Nonfiling Tax Gap is the dollar amount of unpaid taxes due 


from delinquent and non-filed returns.  The two measures are somewhat complementary to one another in 


that the Filing Rate captures the frequency of voluntary filing compliance while the Nonfiling Tax Gap 


captures the dollar amount of taxes foregone attributed to filing noncompliance. 


The Filing Rate calculation for individual taxpayers uses data from two sources: the Current Population 


Survey (CPS) from the Census Bureau and a database maintained by the IRS. The denominator (the 


number of those with a filing requirement) is estimated from the CPS. The numerator (the number of 


returns with a filing requirement that are filed timely) is estimated from IRS sources. 


The Nonfiling Tax Gap is the difference between what non-files owed in tax less what they may have 


already paid (for example, through withholding).  For individuals it will be estimated using Census and IRS 


data.  The CPS will again be used to estimate the amount of taxes owed by taxpayers with a filing liability.  


The IRS data will be used to determine which taxpayers filed and how much they paid in tax if they did not 


file.  Due to the concerns for data co-mingling, IRS will not perform this analysis and will receive only 


summary tables for the nonfiling estimates. 


The issue of filing compliance is not trivial.  As the following chart shows, the Filing Rate for individual 


taxpayers in tax year 2000 was estimated to be 90.7 percent.  And while the Filing Rate appears to have 


climbed in the four most recent consecutive years8, we estimate that more than 11 million taxpayers are 


either filing their returns late or not at all. 
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Figure 1 
Individual Income Tax Filing Rates: Tax Years 1992 through 2000 
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The data that drives the strategic filing compliance measures have a several fairly small limitations, with 


the most prominent of these being the scope of coverage.  The Filing Rate and Nonfiling Tax Gap are 


available for individual taxpayers only, and it is unlikely that we could provide a breakdown of individual 


filers into smaller groupings, such as small business owners or wage-earners.  Data sources for tax entities 


other than individuals simply do not exist, and reporting inconsistencies make it difficult to determine the 


grouping to which a nonfiler belongs.9  


A second limitation to the Filing Rate data is their development time.  The IRS will publish the Filing Rate 


on an annual basis (by tax year), but each release will occur about 18 months after the end of each tax year.  


For example, the IRS announced the Filing Rate for tax year 2000 in October 2002.10 
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Status 


The IRS has completed development of the Filing Rate measure and reports it annually at the end of each 


fiscal year.  The Filing Rate now exists from Tax Year 1992 through Tax Year 2000.  Data for Tax Year 


2001 will be available at the end of September 2003. 


The IRS is awaiting summary-level tables from the Non-filing Tax Gap study for 2001 to create data the 


measure.  The IRS will have payment data for non-filers (such as withholding) to complement the Non-


filing Tax Gap by the end of calendar 2003. 


Payment Compliance 


The IRS has developed two strategic payment compliance measures: the Voluntary Payment Compliance 


Rate (VPCR) and the Cumulative Payment Compliance Rate (CPCR).  The IRS has defined the VPCR as 


the percentage of the total tax paid timely on timely filed returns relative to the total tax reported on timely 


filed returns, while the CPCR is defined as the percentage of tax paid on timely filed returns to a given date 


relative to the total tax reported on timely filed returns.  The IRS designed the cumulative measure (CPCR) 


to account for the revenue flow associated with timely filed returns over time.11   The two measures 


complement one another in that the VPCR captures the initial payment compliance of timely filers while 


the CPCR captures subsequent payments associated with those timely filed returns. 


Both the VPCR and the CPCR use the IRS master file databases as the source of the data for their 


calculations.  Unlike the filing and reporting compliance measures, the IRS possesses complete payment 


compliance data for each taxpayer and can develop payment compliance measures relying solely on 


internal data. 


As the following Table shows, the IRS estimates that the VPCR for all taxpayers in Tax Year 2000 was 


98.7 percent, up slightly from the VPCR in the two previous years.  While that percentage is reasonably 


high, it means that business and individual taxpayers did not forward to the IRS in a timely manner more 


than $31 billion identified on their tax returns as the tax liability.   
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Table 1 
Payment Compliance Rates 
(Tax Gap figures are in $Millions) 
 
 
 
 
 
 
 
 
 
 
 
 
Because the data for the payment compliance measures cover the entire population of timely filers, the only 


limits on the analysis using these measures would be those associated with the reliability of the data and the 


programs to access the data.12   At present, the NRP Office creates tables that report the VPCR and CPCR 


by IRS Operating Division, by tax year, and by type of tax to meet the IRS needs for strategic performance 


measures. 


Status 


The IRS has completed development and programming and is now generating both the Voluntary and 


Cumulative Payment Compliance Rates on a regular basis.  The IRS has both measures for Tax Years 1999 


through 2001.  The preliminary VPCR for Tax Year 2002 will be available in October 2003, with the final 


measure available in January 2004. 


Reporting Compliance 


The most widely known program under NRP is a reporting compliance measurement study of individual 


taxpayers.  NRP has designed a study that will provide the same level of reporting compliance data as the 


earlier Taxpayer Compliance Measurement Programs (TCMP) and will also significantly reduce burden 


levels of participating taxpayers.  


The IRS’s reporting compliance measure (the Voluntary Reporting Rate) is the proportion of tax liability 


accurately reported on timely filed returns.  Past reporting compliance studies for the individual income tax 


(the last of which was conducted for tax year 1988) yielded reporting compliance estimates in the 91 


percent to 92 percent range.  In these previous reporting compliance studies, IRS generally reported the 


1999 2000 2001
Gross Underpayment Tax Gap $36,403 $41,156 $31,654
VPCR 98.4% 98.4% 98.7%
Net Underpayment Tax Gap After 1 Year $14,697 $15,775
CPCR 99.4% 99.4%
Net Underpayment Tax Gap After 2 Years $13,764
CPCR 99.4%


All Taxpayers
All Taxes
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Voluntary Compliance Level (VCL), which included only the amounts of tax liability under-reported in the 


denominator.  However, note that the denominator of the VRR includes an estimate of the amount of tax 


misreported.13   This refinement of the compliance measure more appropriately accounts for inadvertent 


over-reporting of income and, hence tax liability. 


There are two categories of data sources related to reporting compliance.  The first is the source of the data 


the IRS will use for its case building and classification exercises.  The second is the source of the data the 


IRS will use to create the various strategic reporting compliance measures. 


Case building is the process of adding information from a variety of systems and data sources (known as 


case building tools) to the case file, both from IRS and non-IRS sources, prior to the examiner contacting 


the taxpayer (if necessary).  Case building allows the IRS to make maximum use of available data and to 


focus taxpayer contacts on items that cannot otherwise be verified.  This is a key element o f the approach 


to reduce taxpayer burden.  Some examples of the information use in case building are prior year tax 


returns, banking reports on large cash transactions, and data on real estate transactions 


Many of the case building tools to be used by NRP are not new, but have been successfully used by various 


areas of the IRS.  What is new and unique about NRP case building is that the data sources are collectively 


applied to each return in the sample in a way that facilitates improved analysis and enhanced decision 


making by NRP examiners.  These examiners all received training to understand and use these tools and 


have been given management support and sufficient time to maximize use of the data.14   


The second category is that data the IRS will use to compute the VRR.  The data for the strategic reporting 


compliance measures will come from the NRP study itself.  Since access to the data is fundamental to its 


use, the IRS plans to ensure that the NRP results are easily accessible to analysts throughout the Service. 


Obviously, the NRP reporting compliance study has numerous analytical purposes.  The sample design will 


yield a wealth of information, but it will not provide enough data to answer all potential questions 


regarding individual income tax compliance, given resource and burden constraints.15 


It is also important to realize that the last national compliance study conducted by the IRS was based on 


Tax Year 1988 filings, and used a substantially different method for auditing taxpayers.  Furthermore, there 
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have been many tax law and economic changes over the past 13 years, so any analyses comparing the 


TY1988 and TY2001 data must be viewed with caution. 


Status 


The individual income tax compliance study is in full swing.  The IRS has selected the entire sample of 


46,860 returns, has built case files for virtually the entire sample, and has trained the classifier and 


examiner work forces that will conduct those aspects of the study.  Classifiers had reviewed more than 


42,000 returns by the end of May, and examiners had contacted more than half the study participants during 


that time.  By early June, the IRS had closed nearly 5,000 cases, including those returns accepted at 


classification.  The IRS expects preliminary results from the study to be available sometime in calendar 


year 2004. 


Interaction among the Measures 


The NRP strategic measures examine different aspects of compliance behavior and are designed to 


complement one another.  The design of the measures prevents any double-counting of noncompliance in 


the estimate of the Tax Gap.  For example, by eliminating delinquent returns from the payment and 


reporting compliance measures the IRS ensures that late- or non-filing issues do not affect those other 


measures.  The three classes of compliance measures are designed to answer three questions in order. 


1. Did the taxpayer file on time? 


If the answer to this question is no, the associated noncompliance is captured by the filing 


compliance measures.  If the answer is yes, one can proceed to the next question. 


2. Did the taxpayer report his/her tax liability accurately? 


If the answer to this question is no, the associated noncompliance is captured by the filing 


compliance measures.  After determining the appropriate reporting compliance, one can proceed to 


the next question. 


3. Did the taxpayer pay the full amount he/she reported as tax liability? 


If the answer to this question is no, the associated noncompliance is captured by the payment 


compliance measures. 


Each form of noncompliance will affect the overall Tax Gap.  The following table illustrates the 


relationships between the measures using a hypothetical case of ten taxpayers, each with a tax liability of 
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$1,000.  In the baseline (optimal) case, each of the ten taxpayers is fully compliant with regard the strategic 


filing, reporting and payment measures.  In this case there is no Tax Gap.  In the next three columns, we 


examine the impact on the Tax Gap by three types of noncompliance in isolation, each of which leaves the 


overall voluntary compliance rate (the percentage of what the IRS receives in tax revenue to the total due to 


the IRS) at 90 percent or higher.  The final column points to the impact of the Tax Gap and the overall 


voluntary compliance rate when these various forms of noncompliance combine.  The compounding of 


minimal noncompliance may yield a significant drop in the overall compliance rate. 


Table 2 
Interaction of IRS Compliance Measures and Impacts on the Tax Gap 


Baseline Case Filing Compliance  Reporting Compliance  Payment Compliance  Cumulative Effects  


Each taxpayer files and pays 
timely, and reports accurately.


One taxpayer fails to file. One taxpayer under reports 
tax liability by $150; 
another under reports tax 
liability by $300. 


Three taxpayers pay only 
$900 of their $1,000 
liability. 


One nonfiler, two under 
reporters, three under payments


Filing Rate = 10 filed timely / 
10 required to file = 100% 


Filing Rate = 9/10 = 90% Filing Rate = 10/10 = 100% Filing Rate = 10/10 = 100% Filing Rate = 9/10 = 90% 


Voluntary Reporting Rate 
(VRR) = $10,000 reported / 
$10,000 liability = 100% 


VRR = $9,000/$9,000 = 
100% 


VRR = $9,550/$10,000 = 
95.5% 


VRR = $10,000/$10,000 = 
100% 


VRR = $8550/$9,000 = 95.0% 


Voluntary Payment 
Compliance Rate (VPCR) = 
$10,000 paid timely / $10,000 
reported = 100% 


VPCR = $9,000/$9,000 =  
100% 


VPCR = $9,550/$9,550 = 
100% 


VPCR = $9,7000/$10,000 
= 97% 


VPCR = $8,250/$8,550 = 96.7% 


Treasury receives $10,000 of 
potential $10,000. 
Voluntary Compliance Rate 
(VCR) = $10,000/$10,000 = 
100% 


Treasury receives $9,000 
of potential $10,000. 
VCR = $9,000/$10,000 = 
90% 


Treasury receives $9,550 
of potential $10,000 
VCR = $9,550/$10,000 = 
95.5% 


Treasury receives $9,700 
of potential $10,000. 
VCR = $9,700/$10,000 = 
97% 


Treasury receives $8,250 of a 
potential $10,000. 
VCR = $8,250/$10,000 = 82.5% 


Tax Gap = $0 Nonfiling Tax Gap = $1,000 Underreporting Tax Gap = 
$450 


Underpayment Tax Gap = 
$300 


Nonfiling Gap           = $1,000 
Underreporting Gap =    $450 
Underpayment Gap =     $300 
Total Tax Gap          = $1,750 


 


Uses of Strategic Compliance Measures 
The primary use of these strategic measures is to provide the Commissioner and other senior IRS 


executives with an indication of the current state (and recent trends) of the voluntary compliance behaviors 


of U.S. taxpayers.  The ultimate goal of the measures is to provide benchmarks against which the IRS can 


evaluate the effectiveness of programs designed to improve taxpayer compliance with the Tax Code. 


The Filing Rate and Nonfiling Tax Gap will assist IRS management in the evaluation of efforts to improve 


voluntary filing compliance.  As the IRS undertakes specific operational filing compliance efforts, the 


Filing Rate and Nonfiling Tax Gap could provide a means of assessing the effectiveness of those 
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operational measures.  However, this is predicated on developing linkages between the operational efforts 


and the strategic measures. 


Similarly, the VPCR and CPCR will help the IRS evaluate efforts to improve voluntary payment 


compliance.  We foresee an eventual linkage between operational payment compliance measures and these 


strategic measures, and when that occurs, the VPCR and CPCR could provide a means of assessing the 


effectiveness of those operational efforts. 


The reporting compliance study of individual taxpayers has several desired outcomes or goals.  One goal is 


to gather the sort of strategic information about taxpayer compliance behavior that will allow the IRS to 


better allocate its resources to enforcement and other activit ies.  A second goal recognizes the deterioration 


of the workload selection formulas in use, due to the reliance on dated data.  In recent years, the percentage 


of audits closed with no tax change has been increasing (see Figure 2 below).  The increased “no change” 


rate means that the IRS is devoting resources to unproductive examinations and that compliant taxpayers 


are being unnecessarily burdened.  A third goal is to collect data that will provide insight into the causes of 


reporting errors, to aid in providing improved taxpayer service.  For example, if examinations turn up 


systematic compliance errors on particular items for otherwise compliant taxpayers, the IRS may be able to 


address the source of these errors through redesigned forms, better communications, improved taxpayer 


education, or perhaps even through legislative changes.  Finally, a fourth goal of the individual taxpayer 


reporting compliance study is to develop data that can be used to update IRS estimates of the tax gap.  As 


mentioned earlier, most of the estimates for individual tax gap components are based on old data and 


studies. 
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Figure 2 
As Workload Selection Formulas Age, the Number of No-Change Audits Rise 
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Differences between Strategic Measures and Operational Measures 
It is important to realize that the compliance measures developed as part of the NRP are strategic measures.  


These measures support the IRS’s strategic goal of improving taxpayers’ voluntary compliance with the 


Tax Code; as such, NRP defined the measures to focus on the voluntary nature of taxpayer compliance.  


These measures have a different focus than those designed to provide insight into how well the IRS does in 


meeting its day-to-day operating compliance obligations.  These operational compliance measures concern 


themselves with the enforcement activities associated with compelling non-compliant taxpayers to meet 


their tax obligations.  The two serve very different purposes. 


We illustrate these differences by focusing on filing compliance, though a similar explanation would apply 


to the other two compliance measures.  Much of the work going on in the IRS with regard to addressing 


concerns with filing compliance is operational in nature.  These efforts are geared toward securing 


delinquent returns, collecting the tax due, and reducing nonfiling through various pre-filing outreaches.  For 


example, an individual taxpayer files one year and then fails to file the following year.  The IRS would try 
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to investigate the reasons why that taxpayer failed to file, and would take actions to collect any/all tax 


associated with those returns.  Or, suppose a taxpayer requests an Employer Identification Number and then 


fails to file or pay any employment taxes.  The IRS might investigate whether the taxpayer hired employees 


and, if so, would then pursue any employment and income taxes associated with the business. 


The common threads running through each of these examples are that the IRS knew the nonfiling taxpayer, 


and that the IRS’ efforts are targeted at contacting them as appropriate.  The IRS would take similar 


approaches to late filers. 


The primary concern of the strategic filing compliance measures, on the other hand, is not collecting taxes 


from late or delinquent returns.  Instead, the purpose of the Filing Rate is to monitor the percentage of the 


taxpayer population that files timely to detect any substantial shifts.  The Nonfiling Tax Gap will identify 


the overall shortfall in tax revenues associated with tax returns that come in late or not at all.  These 


measures are descriptive rather than prescriptive (e.g., enforcement-oriented), and will provide the IRS with 


a means of evaluating efforts to educate the taxpaying public in its filing responsibilities.  These strategic 


measures will not supplant the operational measures currently in use; hopefully, these measures will 


complement each other. 


The major difference between the two types of measures is the population of taxpayers that they cover.  


Operational measures concentrate on known taxpayers, while strategic measures seek to cover the entire 


population—including those who are unknown to IRS.  Obviously, programs intended to promote filing 


among those who are so far unknown to us would be radically different from programs dealing with known 


nonfilers and late filers.  However, well-designed operational efforts should lead to improved strategic 


performance measures, everything else being equal.  Developing linkages between operational and strategic 


measures will indicate how this will occur. 


Summary 
The National Research Program represents the commitment the IRS has made to improve the efficiency 


and fairness of the tax administration process.  With measures of strategic compliance the IRS will be able 


to make more informed strategic decisions about workload allocation, resource planning and taxpayer 
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communication and support.  These measures will also provide a benchmark against which the IRS can 


measure the effectiveness of programs to promote voluntary compliance with the Tax Code. 


The NRP has made significant progress in the development and delivery of its strategic measures.  The IRS 


now has Filing Rate measures for Tax Years 1992 through 2000, and Voluntary and Cumulative Payment 


Compliance Rates for Tax Years 1999 through 2001.  Mechanisms are in place to deliver these measures 


on an ongoing basis.  NRP is currently engaged in a significant research effort to obtain estimates of 


reporting compliance on individual income tax returns.  Future reporting compliance studies are likely, 


with an initial focus on business returns, which have not been systematically studied in this way since the 


mid-1980s. 
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Endnotes 
 
1 This earlier paper covered some of the concepts discussed in this paper, but the intended audience was 
quite different. 
2 “Report to Congress on the Current State of Knowledge about Federal Tax Noncompliance,” Internal 
Revenue Service, Department of the Treasury, February 2000, page 3. 
3 The tax gap is a portrayal of noncompliance with the Tax Code that has been estimated by the IRS.  The 
chart in the Appendix provides a breakdown of the components of the tax gap.  The Report to Congress on 
overall compliance referenced in footnote 2 provides an explanation of how the IRS attempts to measure 
the tax gap. 
4 The IRS has engaged in several research efforts examining the compliance behaviors related to these 
topics.  The most recent Earned Income Tax Credit compliance study is “Compliance Estimates for Earned 
Income Tax Credit Claimed on 1999 Returns,” Internal Revenue Service, Department of the Treasury, 
February 28, 2002. 
5 For Fiscal Year 2002, individual income tax revenue was $858 billion and employment tax revenue was 
$701 billion, as reported in the Budget of the United States Government, Fiscal Year 2004, Historical 
Tables, pages 29-30.  
6 “Compliance Estimates for Earned Income Tax Credit Claimed on 1997 Returns,” Internal Revenue 
Service, Department of the Treasury, September 2000, and “Compliance Estimates for Earned Income Tax 
Credit Claimed on 1999 Returns,” Internal Revenue Service, Department of the Treasury, February 28, 
2002. 
7 IRS Strategic Plan (Fiscal Years 2000-2005) p. 87 
8 While the trend is upward, the IRS has not determined whether the year to year changes are statistically 
significant. 
9 A good example of this predicament is when proprietors fail to report any business income.  These 
individuals may appear in IRS data to be wage earners, but will appear in Census data to be self employed.  
Moreover, the primary way the IRS knows that an entity (whether an individual acting as a small business 
or a corporation) might have an employment tax-filing requirement is when that entity requests an 
Employer Identification Number.  Without that request, the IRS may not know whether an entity should be 
filing employment tax forms.  Indeed, not even all entities with EINs have an employment tax-filing 
requirement (for example, those with no employees).   
10 The issue is the development time needed to create the data.  Using IRS data on individual income tax 
filers as an example, the filing deadline for individual income tax is April 15, so the very earliest the IRS 
could sample data is approximately four months after the end of a given tax year.  Taxpayers, however, can 
and do file for extensions, which can push the filing deadline back to October, ten months after the end of 
the tax year.  The IRS then needs to wait for all data to enter its computer systems, which can take another 
two to four months.  Following that, the database administrators test the data to ensure that it is correct, 
which can involve several additional months.  In the end, the entire process takes 18 months from the close 
of the tax year until reliable data is ready for analysis.  A similar situation exists for the capture of CPS 
data. 
11 The CPCR focuses only on the tax due and ignores interest and penalties. 
12 The challenge in developing these measures is not in the availability of data, but in the definitions of 
what is (or is not) a payment and what is (or is not) a late payment.  There are many additional payments, 
credits, adjustments and other items that can affect reported income and reported tax on a return, and the 
IRS takes great pains in determining whether and how a transaction impacts the VPCR and CPCR.  For 
example, the IRS master file database treats the Earned Income Tax Credit (EITC) as a payment that 
reduces the income tax that a taxpayer owes.  By that definition, the EITC would appear in both the 
numerator and the denominator of the VPCR and the CPCR.  The EITC, however, is not truly a payment of 
taxes, and NRP and the NHQ Office of Research decided that the best way to treat it was as a direct 
reduction to the total tax reported.  The payment compliance calculations, then, subtract any EITC from the 
total tax reported on the return and then take the ratio of timely payments to the adjusted total tax reported. 
13 The amount misreported is the net of the amounts underreported and the amounts over reported. 
14 Paramount in the access and use of taxpayer data by NRP examiners is that taxpayer privacy is 
maintained, and that only the data necessary to help make a compliance determination be used. 
15 While a sample of nearly 47,000 individual income tax returns will provide a wealth of data, it will limit 
the IRS’ ability to examine non-compliance in great detail.  For instance, the sample will likely not yield 







 
 


 16


enough observations to provide insights to non-compliance for some specific line items, or even on some of 
the less frequently filed Forms.  Geographic breakdowns of non-compliance may be problematic because 
the sample was designed to be national in scope.  The data may not yield statistically reliable compliance 
estimates for specific industries or other groupings of individual taxpayers. 
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Tax Gap Map for Tax Year 1998 ($ in Billions) 
Assumes constant compliance rates since the 1980s 
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T he approximately 133 million tax records on 
the Internal Revenue Service’s (IRS) Individual 
Returns Transaction File have several uses to 


multiple government agencies.  In particular, these data 
serve as the sampling frame for the Statistics of Income 
(SOI) Division of IRS, as well as a source of population 
data for other tabulations.  For example, SOI publishes 
tabulated monetary amounts and the associated number 
of returns by State and Adjusted Gross Income (AGI) 
categories using these data (Table 2 in each spring issue 
of the SOI Bulletin).


These population data, based on administrative tax 
records for the U.S. tax fi ling population, are not error-
free.  While estimates from these data are free from 
sampling error, the data contain various nonsampling 
errors, as discovered in prior SOI research comparing 
return records in the transaction fi le to records for the 
same returns in SOI’s augmented and edited Form 1040 
sample.  Only items necessary for computer processing 
of a tax return are retained on the transaction fi le, as 
opposed to items that might be needed for other pur-
poses, such as producing statistical estimates.  Mea-
surement errors exist between the IRS and SOI data 
values due to different data editing rules.  For revenue 
processing purposes, IRS does not spend scarce re-
sources correcting errors that do not affect tax liability 
in the approximately 130 million tax return records it 
processes each year.  Since tax liability is correct, this 
approach does no harm to IRS’s tax collection mission 
or to taxpayers, but it can adversely affect the usability 
of the data for statistical purposes.  SOI’s transcription 
and editing staff receive extensive training, and the 
sample of approximately 230,000 returns is augmented 
with additional items from the return, and more closely 
monitored and checked for data consistency.  Errors 
occur particularly for variables that are indirectly re-
lated to tax liability, such as State and Local Income 
Taxes deducted on Schedule A. They were also discov-
ered for variables such as Taxable Interest and Busi-


ness Income/Loss from Sole Proprietors (as reported 
on Schedule C) in the Tax Year 2003 IRS data.  To 
correct these errors, SOI had to delay its publication 
of Table 2 for several months. Other limitations in the 
IRS data include a smaller amount of information be-
ing available, compared to SOI’s sample, and data are 
often provided to SOI in tabular form, with monetary 
amounts rounded to thousands, and certain high-in-
come taxpayers are omitted.


 Data Description


The SOI Sample


SOI draws annual samples of the Form 1040 tax re-
turns to produce richer and cleaner data for population 
estimation and tax modeling purposes.  Stratifi cation for 
the fi nite population of tax returns for SOI’s Tax Year 
2004 (i.e., income earned in 2004 and reported in 2005) 
Individual sample used the following categories:


1. Nontaxable returns with adjusted gross income or 
expanded income of $200,000 or more.


2. High combined business receipts of $50,000,000 
or more.


3. Presence/absence of special forms or schedules 
(Form 2555, Form 1116, Form 1040 Schedule C, 
and Form 1040 Schedule F).


Stratum assignment priority was based on the or-
der in which a return met one of these categories.  For 
example, if a return met (1) and (2), it fell into strata 
based on (1). Within category (3), further stratifi cation 
used size of total gross positive or negative income and 
an indicator of the return’s “usefulness” for tax policy 
modeling purposes (Scali and Testa, 2006).  The posi-
tive/negative income values in strata boundaries were 
indexed for infl ation between 1991 and the current tax 
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year (Hostetter et al., 1990).  This resulted in 216 stra-
ta.  While the sample was designed for tax modeling 
and produces reliable national-level estimates, it is not 
large enough to produce State-level estimates.


Each tax return in the target population was as-
signed to a stratum based on these criteria, then sub-
jected to sampling in a two-step procedure.  Within each 
stratum, a .05-percent stratifi ed simple random sample, 
called the Continuous Work History Sample (CWHS), 
was selected (Weber, 2004).  For returns not selected 
for this sample, a Bernoulli sample was independently 
selected from each stratum, with sampling rates from 
0.05 percent to 100 percent. 


SOI’s data capture and cleaning procedures re-
sulted in a sample of 200,778 (including 65,948 
CWHS returns) returns from an estimated population 
of 133,189,982 returns.  We placed the 34,484 tax re-
turns that SOI sampled with certainty into one certainty 
stratum, since they represented a census of tax returns. 
Thus, without loss of generality, we exclude this stra-
tum from the population and develop our estimation 
method to estimate totals from all other strata. In this 
way, all errors in the certainty units are isolated and 
accounted for; only the portion of the total produced 
from the noncertainty units needs to be estimated. To 
estimate the entire population total, we simply add the 
total from the certainty strata to our estimate for the 
remaining population.


Small Areas and Variables of Interest


The reduced dataset for this analysis was created 
by fi rst separating SOI’s Tax Year 2004 sample into 
the certainty and noncertainty units.  For both, the 
weighted sample data were tabulated to the State by 
Adjusted Gross Income (AGI) category level, where 
“State” included the 50 U.S. States, Washington DC, 
and an “other” category that included returns fi led by 
civilians and military individuals living abroad, such as 
U.S. possessions and territories, Puerto Rico, etc.  We 
also considered eight categories of AGI: Negative; $0 
under $20,000; $20,000 under $30,000; $30,000 un-
der $50,000; $50,000 under $75,000; $75,000 under 
$100,000; $100,000 under $200,000; and $200,000 
and higher.  These 52 States combined with the AGI 


categories resulted in 416 small areas. We consider es-
timates for the 52 States in this paper, utilizing the fact 
that there are differences in our variables of interest at 
the AGI category-level data. 


The IRS data, prior to cleaning by SOI staff, were 
also compiled to this level. The ten variables we select-
ed for this study can be grouped into two categories: 
variables that are more or less susceptible to errors in 
the IRS data.  They are as listed, with their locations on 
Form 1040 and a brief description, in Table 1.


Since SOI’s sample does not use State in the strati-
fi cation, the number of sample returns by State varies 
considerably.  Six of the States we considered large 
enough, i.e., more than 5,000 noncertainty returns with-
in each one, such that the associated direct estimates 
are reasonable.  The remaining States were collapsed 
into groups based on whether or not the State had State 
income taxes, geographic region, and whether the State 
had a relatively large or small size of income. This re-
sulted in 21 groups. They are listed, with the associated 
number of certainty and noncertainty sample units, in 
Table 2.


 Direct Estimators


Let ky  be the value of the characteristic of interest 
for the kth tax return, k U∈ , the fi nite population of 
tax returns.  We are interested in estimating the fi nite 
population total:


 k
k U


Y y
∈


= ∑ .  


Let s denote the sample of tax returns drawn from 
the population of tax returns using the stratifi ed Ber-
nouli sampling design. Let ds s⊂  denote the part of 
the sample that belongs to the domain d of interest.  Let 


kw  denote the sampling weight for the kth sampled tax 
return, k s∈ .  The sampling weight represents a cer-
tain number of population units in the fi nite population.  
With Bernoulli sampling within each stratum, we have 
epsem sampling within each stratum, i.e., the sampling 
weights are the same for all the sampled units belong-
ing to the same stratum.  The weights vary across strata, 
due to disproportionate allocation of the sample into 
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different strata.  Our domain cuts across the design 
strata, so that weights of sampled units inside a domain 
are generally different. 


Let


 
d


d k
k U


Y y
∈


= ∑


denote the population total for the dth domain (exclud-
ing the tax returns belonging to the centainty stratum), 
and ky  is the value of the study variable for the kth 
population unit.  In order to understand the extent and 
cause of errors in the IRS fi le, we consider the estima-
tion of R Y X= , where Y [X] denotes the AGI popula-
tion total that the SOI [IRS] fi le corresponds to.  We 
know X but not Y.  We estimate R for all the D G×  cells 
[ dgR ], D domains [ dR ], G groups [ gR ], and for the 
nation [ NR ].


Let ,  d gs s , and dgs  denote the set of sampled units 
belonging to domain d, group g and cell formed by dth 
domain and gth group formed by a categorized size of 


Susceptible 
 to Error Variable Location on 


2004 Tax Form Description a


 Adjusted Gross Income Line 36 Income reported from the calculation of total 
income (Line 22) (pp. 117-118). 


Less Salaries and Wages Line 7 
Amount of reported compensation primarily for 
personal services; includes salaries, wages, tips, 
bonuses, etc. (p. 138). 


 Total Tax Liability Line 62 Sum of tax-related line items on 1040 (p. 146). 


 Earned Income Tax Credit Line 65a Taxpayer credit for lower-income working 
individuals (pp. 123-124). 


 Net Schedule C Business Profit/Loss Line 12 Total of profits and losses from a taxpayer’s 
business, reported on Schedule C (p. 120). 


 Net Schedule D Capital Gains/Loss Line 13 Total of capital gains/loss, as reported on 
Schedule D (p. 120). 


More Total Contributions Lines 15-16, 
Schedule A  


Total of cash and noncash charitable 
contributions itemized deductions (p. 122). 


 Total Taxes Paid Deduction Lines 5-9,  
Schedule A 


Total of State and Local Taxes, Real Estate 
Taxes, Personal Property Taxes, and Other 
Taxes (p. 144). 


 Interest Paid Deduction Line 14, Schedule A 
Total of Home Mortgage Interest and 
investment interest deductions, from lines 10-13 
on Schedule A (p. 130). 


 Total Itemized Deductions Line 39 Total of all itemized deductions reported on 
Schedule A (pp. 144-145). 


a: page numbers from IRS 2005. 


States Within Group c nc 
Alaska, Washington 811 4,024 
Arkansas, Alabama, Mississippi, Louisiana 620 5,927 
Arizona, New Mexico, Utah, Colorado 1,432 7,415 
California 6,539 23,990 
Connecticut, Rhode Island, Massachusetts 2,211 7,952 
Washington DC, Maryland, Delaware 777 4,180 
Florida, Tennessee 4,052 14,566 
Georgia, North Carolina, South Carolina 1,265 10,108 
Hawaii, Other 790 1,815 
Iowa, Nebraska, Kansas, Missouri, Oklahoma 997 8,061 
Illinois 1,539 7,451 
Indiana, Ohio, Kentucky 1,135 9,908 
Maine, Vermont, New Hampshire 215 1,770 
Michigan, Wisconsin, Minnesota 1,447 10,379 
Montana, North Dakota, Idaho, Oregon 435 3,364 
New Jersey 1,273 6,138 
Nevada, Wyoming, South Dakota 934 2,450 
New York 4,527 13,101 
Pennsylvania 931 6,480 
Texas 2,318 11,427 
Virginia, West Virginia 731 4,798 


Table 1.  Variable Names, Tax Form Location, and Description, by Variable of Interest


Table 2.  States and Number of Certainty (c) and 
Noncertainty Sample Units (nc), by Collapsed Group
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AGI.  Let ;A cs denote the set of sampled units in an ar-
bitrary set of sampled units A that are common between 
the SOI and IRS fi les.  For example, ;dg cs  denotes the 
set of samples in domain d and group g that are com-
mon between the SOI and IRS fi les.  The notations 


; ; ;,   and d c g c N cs s s denote similar sets for the domain d, 
group g, and the nation.  Note that we may not introduce 
the new symbols ;dg cs , ;d cs , ;g cs , and ;N cs  if there is 
a one-to-one correspondence between the SOI sample 
and IRTF.  We estimate dgR , dR , gR , and NR  by:
 ; ;ˆ ˆ ˆdg dg c dg cR Y X= ,


 ; ;ˆ ˆ ˆd d c d cR Y X= ,


 ; ;ˆ ˆ ˆg g c g cR Y X= ,


 ; ;ˆ ˆ ˆN N c N cR Y X= ,


where the numerator and denominator components are 
the weighted sum of ky  and kx  over the appropriate 
summation, respectively. For example, with ˆdgR , we 
have


 
;


;ˆ


dg c


dg c k k
k s


Y w y
∈


= ∑
 


,


 
;


;ˆ


dg c


dg c k k
k s


X w x
∈


= ∑ .


If the IRS fi le is error-free, we would expect the above 
ratios to be exactly 1.  But since there are errors in 
the IRS data, we expect them to vary around 1. For 
example, Figure A.1 at the end of this paper contains 
ˆdR  for each variable of interest.  A vertical reference 


line of one is drawn, and the States are sorted by their 
number of noncertainty units in the sample.  The ˆdR s 
fl uctuate around one for all variables, particularly when 
the State sample size decreases (and sampling variance 
increases). They also fl uctuate more from one for vari-
ables that are more susceptible to the errors: that scale 
is 0.80 to 1.20 (compared to 0.99 to 1.04 for the “less” 
susceptible ones).


We consider seven direct estimators:


 
1


ˆ


d


dD k k
k s


Y w y
∈


= ∑
,   


(1)
 


 
2


ˆ


d d


dD d k k k
k s k s


Y N w y w
∈ ∈


= × ∑ ∑ ,
  


(2)


 3
ˆ ˆ
dD d dY R X= ,    (3)


 4
ˆ


dg dg


dD dg k k k
g k s k s


Y N w y w
∈ ∈


⎡ ⎤
⎢ ⎥= ×⎢ ⎥
⎢ ⎥⎣ ⎦


∑ ∑ ∑ , (4)


 5
ˆ ˆ
dD dg dg


g
Y R X=∑ ,   (5)


 6 1
ˆ ˆ ˆ ˆ( )dD dD N d dY Y R X X= + − ,  (6)


 
7 1


ˆ ˆ ˆ ˆ( )dD dD g dg dg
g


Y Y R X X= + −∑ . 
 


(7)


These are equal to or are various forms of the expansion 
estimator, weighted survey mean estimator, combined 
ratio estimator, poststratifi cation estimator, separate 
ratio estimator, combined survey regression estimator, 
and separate regression estimator, respectively.  They 
are “direct” estimators since all involve sample-based 
components at the small-area level.  The benefi t of di-
rect estimators is that they are completely or nearly de-
sign-unbiased estimators for the population total. How-
ever, they are subject to higher sampling variability, 
since they are based on the number of returns within 
each State (or State crossed with AGI group), which 
can be small. 


 Synthetic Estimators


We consider fi ve synthetic estimators:


 
1


ˆ
g g


dS dg k k k
g k s k s


Y N w y w
∈ ∈


= ×∑ ∑ ∑ , (8) 


 
2


ˆ ˆ
dS N dY R X= ,    (9)


 3
ˆ ˆ
dS g dg


g
Y R X=∑ ,               (10)


 4 1ˆ ˆdS g dg g
g


Y Y X X= ×∑ ,                            (11)


 


5 1ˆ ˆdS g dg g
g


Y Y N N= ×∑ .


              


(12)


 


,
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These estimators involve combining information across 
States and/or AGI groups to estimate the State-level to-
tals. Estimators (8) and (12) are a form of (4), (9) of 
(3), and (10) and (11) are a form of (5).  Due to implicit 
assumptions with each (see, e.g., section 4.2.1 in Rao, 
2003), they may not necessarily be design-unbiased. 
However, they may have lower variances, resulting in 
overall lower total error.


 Composite Estimators


To overcome the problems separately associated 
with the direct and synthetic estimators, we also ex-
amine composite estimators.  They have the following 
general form:


 ˆ ˆˆ ˆ ˆ(1 )dC d dD d dSY Y Yφ φ= + − ,


where d̂DY  is a direct estimator for the State-total, d̂SY  is 
a synthetic estimator, and d̂φ  is a “suitably chosen weight” 
on the direct estimator (expression 4.3.1 in Rao, 2003).  We 
present results using two composite estimator weights:


 2


ˆ1 if 1
ˆ


ˆ ˆif 1


d d
d


d d d d


N N


N N N N
φ


⎧ ≥⎪= ⎨
⎡ ⎤ <⎪⎣ ⎦⎩


 (13)


 


2


2


ˆ ˆ ˆ0 if ( ) ( ) 1
ˆ


ˆ ˆ ˆ1 ( ) ( )  otherwise


dD dD dS
d d


dD dD dS
d d


var Y Y Y


var Y Y Y
φ


⎧ − ≥
⎪⎪= ⎨
− −⎪


⎪⎩


∑ ∑


∑ ∑ ,


 


(14)


with various combinations of direct estimators (1)-
(7) combined with synthetic estimators (8)-(12). The 
weight in (13) was proposed by Sarndal and Hidiroglou 
(1989), while (14) is a form of the James-Stein esti-
mator (expression 4.4.3 in Rao, 2003) with a common 
weight. They are different in that (13) depends on the 
State but not variable of interest, while (14) depends on 
the variable but not State.


 Results


Figure A.2 at the end of this paper contains the IRS 
totals dX  for each variable and collapsed State group.  


This allows for a useful comparison between estimates 
similar to those published by SOI and our alternatives. 


Figure A.3 contains plots of the relative differences 
of the direct estimates in (1), shown in A.2, to various 
alternatives, for variables that are less susceptible to er-
ror. The estimates are referenced with the subscript in 
each plot on the horizontal axis are sorted by the size 
of the coeffi cient of variation CV of 1d̂DY  in (1). Three 
combinations of direct and synthetic estimators are 
considered: (1) and (8); (1) and (11); and (2) and (12).  
Combined with the two weight choices (13) and (14), 
we have six composite estimators. These are labeled 
“C” and “JS,” with the direct and synthetic number, re-
spectively.  For example, “C 1,1” refers to a composite 
estimator with (1) as the direct, (8) as the synthetic, and 
weight (13). Relative differences outside (-10 percent, 
10 percent) were truncated.


For AGI, the relative differences to the IRS totals 
were within 2 percent for all groups except NV/WY/
SD and HI/Other, as this variable had lower amounts 
of both sampling error in the direct estimates and non-
sampling error in the IRS totals. Salaries and Wages 
and Total Tax Liability had similar patterns as noted 
in AGI, but somewhat larger relative differences.  The 
Earned Income Tax Credit plot showed even larger rel-
ative differences.  This was caused by larger sampling 
errors (e.g., the highest CV of 1d̂DY  was 18 percent, 
compared to 4 percent for AGI).  Since this credit was 
also claimed only by lower-income taxpayers, there 
were several zero values in both the SOI and IRS data 
given the sample design described in the SOI Sample.  
Differences between the AGI-category level ratios and 
one resulted in poorer synthetic estimates (with ex-
tremely high relative differences) using (9) and (12) for 
both larger and smaller States.  Direct estimates (3) and 
(4) looked stable.


Figure A.4 contains the same ratio plots as the di-
rect estimates from Figure A.1, for variables that are 
more susceptible to error. Relative errors outside (-100 
percent, 100 percent) were truncated, and, again, the 
States were sorted by the CV of 1d̂DY . These variables 
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had much different results for the different estimators, 
particularly for the smaller State groups—there was not 
a clear pattern due to the sampling error, as noted in 
Figure A.3. The relative differences were most often 
highest for the HI/Other group, where the SOI sample 
estimates are very far from the IRS totals.  This also 
caused differences in the direct or synthetic estimates 
that used the estimated group population size from the 
SOI sample (about 790,000 returns) and the IRS total 
(about 1.5 million).  The same instability with estima-
tors (9) and (12) occurred with all of these variables.  
However, the IRS totals here are considered less reli-
able due to nonsampling error, resulting in larger rela-
tive differences.


 Conclusions, Limitations, and 
Future Considerations


In general, the direct estimates are further from the 
IRS totals (particularly for smaller States), while the 
synthetic are closer, and the composite are a compro-
mise between the two.  Starting in Tax Year 2005, the 
CWHS will become a 10-percent stratifi ed simple ran-
dom sample.  This means that approximately 65,000 
noncertainty units will be added to SOI’s sample, which 
will increase the reliability of the direct estimates.


Our comparisons were between various estimated 
totals and the corresponding IRS ones.  We should 
also compare the direct estimates’ sampling error to 
the mean square error in the synthetic and composite 
ones.  These are more diffi cult to compute, particu-
larly since more sample units are required for reli-
able estimates.  Another alternative to consider is us-
ing composite estimators from (1), (3), and (4) as the 
direct estimates and the IRS totals as the synthetic 
ones.  A natural extension of the composite estimates 
is small-area modeling, which is also currently under 
consideration. Ultimately, we are also interested in 


the State-level estimates, but the collapsing of States 
into groups allowed for a useful comparison between 
the alternatives, and also demonstrated that the direct 
estimates were affected by sampling error in smaller 
States. Thus, adjustments are needed when applying 
them simply at the State level.
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AN EMPIRICAL EVALUATION OF VARIOUS DIRECT, SYNTHETIC, AND TRADITIONAL COMPOSITE SMALL-AREA ESTIMATORS
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Figure A.3.  Comparison Plots of Percentage Relative Difference of Alternative Estimators to IRS Totals, by 
Variable, Collapsed State Group, and Estimator for Variables Less Susceptible to Error
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Figure A.3.  Comparison Plots of Percentage Relative Difference of Alternative Estimators to IRS Totals, by 
Variable, Collapsed State Group, and Estimator for Variables Less Susceptible to Error—Continued
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Figure A.4.  Comparison Plots of Relative Differences of Alternative Estimator to Direct Estimates, 
by Variable, Collapsed State Group, and Estimator (Variables More Susceptible to Error, Sorted by Size 
of the CV of the Direct)
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Figure A.4.  Comparison Plots of Relative Differences of Alternative Estimator to Direct Estimates, 
by Variable, Collapsed State Group, and Estimator (Variables More Susceptible to Error, Sorted by 
Size of the CV of the Direct)—Continued
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Figure A.4.  Comparison Plots of Relative Differences of Alternative Estimator to Direct Estimates, 
by Variable, Collapsed State Group, and Estimator (Variables More Susceptible to Error, Sorted by 
Size of the CV of the Direct)—Continued
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Origins of the Estate and Personal Wealth Sample 
Design


Paul B. McMahon, Jr., Internal Revenue Service


In Estates and Personal Wealth, we have two studies 
with different populations under consideration. The 
Estates Study is concerned with the assets, debts, 


and taxes left by a decedent who had more than a certain 
amount of wealth.  The Personal Wealth Study, on the 
other hand, is focused on the wealth holdings of the liv-
ing.  For Estates, essentially all the population appears 
on a sampling frame, but, to study the living, we must 
rely on proxies that can be observed for only a portion 
of the distribution, the portion in the tail.


One set of samples is the source for the data in both 
series of studies.


We will first briefly describe the interest in these 
populations.  The “questionnaire” in this set of surveys 
is an administrative record, the Form 706, Estate Tax 
Return, and the sampling frame is a system of electronic 
records derived from the initial filing.  We will provide 
a bit of background on these as well.


We focus on the studies initiated since 1982, with 
strata designs that changed somewhat over that time.  
While some previous papers have addressed certain 
estimation issues, such as with the Personal Wealth 
Estimation (Johnson and Woodburn, 1994), there have 
been only the briefest descriptions of the strata design 
or concepts.


Our goal, then, is to show how the different require-
ments for studies of the two populations affect this one 
sample design, and how that design has evolved in the 
light of tax law changes.


Finally, we will discuss some future directions for 
the series, in light of pending legislation.


	Analysts and Uses


The two main sponsors of these studies are the Of-
fice of Tax Analysis in the Department of the Treasury 
and Congress’s Joint Committee on Taxation.  Their 
objective is to gather data for oversight on the opera-


tion of the tax laws and, in this case, on Estate Taxes, 
and projecting the effects of proposed changes to those 
laws.  This is not limited to the revenue aspects of the 
tax laws.


That is, this study has to meet two uses.  First, the 
measurement of current law, and second, determining 
the effect on the living population who have estates 
large enough for the eventual filings.  In order to look 
at trends in the analysis, we need to be concerned about 
the effect of economic conditions at the time of the 
observations (the date of death), the time of life consid-
erations (youthful spenders versus middle-age savers, 
for example), and what the sociologists call age cohorts, 
where history affects economic decisions (the Depres-
sion generation’s thrift).


There is also an underlying philosophical question:  
Does the operation of the Estate Tax, in concert with 
a graduated income tax, prevent the concentration of 
wealth into few hands?  At the beginning of the twenti-
eth century, some politicians, like Theodore Roosevelt 
argued in favor of the Estate Tax on just this issue.  More 
recently, there have been numerous articles this past 
spring in the New York Times and the Wall Street Journal, 
for example, on the concentrations of incomes.  Income 
is often taken as a proxy for wealth; so, this question is 
clearly of continued interest.


Indeed, using data from Estate Tax Returns dating 
back to 1916, the National Bureau for Economic Re-
search (NBER) published a working paper that considers 
this very concentration issue (Kupczuk and Saez, 2004).  
Although the data used in that study are from many years 
in the past, the sample designs for most of those years 
actually originated in the mid-1980’s and reflect the plans 
developed for sampling more recent tax filings.


	The Administrative Records


The basic data for these studies use the records that 
arise from what some have called the “Death Tax.”  It 
is more accurate, though, to call it a transfer tax, as the 
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change of an asset’s title to some beneficiary or heir is 
the proximate cause for this tax or its complement, the 
gift tax.  The tax return, which acts as the questionnaire 
for our studies, is Form 706, Estate Tax Return.


The assets that are considered for this tax are every-
thing owned by the decedent: art, bonds, cars, personal 
effects, through to zoom lenses and beyond.  That is, the 
filing is based on a complete inventory of an individual’s 
possessions.  In this, it is similar to the information that 
the Federal Reserve attempts to obtain in its Survey of 
Consumer Finance.


There are major differences between the data col-
lected for the Federal Reserve surveys and the IRS 
studies, however.  First, the tax form also includes insur-
ance payments to the estate and gifts made before the 
decedent’s death, which would not be included in the 
Finance Survey.  Then, the law permits deductions for the 
costs of such items as estate administration, the funeral, 
and legal counsel, as well as exempting the contributions 
to charities and the spouse of the decedent.


Another difference is that the value of the assets 
is usually assessed at the time of death, not as of some 
common reference date for all respondents.  


The main difference, though, arises from the popu-
lations these two sets of studies targets.  The Survey of 
Consumer Finance seeks to estimate the holdings of 
all households, while the Estates and Personal Wealth 
studies are limited to individuals who exceed a certain 
threshold set by the tax code.


If the value of those possessions at the time of the 
decedent’s death is below the threshold amount shown 


in Figure 1, then there is no estate tax.  That threshold 
varies depending on the year of the decedent’s death.  It 
is currently $1.5 million, rising to $2 million in January 
2006.  These values have been updated in the tax code 
periodically; in 1977, for example, the threshold was 
$60,000.


Filing is not required for smaller estates, though 
some do if the value is near the boundary.  This may 
be due to the difficulty in itemizing all of an estate’s 
assets.  In those cases, amended returns will be filed, 
and perhaps a tax assessed, but such cases are outside 
the scope of this set of studies; we are only concerned 
with initial filings.


One can see the effect of raising the threshold quite 
clearly in Figure 2.  In 1986, the exclusion was doubled, 
to $120,000, with a resultant sharp drop in filings and 
again, after the 2001 tax bill passed, which raised the 
limit several times in succession.


While the law and regulations provide one source 
of limitations on the studies, and thereby the design, 
another is in the physical properties of the documents 
and the processing regimen.


The Estate Tax Return is filed on paper as a large 
package with sections that are partly structured and partly 


Figure 1.--Estate Tax Return Filing Thresholds 
for Selected Years  


Year of Death Gross Estate Threshold
1997    $600,000 
1998    $625,000 
1999    $650,000 


2000 & 2001    $675,000 
2002 & 2003 $1,000,000 
2004 & 2005 $1,500,000 
2006 – 2008 $2,000,000 


Figure 2.--Annual Filings of Estate Tax 
Returns
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respondent-created.  While Form 706 is, on the surface, 
highly standardized, the space allowed for some sched-
ules (such as a list of heirs) is sometimes insufficient.  
This leads the attorney or executor to create substitute 
schedules of their own design.


The filing regulations also mandate the inclusion of 
the will, unless the decedent died intestate, appraisals of 
real property, and the death certificate.  While the last 
may be relatively standardized, the will and appraisal(s) 
are not.


Moreover, all of these filings are subjected to an 
audit review, unlike the small proportion of Individual 
Tax Returns.  Such audits keep the return unavailable 
for considerable lengths of time.   Thus, the Statistics of 
Income studies must capture the return first and cannot 
wait for the entire population to become available; the 
sample must be selected as the returns are processed 
through the administrative pipeline.


The filing deadline for these documents is 9 months 
after the decedent’s death.  Extensions to this deadline 
are often required, because it takes time to locate some 
financial records, and for some assets to come to light.  
Since evaluating the effect of changes to the law is an 
objective, focus on a particular year of death means we 
must continue the selection over more than 2 years: the 
focus year and at least the following 15 months.


In practice, given the administrative environment, 
the minimum effective sampling period is 3 years.  The 
additional months arise from the cycle of updating the 
computer programs, where the latest versions are intro-
duced each January.


We want to use an electronic record in the sampling 
of these estates because, while selecting the returns as 
paper records ensures their retention for statistical pur-
poses, this direct approach is costly and difficult and 
limits stratification options.  The 1977 Study’s manually-
selected sample was limited to three strata, for example, 
and required considerable daily coordination with the ten 
national Service Centers where the returns were filed.


Yet the use of the computer records also gives rise 
to limitations.  Ignoring audit trail codes, tracking data, 


and name and address information, there were only 16 
amounts available in 1982, less than we can use today, 
but not by much.  Most of those, 13, were involved in 
the calculation of the tax liability.  This left a bare hand-
ful as possibly useful for sampling purposes, including 
some of the “code” fields.


Decedent’s Year of Death was available.  This was, 
and is, a tax-related field due to changes in the filing 
threshold; so, it was an administrative requirement.


For 1982, though, the Statistics of Income Division 
managed to convince the other interested parties within 
the Service that the age of the decedent could be useful.  
Rather than have a clerk calculate the age, though, the 
Service decided to include the Date of Birth.  Gender, 
which could have been an important stratifier, is not 
available.


	The Stratifiers 


Longitudinal studies in the sociology field have 
long noted that there are three effects to the group under 
observation: current events, time of life, and age cohort.  
We cannot easily address this last effect, that of the age 
cohort, at least not in the near future, because the obser-
vations on this group trickle in over such a long time.


We could address the aspect of current events’ effect 
by focusing on all the decedents in a single year.  “Cur-
rent events,” in this context, means not only the operation 
of economic conditions, but also the tax provisions then 
in force.  Years ending in 2, 6, or 9 were selected; so, the 
first focus year included in this review is 1982.


Likewise, we could address the “time of life” 
through the age of the decedent (since we have the dates 
for both birth and death).  This sociological concern 
has an economic component in the nature of financial 
holdings.  For example, middle-aged people are often 
counseled to focus their investment strategy on growth, 
while retirees frequently look to revenue- producing eq-
uities.  One tax consideration that arises is the unrealized 
capital gains included in the estate.  By considering the 
age of the decedent, then, we can improve the measures 
in the composition of estates.
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Age can also improve the reliability of the personal 
wealth estimates, which depend on this factor in the 
construction of the weighting classes.


Age and a focus year, though, would not aid in 
reducing the sampling error of the monetary estimates 
all that much, though.  For that, we needed a variable 
that was reasonably correlated with the key amounts of 
interest.  Given that this is a general sample to support 
ambiguous analysis (at the time of the design, anyway), 
that left Total Gross Estate as the monetary stratifier.


	Selection Method 


Since the selection process was computerized, we 
took advantage of a Bernoulli mechanism, the “Trans-
formed Taxpayer Identification Number,” used in se-
lecting other IRS Business Master File samples, such 
as for the Corporations and Partnership Studies (Harte, 
1986).  This permanent random number procedure was 
meant to improve the year-to-year estimates of change 
by increasing the likelihood of an entity being included 
in the sample in succeeding years.  Clearly, this is not 
an issue for Estates, but it did reduce the programming 
burden.


The selection probabilities were set within strata, 
with those records with a Transformed Taxpayer Iden-
tification Number below the designated probability 
selected for the sample.


In addition to that selection process, a 1-percent 
Continuous Work History Sample (CWHS) set of ending 
digits for the Social Security numbers was employed.  
We felt that, since some of the CWHS digits were in use 
for the Statistics of Income Individual Study, this might 
allow a greater overlap between the two studies. 


	Strata Boundaries


There are two sets of boundaries that need to be 
determined: age, and size of Gross Estate.  Fortunately, 
in the later case, our task was simplified by the adminis-
trative systems.  Each return was assigned a Gross Estate 
Code, manually, based on the size of the Estate.  At the 
time this design was first implemented, the value itself 
was not available.


Gross Estate Codes, shown in Figure 3 below, with 
a value of less than 6 were for returns below the filing 
threshold in 1982, and thus were not subjected to the 
Bernoulli sampling.  These smaller estates were filing 
for the record only, though we did sample them using 
the CWHS digits.


 


 


Determining the age groups was a more difficult 
problem.  The sample has to address two populations: the 
estates affected by the tax law and the living population 
for the Personal Wealth Estimates.  In addition, we made 
the assumption that the age distributions within the Gross 
Estate categories would have a significant impact; so, 
we planned separate age classes for the various Gross 
Estate Codes.  The reasoning was that, as age increases, 
the opportunity to accumulate wealth also increases.  
Thus, the median age for the smaller estates’ decedents 
would be less than that for larger estates.


The data we had available at that time were from 
the 1977 Estates Study, which as we noted above had 
but three strata based on the size of Gross Estate.  The 
estimates were tallied into 5-year bands.  As one might 
expect, given the nature of the population under con-
sideration, most of the low age-groups were empty of 
observations.


Over the years from 1977 to 1982, though, the num-
ber of estates in each category grew, even as the total 
number declined due to a rise in the filing threshold.  
This growth resulted from both inflation effects and the 
normal growth of the economy.


That growth adjustment only addresses the expected 
filing volume, not the population of interest.  To address 
this, we need a further adjustment to predict the popu-
lation of the living wealthy. That adjustment was the 
inverse of the mortality rate developed by the National 


Figure 3.--Defining the Gross Estate Code 
Size of Gross Estate Code


Under $300,000 1 - 5 
$300,000 under $500,000 6 
$500,000 under $1,000,000 7 
$1,000,000 under $5,000,000 8 
$5,000,000 or More 9 
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Center for Health Statistics, NCHS (then, in 1980, the 
data were in a pamphlet; now, they are available on their 
Web site).


The main reason for using the estimated wealthy 
population instead of the expected filings of estate Tax 
Returns is that we wished to focus on the scarcity of 
“youthful decedents.”  This mortality- weighted set of 
estimates allowed us to determine, in effect, what age a 
“youthful decedent” might be.


We used the Dalenius-Hodges’ cumulative square 
root of the frequency method to find reasonable strata 
boundaries, with a goal of choosing five groups (Dale-
nius and Hodges, 1959).  In the end, a sixth was added 
because there were a fair number of cases where there 
was no age reported.  In later years, this “Age Unknown” 
group was folded into the highest- age category because 
research showed that these decedents actually were mem-
bers of that group, and the numbers became quite small.


While the strategy outlined above was applied to 
the estates within the focus year, some felt that, with 
appropriate “aging” of assets for decedents from other 
years, we might be able to create better Personal Wealth 
estimates.  Hence, as is seen in Table 1, some strata are 
reserved for “young,” nonfocus-year decedents.


The later sample design tables show this strategy 
was revisited after the first focus year, and the strata for 
nonfocus-year filings expanded, duplicating the strata 
outline of the focus year.  This revision reflected an 
increase in funding for this series of projects, as well as 
better meeting the need for data on the annual process-
ing operations.


	Sample Allocation


Weighted strata variances for the value of Gross Es-
tate (the value of all of an estate’s assets) were available 
from the prior 1977 study.  Since the data collection is 
from administrative records, without any costs related to 
contacting a taxpayer, we simply assumed that the costs 
were essentially the same regardless of the stratum.  The 
sample size was set at about 13,000 records per year.


Neyman Allocation (with a set sample size or 
otherwise) also requires a population estimate.  Since 
we are primarily interested in the effect of the tax law 
as it is applied in a given year, and that law has effects 
on the living as well as the estates, the appropriate 
population was the same as the one used to find the 
age-strata breaks.


For the initial 1982 study, we allocated sample to 
strata under the plan for sampling the returns over 3 
years, concentrating only on the year of death of the 
decedent, and ignoring the year of filing the adminis-
trative record.


Since the “Personal Wealth” population is more 
numerous than the Estates population, there were 
a lot of cases where the allocation prescribed more 
sample than there were expected estate filings.  Thus, 
the allocation was reiterated several times, removing 
the certainty strata each time, before the final design’s 
sample sizes were derived.


These sample sizes, when divided by the expected 
filing volumes, became the sampling probabilities used 
in the Bernoulli selection.  These are the sampling rates 
shown in Tables 1 through 5, below, exclusive of the 
CWHS sample selections.


As a result of the filing pattern, as in the example 
shown in Figure 4, only about 15 percent of the sample, 
or about 2,000 records, were to be designated in the 
first year of the study, and a similar amount in the final 
year of the set.


Figure 4.--Estates For Decedents 
Who Died During 2001 
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Starting with the 1986 Estates Study, while the al-
location of the sample to the focus year was set at the 
target 10,000 to 15,000 records, the difference between 
the expected sample size in any given filing year and 
the target was allocated to the nonfocus- year records 
within a filing year.  Thus, using 2005 as an example 
(Focus Year 2004), while the overall sample size is about 
10,000 records, about 3,000 were allocated to estates of 
decedents who died before 2004 or in 2005.


The allocation for nonfocus-year returns used 
the expected filing volume of returns, instead of the 
population of the wealthy used in the allocation for the 
focus-year strata.


	Changes--1986 to 2004


The initial design, in Table 1, shows the result of 
having age stratification dependent on the Gross Estate 
class.  Although we show a zero probability of selection 
for the “Under $300,000” Gross Estate classes and other 
strata, those records were subjected to the 1-percent 
CWHS selections.


For the 1986 version of the design, shown in Table 2, 
the age groups were made independent of Gross Estate 
and were replicated for the nonfocus- year decedents.  
This also resulted in new age boundaries.


(Note, in this table and in subsequent ones, we will 
not show the classes that fall below the filing threshold 
due to space constraints.  We used red to highlight the 
changes as well. )


The 1989 edition of the design, Table 3, also shows 
only a minor change: the introduction of an age group 
“65 under 75.”


The next significant change arose for the 1992 
study (Table 4).  Here, we were finally able to replace 
the Gross Estate Code with the actual amount and thus 
expand the stratification.  This design outline stood for 
about a decade.


The anticipated changes to the Estate Tax Law in 
2001 left the design, Table 5, in some question.  As a 
result, instead of planning to select the earliest filings 


for the Focus Year (2001 decedents) at the same rates 
as filings in later years, we planned on the initial year’s 
sample to support estimation by itself.  The focus-year 
pattern was also amended; so, the Statistics of Income 
studies will coincide with the Federal Reserve Board’s 
Survey of Consumer Finance.


As of this writing, the tax law is still subject to 
change, but at least one update, having the strata bound-
aries match the filing thresholds, is planned for 2007.


	Future Research


The current trend for the tax law suggests that, in a 
few years, we will be canvassing the entire population, 
and, under some legislation, this part of the tax code 
would expire.  However, at some future time, there may 
again be reason to sample a successor tax return, for one 
lesson from history is certainly that the Estate Tax may 
someday be revived.  We hope that, should that arise, this 
paper might be of some help to that future statistician.


One more immediate issue that the Estates and 
Personal Wealth studies have is that the original filings 
on which they are based may be prone to errors in the 
reporting, and especially underreporting of financial 
assets.  When such problems are discovered, the ex-
ecutor or lawyer will file amended returns.  While such 
amendments are possible with other types of tax filings, 
because the sole person knowledgeable about the various 
holdings for an estate has passed away, it may be that the 
effect would be more serious.  At this time, we simply 
do not have the data to examine this issue.


However, we are starting to accumulate a database 
that might permit such research in a few years.


	References


Dalenius, T. and Hodges, J.L. Jr. (1959),”Minimum 
Variance Stratification,” Journal of the American 
Statistical Association.


Johnson, Barry W. and Woodburn, R. Louise (1994), 
“The Estate Multiplier Technique, Recent Im-
provements for 1989,” Compendium of Federal 







- 181 -


origins of the estate anD PersonaL weaLth samPLe Design


Estate Tax and Personal Wealth Studies, Publica-
tion 1773 (4/94), Department of the Treasury, 
Internal Revenue Service.


Harte, J. M. (1986), “Some Mathematical and Statis-
tical Aspects of the Transformed Taxpayer Iden-
tification Number: A Sample Selection Tool 
Used at IRS,” Proceedings of the Section on 


Survey Research Methods, American Statistical 
Association.


Kopczuk, Wojiech and Saez, Emmanuel (2004),  
“Top Wealth Shares in the United States, 1916-
2000: Evidence From Estate Tax Returns,” Work-
ing Paper 10399, National Bureau of Economic 
Research  (http://www.nber.org/papers/w10399).


Table 1.--Strata and Selection Probabilities, 1982 


 Size of Gross Estate 
(Based on Gross Estate Code) 


Age 
of


Decedent 


Under 
$300,000 


$300,000 under 
$500,000 


$500,000 under 
$1,000,000 


$1,000,000 under 
$5,000,000 


$5,000,000 or 
More 


Decedent Died in 1982 
Under 45 1.00 1.00 


45 under 55 0.50 
55 under 60 1.00 


60 under 70 0.35 0.50 
70 or Older 0.10 0.25 
Unknown 


0


0.10 0.25 


1.00 1.00 


Decedent Died in a Year Other Than 1982 
Under 45 0 1.00 1.00 1.00 1.00 


45 or Older, or 
Unknown 0 0 0 0 1.00 


Table 2.--Strata and Selection Probabilities, 1986 
Size of Gross Estate 


(Based on Gross Estate Code) 


Age of 
Decedent


$500,000 
under


$1,000,000 


$1,000,000 
under


$5,000,000 


$5,000,000 
or More 


Decedent Died in 1986 
Under 40 1.00 1.00 1.00 


40 under 50 1.00 1.00 1.00 
50 under 65 0.35 1.00 1.00 
65 or Older, 
or Unknown 0.07 0.50 1.00 


Decedent Died in a Year Other Than 1986


Under 40 1.00 1.00 1.00 
40 under 50 0.25 0.35 1.00 
50 under 65 0.04 0.50 1.00 
65 or Older, 
or Unknown 0.01 0.01 1.00 


Table 3.--Strata and Selection Probabilities, 1989 
Size of Gross Estate 


(Based on Gross Estate Code) 


Age of 
Decedent


$500,000 
under


$1,000,000 


$1,000,000 
under


$5,000,000 


$5,000,000 
or More 


Decedent Died in 1989 
Under 40 1.00 1.00 1.00 
40 under 50 1.00 1.00 1.00 
50 under 65 0.50 1.00 1.00 
65 under 75 0.12 0.50 1.00 
75 or Older, 
or Unknown 0.12 0.50 1.00 


Decedent Died in a Year Other Than 1989


Under 40 1.00 1.00 1.00 
40 under 50 0.25 0.35 1.00 
50 under 65 0.05 0.06 1.00 
65 under 75 0.03 0.05 1.00 
75 or Older, 
or Unknown 0.03 0.05 1.00 
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Table 4.--Strata and Selection Probabilities, 1992 


 Size of Gross Estate 


Age of 
Decedent


$600,000 under 
$1,000,000 


$1,000,000 
under


$2,000,000 


$2,000,000 
under


$5,000,000 


$5,000,000 
under


$10,000,000 


$10,000,000 or 
More


Decedent Died in 1992
Under 40 1.00 1.00 1.00 1.00 1.00 


40 under 50 1.00 1.00 1.00 1.00 1.00 
50 under 65 0.22 0.44 1.00 1.00 1.00 
65 under 75 0.10 0.20 0.40 1.00 1.00 


75 or Older, or 
Unknown 0.03 0.06 0.18 1.00 1.00 


Decedent Died in a Year Other Than 1992 
Under 40 1.00 1.00 1.00 1.00 1.00 


40 under 50 0.15 0.20 1.00 1.00 1.00 
50 under 65 0.06 0.11 0.33 1.00 1.00 
65 under 75 0.06 0.11 0.33 0.45 1.00 


75 or Older, or 
Unknown 0.03 0.05 0.16 0.22 1.00 


Table 5.--Strata and Selection Probabilities, 2001 
 Age of Decedent 


Size of Gross Estate Under 40 40 under 50 50 under 65 65 or Older 


Decedent Died in 2001 


$675,000 Under $1,000,000 1.00 1.00 1.00 0.13 


$1,000,000 under $1,500,000 1.00 1.00 1.00 0.20 


$1,500,000 under $2,000,000 1.00 1.00 1.00 0.20 


$2,000,000 under $3,000,000 1.00 1.00 1.00 0.40 


$3,000,000 under $5,000,000 1.00 1.00 1.00 0.80 


$5,000,000 under $10,000,000 1.00 1.00 1.00 1.00 


$10,000,000 or More 1.00 1.00 1.00 1.00 


Decedent Died in a Year Other Than 2001 


Under $1,000,000 1.00 0.01 0.01 0.01 


$1,000,000 under $1,500,000 1.00 0.01 0.01 0.01 


$1,500,000 under $2,000,000 1.00 0.01 0.01 0.01 


$2,000,000 under $3,000,000 1.00 0.02 0.02 0.02 


$3,000,000 under $5,000,000 1.00 0.04 0.04 0.04 


$5,000,000 under $10,000,000 1.00 0.11 0.11 0.11 


$10,000,000 or More 1.00 1.00 1.00 1.00 
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Comparing Scoring Systems From Cluster Analysis
and Discriminant Analysis Using Random Samples


William Wong and Chih-Chin Ho, Internal Revenue Service


C urrently, the Internal Revenue Service (IRS) cal-
culates a scoring formula for each tax return and
uses it as one criterion to determine which re-


turns to audit. The IRS periodically updates this formula
from a stratified random audit sample.  In 1988, such an
audit sample was selected. The sample was used to de-
rive a new scoring formula. This score is one of the
criteria used to determine whom to audit.  In Wong and
Ho (2002), we examined the effect of changing sample
size on the scoring formula from discriminant analysis.
We now extend that work by examining a method of
deriving scoring functions using cluster analysis with a
variety of distance functions and other options. Those
results are compared, and the best results are then com-
pared against those from discriminant analysis. For the
evaluation, random subsamples of edited returns are se-
lected, scoring functions developed and applied, and av-
erage performances and variances calculated.


We discuss the design of our analysis, our data, and
our goals.  We then describe our cluster analysis and
discriminant analysis approaches.  The results of our
analysis are presented, with the associated tables in the
Appendix.  Finally, we highlight our conclusions and fu-
ture research.


� Basic Analysis Framework


We studied one examination class with a sample of
4,356 audited returns. For our study purposes, we se-
lected a fixed set of 100 original variables. For the clus-
ter analysis procedures, we primarily used a fixed sub-
set of 15 of the �best� variables. We also compared us-
ing the 15 �best� variables with using the full set of 100
variables in the cluster procedure.  In the discriminant
analysis procedures, for each random subsample, we
used SAS Proc Stepdisc to determine a subset of the
100 variables to use to create our discriminant function.
We used a cross-validation approach to evaluate the
performances of the scoring formulas.


We start by selecting stratified random subsamples
of 2,500 from our 4,356 sample returns using three strata.
These subsamples of 2,500 returns serve as the model-
ing data sets. Thus, for each of these subsamples, we
create the cluster analysis and/or discriminant analysis
models we wish to compare. Our modeling goal is to
maximize the likelihood of identifying returns that ex-
ceed a minimum threshold discrepancy between the re-
ported and audited tax amounts.  (Due to disclosure sen-
sitivity, the threshold dollar amount is withheld.)  We
now apply the resulting models on the test data sets of
the remaining 1,856 (= 4,356 - 2,500) returns to score
each return.  Here, a higher score means the model is
predicting a higher probability of the return achieving
the threshold.  The test data set returns are sorted by
descending scores, and a cutoff percentage, c, of re-
turns is selected for evaluation. The evaluation statistic,
the �hit rate,� is defined as the portion of the selected
weighted returns achieving the threshold.  Cutoff per-
centages of 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 30, 35,
40, 45, 50, and 75 are analyzed. The cutoff percentage
of 100 is also tabulated to provide the average hit rates
over the entire test data sets.  This procedure is re-
peated by reselecting 10 to 400 random subsamples,
modeling, calculating hit rates for each cutoff percent-
age, averaging the hit rates over the subsamples, and
calculating the variance of each average hit rate.


� Cluster Analysis Framework


Motivation: Our approach is to identify returns that
exceed the discrepancy threshold, find where they clus-
ter, and score the returns based on their shortest dis-
tance to the cluster centroids.


Our cluster analysis proceeds as follows:


� Obtain modeling data set: Select a stratified ran-
dom subsample of 2,500 of the 4,356 returns.







- 44 -


WONG AND HO


� Identify those returns that exceeded the thresh-
old tax discrepancy. Typically, this would be
around 10 percent of the subsample.


� Create clusters of these �threshold exceeders�:
Using those returns that exceed the threshold
tax discrepancy, run SAS Proc Cluster to cre-
ate clusters.  To create these clusters, we use
most of the distance functions available in SAS
Proc Cluster: average, centroid, complete,
EML, flexible, McQuitty, median, single, and
Ward. Distance functions average, centroid,
median, and Ward also have �nosquare� op-
tions where the distances are not squared.


� Find the centroids of each cluster: For each
cluster, obtain the means and standard devia-
tions for each variable.


� Develop raw predicted score functions:  For
each return exceeding the threshold, calculate
its standardized distance to each cluster cen-
troid.  Thus, for each variable, calculate the
distance between the return value and the clus-
ter mean and divide the result by the cluster
standard deviation.  Define the distance to each
cluster centroid to be the square root of the
sum of the squares of the distances across vari-
ables.  The minimum of these distances across
clusters is the raw predicted score.  (When a
cluster�s average standard deviation is zero, the
variable mean with a minimum of one is used.)


� Create cluster score adjustment factors: For
each cluster, obtain both its average raw pre-
dicted score and its average real score, the tax
discrepancy among its elements.  The adjusted
predicted score is then the raw score with a ratio
adjustment to even out the cluster-to-cluster differ-
ences and prorate to the real score averages.


� Obtain the test data set: The test data set is the
remaining 1,856  (= 4,356-2,500) returns.


� Score each test data set return:  For each re-
turn, calculate raw scores using the same pro-
cedure as above and then apply the adjustment


factors calculated above. Since a lower score
currently means a higher likelihood of exceed-
ing the threshold, the scores need to be inverted.
Since the scores are used only in ranking re-
turns, simply reverse the sort.


� Calculate hit rates for each cutoff percentage:
After sorting the returns, apply the strata sam-
pling weights to each return and calculate the
weighted hit rates for each cutoff percentage.


� Select the next random subsample and repeat
the procedure 10 or 400 times.


� Calculate average hit rates and standard de-
viations over the random subsamples.


� Discriminant Analysis Framework


For our study purposes, we selected 100 original
variables and used SAS Proc Stepdisc to determine which
variables to use for our discriminant function.  Thus, the
100 variables are fixed, but the resulting subset of vari-
ables changes from sample to sample.  The discrimina-
tion classification variable used is a zero-one indicator
of whether a return exceeds the threshold tax discrepancy.


We start by selecting stratified subsamples of 2,500
from the 4,356 returns using three strata.  The weighted
samples are first processed through SAS Proc Stepdisc
to determine which subset of variables will be used.   This
is done using two methods: stepwise with p=0.15 and
forward discrimination with a maximum of 15 variables.
The weighted subsamples are then processed through
SAS Proc Discrim using only the variables identified by
the Proc Stepdisc procedure.  Only parametric discrimi-
nation is tested.  These weighted subsamples serve as
the discrimination modeling data set. The discrimination
test data set is the remaining 1,856 (=4,356-2,500) re-
turns.  One output of Proc Discrim is the posterior prob-
ability of the test return exceeding the threshold. This
posterior probability is used as the score. The test data
set returns are sorted by descending scores and weighted,
and hit rates are calculated for each cutoff percentage.
This procedure is repeated over the 400 random
subsamples, and average hit rates and their variances
are calculated.
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� Results


For each of the methods, the mean hit rates across the
10 or 400 subsamples were calculated for each percent-
age cutoff.  Along with each mean hit rate, the standard
deviation of the mean was also calculated.  (The standard
deviations calculated were to determine whether the dif-
ferences between the means are significant and are not
sampling error estimates.  Those estimates would require
correction factors for the large subsampling fractions.)


As indicated above, the basic scoring function for
the cluster approach is an adjusted minimum distance
between the return and the closest cluster centroid.  Origi-
nally, the minimum cluster distances were not standard-
ized. We found that standardized distances performed
better. We tried various treatments of cluster variable
means and variances when they were zero. We settled
on replacing the standard deviation with the variable mean
with a minimum of 1 when the standard deviation was
zero.  (This is needed to standardize the distance.)


We tested minimum cluster sizes of 1, 2, 3, 4, 5, 6, 8,
10, and 16.  High minimum sizes performed poorly and
often did not yield any clusters. The results for minimum
cluster sizes of 2 and 4 are given in Appendix Table A.
Since the main cutoffs of interest are 1 percent to 10
percent, we summarize the results by averaging the rep-
licate Average Hit Rates (AHR) across these percent-
ages and present them in Table 1.  We see that a mini-
mum cluster size of 2 performs better than 4. Further-
more, for distance functions: centroid nosquare, median
nosquare, and singular, using a minimum cluster size of 4
did not yield clusters for every subsample.


In parallel with deciding minimum cluster size, we
needed to determine how many clusters we should form.
We tested different numbers of clusters up to 20, but the
higher values did not consistently yield clusters.  Table 2
compares the results for forming 10, 8, 6, and 4 clusters,
using the thirteen distance measures.  From the left-hand
side of the table, we see that, if we average over the 1-
percent to 10-percent cutoffs, the optimum number of
clusters varies from 4 to 10.  However, the 1-percent
cutoff estimates are much larger than the rest. So, if the
cutoffs of interest are likely to be in the 2-percent to 10-
percent range, then the right-hand side of Table 2 shows
that the optimum number of clusters is mainly 6 or 8.
Most of the distance functions did reasonably well with
8 clusters; so, we pursued our analysis, using 8 clusters.


Table 1.  Average Hit Rate (AHR) Means Across Cutoff Percentages  
1% to 10%, by Min Cluster Size, Using 10 Replicates of 10 Clusters  
with 15 Variables  


   Min Cluster Size Best 
  4 2 Size 


Average 12.96 15.51 2 
Average Nosquare 13.20 14.13 2 


Centroid 11.25 14.52 2 
Centroid Nosquare   11.88 2 


Complete 13.21 16.50 2 
EML 15.17 18.71 2 


Flexible 16.13 18.89 2 
McQuitty 13.08 15.61 2 
Median 12.04 14.94 2 


Median Nosquare   11.41 2 
Single   10.44 2 
Ward 15.58 18.66 2 


Ward Nosquare 17.28 17.60 2 
 


Table 2.  Average Hit Rate (AHR) Means Across Cutoff Pe
to 10%, by Number of Clusters, Using 10 Replicates with M
Size of 2 and 15 Variables  


  Mean of the AHR B Mean of the AHR
  Over cutoffs 1% to 10% e Over cutoffs 2% to 1
  Number of Clusters: s Number of Clusters
  10 8 6 4 t 10 8 6 


Aver 15.51 15.96 15.25 13.94 8 14.97 15.34 14.21 13
AvNs 14.13 16.56 15.01 13.94 8 13.72 16.08 14.05 13
Cent 14.52 14.59 16.08 13.79 6 14.07 14.24 14.87 12


CntNs 11.88 13.40 14.80 13.61 6 11.39 13.06 14.30 12
Comp 16.50 17.79 17.92 15.28 6 16.42 17.31 17.05 14
EML 18.71 18.71 16.14 14.98 10 17.83 17.79 15.84 14
Flex 18.89 18.55 19.25 18.21 6 18.51 18.24 19.01 17
McQ 15.61 17.56 17.43 13.54 8 15.37 16.75 16.39 12
Med 14.94 16.64 16.42 12.63 8 14.60 15.78 15.42 12


MdNs 11.41 13.71 14.78 13.71 6 11.05 13.12 14.02 12
Single 10.44 11.31 11.03 11.67 4 10.35 11.12 10.84 10
Ward 18.66 19.18 16.50 15.00 8 17.76 18.14 16.23 14
WdNs 17.60 17.94 18.05 18.63 4 17.36 17.74 17.85 17


 


Now, would using 100 variables instead of 15 yield
better results? The results in Table 3 show that using
100 variables was sharply poorer than using 15.  Per-
haps the distance formula needs sharper differential
weights by variable when there are so many.


Table 3.  Average Hit Rate (AHR) Means Across Cutoffs  
Percentages of 1% to 10%, by Number of Variables, Using 10  
Replicates of Forming 8 Clusters with Min Cluster Size of 2  


  Using 15 vars Using 100 vars Best 
Average 15.96 12.95 15 


Average Nosquare 16.56 12.66 15 
Centroid 14.59 11.92 15 


Centroid Nosquare 13.40 11.85 15 
Complete 17.79 12.12 15 


EML 18.71 11.31 15 
Flexible 18.55 10.71 15 
McQuitty 17.56 12.91 15 
Median 16.64 12.55 15 


Median Nosquare 13.71 11.30 15 
Single 11.31 8.10 15 
Ward 19.18 12.53 15 


Ward Nosquare 17.94 12.89 15 
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Just how stable are these average hits? Was using
10 replicates sufficient?  Table 4 shows the mean Aver-
age Hit Rate and their ranks when using 10 replicates
and 400 replicates.   Although there is some difference
in the means, their relative rankings changed only slightly.
The top four distance functions:  EML, flexible, Ward,
and Ward nosquare, remained on top. The correspond-
ing original tables and their standard deviations are given
in Appendix Tables B and C.


Table 4.  Average Hit Rate (AHR) Means Across Cutoffs of 1% to  
10% and Their Ranks, by Number of Replicates, Using 8 Clusters  
with Min Cluster Size of 2 and 15 Variables 


  Using Using Rank Using 
  10 reps 400 reps 10 reps 400 reps 


Average 15.96 14.77 9 7 
Average Nosquare 16.56 14.61 8 8 


Centroid 14.59 14.29 10 10 
Centroid Nosquare 13.40 13.30 12 11 


Complete 17.79 15.99 5 5 
EML 18.71 17.49 2 2 


Flexible 18.55 17.46 3 4 
McQuitty 17.56 15.25 6 6 
Median 16.64 14.52 7 9 


Median Nosquare 13.71 13.22 11 12 
Single 11.31 10.71 13 13 
Ward 19.18 17.47 1 3 


Ward Nosquare 17.94 17.95 4 1 
 


Finally, back to the original question of which is bet-
ter, cluster analysis or discriminant analysis?  Appendix
Table D compares the best of the cluster analysis re-
sults with the discriminant analysis results.  Discrimi-
nant analysis seems to do better, with forward discrimi-
nant doing the best.  But, are we comparing the same
things?  Discriminant analysis used the package programs
SAS Proc Stepdisc and Proc Discrim. Cluster analysis
used the package program SAS Proc Cluster with a self-
written scoring program.  When writing the program,
we noticed that the results were still rather sensitive to
the parameters.  These parameters need to be analyzed
for improvement and robustness.  Furthermore, we can
interplay one method with the other and sharpen both
results. We may also want to experiment with combin-
ing the methods with regression.


� Conclusions


� High minimum cluster sizes, high numbers of
clusters, and high numbers of variables perform
poorly. High sizes and numbers of clusters may be
difficult to create.  Using 8 clusters with a mini-
mum cluster size of 2 and 15 variables appeared to
perform best for our data set.  Using 100 variables
overwhelmed the scoring algorithm.


� Among the cluster methods, EML, flexible, Ward,
and Ward nosquare performed the best.


� Using standard discriminant analysis currently
performs better than our cluster scoring procedure.


� Future Research


In the future we would like to explore methods of
enhancing our results, including:


� Combining the methods of cluster analysis, dis-
criminant analysis, and regression for modeling.


� Studying alternative methods calculating and
combining the distance functions between the
test data set return and each cluster. One en-
hancement may be to tie the distance function
to the function used in creating the clusters.


Finally, we need to test the different methods across
years. Specifically, we wish to use one year�s data to
train the models and apply the results on a different year
and then reverse roles. This will help determine the year-
to-year deterioration of the models.


� Source


Wong, William and Ho, Chih-Chin (2002), �Evaluating
the Effect of Sample Size Changes on Scoring
System Performance� 2002 Proceedings of the
American Statistical Association, Survey Research
Methods Section.
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� Appendix


Table A.  Comparing Average % Hit Rates of 13 Clustering Methods by Minimum Cluster Sizes               
Using 10 Replicates of Forming 10 Clusters with 15 Variables 


 
Cut-                           
off Aver Aver Cent Cent Comp EML Flex McQ Med Med Sing Ward Ward 
Pct   Nosq   Nosq           Nosq     Nosq 


                
 Using a minimum cluster size of 4: 


1 14.84 16.00 12.18 ** 14.41 18.49 21.36 14.50 16.67 ** ** 21.41 22.97 
2 13.16 13.32 11.10 ** 12.21 17.59 18.27 14.45 11.74 ** ** 18.15 18.90 
3 13.10 14.07 11.00 ** 13.83 17.11 16.75 14.52 11.26 ** ** 17.89 18.66 
4 13.66 13.95 11.79 ** 14.54 15.49 17.06 13.58 11.29 ** ** 16.16 18.09 
5 12.75 13.29 11.85 ** 13.57 15.13 16.60 13.04 11.82 ** ** 14.66 17.34 
6 12.64 12.94 10.98 ** 13.11 14.19 15.37 12.91 11.75 ** ** 14.05 16.79 
7 12.50 12.32 11.29 ** 12.80 13.80 14.45 12.63 11.97 ** ** 13.77 15.95 
8 12.36 12.07 11.00 ** 12.48 13.56 14.20 12.14 11.30 ** ** 13.24 15.12 
9 12.43 12.13 10.79 ** 12.74 13.36 13.75 11.74 11.55 ** ** 13.17 14.42 


10 12.19 11.89 10.52 ** 12.42 13.01 13.45 11.29 11.05 ** ** 13.33 14.57 
15 10.80 11.01 9.52 ** 11.61 12.36 12.11 10.72 10.41 ** ** 11.87 12.66 
20 10.00 10.36 9.19 ** 10.80 11.72 11.95 10.19 9.85 ** ** 12.13 11.93 
25 10.12 10.12 9.23 ** 10.60 11.19 11.70 9.93 9.80 ** ** 11.38 11.47 
30 9.95 10.06 8.99 ** 10.38 11.33 11.18 9.86 9.78 ** ** 11.47 11.00 
35 10.00 9.92 8.85 ** 10.04 11.17 11.26 9.56 9.81 ** ** 11.27 11.00 
40 9.71 9.74 8.94 ** 10.04 11.15 10.97 9.74 9.70 ** ** 11.01 10.84 
45 9.68 9.67 9.08 ** 9.94 10.92 10.87 9.80 9.72 ** ** 10.85 10.90 
50 9.70 9.69 9.34 ** 9.81 10.68 10.49 9.72 9.74 ** ** 10.59 10.91 
75 9.64 9.58 9.37 ** 9.97 10.25 10.42 9.64 9.70 ** ** 10.18 10.45 


100 11.77 11.77 11.77 ** 11.77 11.77 11.77 11.77 11.77 ** ** 11.77 11.77 
                
 Using a minimum cluster size of 2: 


1 20.38 17.85 18.52 16.32 17.23 26.59 22.28 17.79 17.99 14.60 11.24 26.84 19.79 
2 18.24 17.13 17.34 14.48 17.44 23.47 21.37 17.12 17.31 12.20 11.14 23.12 20.73 
3 16.79 15.44 15.58 12.51 17.12 20.37 19.66 17.47 15.91 11.54 11.88 21.55 19.69 
4 16.38 13.92 15.94 11.27 17.53 18.69 20.17 16.09 14.11 11.39 10.49 19.47 18.64 
5 15.62 13.50 14.49 11.23 16.68 17.79 19.83 15.67 14.78 10.96 9.99 17.69 17.29 
6 14.20 13.08 13.25 10.77 16.74 16.83 18.47 15.21 14.55 11.50 10.21 17.05 16.60 
7 13.75 12.49 12.83 10.70 16.31 16.37 17.80 14.94 13.92 10.95 10.19 15.99 16.40 
8 12.92 12.64 12.55 10.51 15.64 16.07 16.93 14.31 13.62 10.54 9.94 15.24 16.02 
9 13.24 12.72 12.43 10.43 15.17 15.93 16.45 13.81 13.76 10.27 9.75 15.00 15.78 


10 13.60 12.54 12.24 10.63 15.11 14.98 15.90 13.71 13.41 10.11 9.58 14.69 15.03 
15 12.62 12.04 11.71 9.88 13.53 13.92 15.27 13.16 12.56 9.65 9.05 14.42 13.78 
20 11.72 11.13 10.49 9.60 13.33 13.28 14.26 12.23 11.59 9.25 9.02 13.62 13.09 
25 11.44 11.03 10.49 9.87 12.79 12.35 13.65 11.44 10.98 9.73 9.08 12.66 12.87 
30 11.30 10.90 10.22 9.97 12.29 12.08 13.07 11.31 10.92 9.73 8.74 12.25 12.56 
35 11.21 10.82 10.19 9.58 11.84 11.66 12.48 11.11 10.83 9.52 8.54 11.78 12.33 
40 10.96 10.44 10.08 9.37 11.64 11.48 12.05 11.05 10.69 9.28 8.68 11.71 12.02 
45 10.60 10.12 9.74 9.11 11.50 11.24 11.72 10.83 10.37 9.25 8.80 11.47 11.68 
50 10.31 9.94 9.64 9.10 11.35 11.03 11.58 10.51 10.15 9.07 8.85 11.18 11.41 
75 9.93 9.79 9.54 9.42 10.49 10.52 10.70 10.02 9.94 9.40 9.42 10.53 10.70 


100 11.77 11.77 11.77 11.77 11.77 11.77 11.77 11.77 11.77 11.77 11.77 11.77 11.77 
 
Note: ** Ten clusters with cluster size >= 4 could not be formed for every replicate with this clustering method.
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Table B.  Comparing Average % Hit Rates of 13 Clustering Method
8 Clusters with 15 Variables and a Minimum Cluster S


 
Cut-                 
off Aver Aver Cent Cent Comp EML Flex McQ 
Pct   Nosq   Nosq         
          
 Using 10 Replicates: 


1 21.54 20.85 17.77 16.54 22.16 27.02 21.35 24.88 
2 20.98 20.50 17.88 15.64 19.08 23.24 20.47 22.02 
3 17.66 18.08 16.72 13.95 19.09 20.28 18.24 17.92 
4 16.44 17.89 15.25 13.69 18.52 19.51 18.87 17.52 
5 15.05 16.18 13.63 13.34 17.15 17.67 17.60 16.29 
6 14.12 15.50 13.52 12.76 17.27 16.68 18.00 15.77 
7 14.12 14.78 13.50 12.40 16.80 16.24 18.41 16.00 
8 13.52 14.27 12.76 12.13 16.29 15.66 18.07 15.68 
9 13.17 14.06 12.43 11.70 15.96 15.62 17.30 15.14 


10 12.99 13.45 12.49 11.89 15.60 15.20 17.18 14.42 
15 12.55 12.89 12.00 11.03 14.18 14.23 15.42 13.30 
20 12.20 12.11 11.50 10.44 13.51 13.12 14.44 12.92 
25 11.56 11.67 11.19 10.35 13.14 12.37 13.43 12.31 
30 11.39 11.65 11.17 10.46 12.74 12.07 13.04 11.74 
35 11.24 11.33 10.98 10.24 12.39 11.87 12.66 11.58 
40 10.94 11.12 10.77 10.21 11.99 11.54 12.45 11.46 
45 10.65 10.83 10.43 9.97 11.76 11.25 12.39 11.16 
50 10.48 10.41 10.33 9.73 11.44 11.09 12.06 10.86 
75 10.06 10.09 9.99 9.69 10.52 10.41 10.84 10.24 


100 11.77 11.77 11.77 11.77 11.77 11.77 11.77 11.77 
          
 Using 400 Replicates: 


1 18.68 18.79 17.70 15.64 20.43 23.78 21.96 19.53 
2 17.53 17.18 16.72 15.30 18.47 20.95 19.92 18.06 
3 16 24 15 89 15 61 14 49 17 13 18 92 18 89 16 39
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COMPARING SCORING SYSTEMS FROM CLUSTER ANALYSIS AND DISCRIMINANT ANALYSIS


Table C.  Comparing Std Dev (Average % Hit Rates) of 13 Clus
Replicates When Forming 8 Clusters with 15 Varia


Cut-                 
off Aver Aver Cent Cent Comp EML Flex McQ
Pct   Nosq   Nosq         


          
 Using 10 Replicates: 


1 2.12 3.28 2.35 1.44 3.70 2.51 2.18 4.2
2 2.16 2.14 2.09 1.35 1.18 2.50 1.20 2.3
3 2.15 1.53 1.31 1.54 1.29 1.39 1.00 1.5
4 1.68 0.97 0.98 1.26 1.12 1.18 1.01 1.54
5 1.36 1.05 0.87 1.15 0.95 1.17 0.96 1.3
6 1.25 0.76 0.74 0.91 0.87 1.00 0.85 1.5
7 1.10 0.78 0.77 0.79 0.79 0.79 0.82 1.3
8 0.96 0.67 0.54 0.74 0.90 0.78 0.62 1.1
9 0.93 0.48 0.47 0.71 0.89 0.84 0.69 1.0


10 0.89 0.51 0.46 0.68 0.87 0.71 0.57 1.0
15 0.87 0.39 0.71 0.59 0.67 0.50 0.51 0.8
20 0.61 0.31 0.52 0.54 0.45 0.55 0.37 0.6
25 0.47 0.30 0.42 0.39 0.55 0.51 0.21 0.5
30 0.56 0.29 0.44 0.48 0.52 0.48 0.22 0.5
35 0.48 0.26 0.38 0.40 0.44 0.43 0.30 0.5
40 0.33 0.25 0.36 0.28 0.34 0.38 0.29 0.3
45 0.29 0.19 0.30 0.29 0.34 0.35 0.30 0.3
50 0.27 0.17 0.25 0.29 0.36 0.30 0.35 0.2
75 0.20 0.17 0.22 0.23 0.27 0.24 0.23 0.2


100 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.1
          
 Using 400 Replicates: 


1 0.41 0.40 0.41 0.39 0.43 0.43 0.46 0.4
2 0.28 0.27 0.29 0.27 0.30 0.31 0.31 0.3
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WONG AND HO


Table D.  Comparing Average % Hit Rates(AHR) & SD(AHR) Amo
Discriminant Methods Using 400 Replicates Where C
Clusters, 15 Variables, and a Minimum Cluster Size o


 
  Average % Hit Rate (AHR) Standar
Cut- Clustering Discriminant Clusteri
off EML Flex Ward Ward Step- For- EML Flex W
Pct       Nosq wise ward     


              
1 23.78 21.96 23.64 23.36 27.03 27.65 0.43 0.46 0.
2 20.95 19.92 20.95 20.67 27.47 28.85 0.31 0.31 0.
3 18.92 18.89 19.06 19.30 27.29 28.42 0.26 0.26 0.
4 17.75 17.88 17.65 18.23 26.70 27.44 0.22 0.22 0.
5 16.78 17.03 16.77 17.52 26.06 26.56 0.19 0.20 0.
6 16.19 16.48 16.13 16.87 25.38 25.79 0.17 0.18 0.
7 15.72 16.08 15.71 16.47 24.85 25.17 0.16 0.17 0.
8 15.32 15.74 15.27 15.98 24.23 24.63 0.15 0.16 0.
9 14.95 15.44 14.89 15.74 23.76 24.02 0.14 0.15 0.
10 14.58 15.16 14.67 15.40 23.29 23.49 0.13 0.14 0.
15 13.55 14.15 13.65 14.37 21.29 21.38 0.10 0.11 0.
20 12.86 13.45 12.98 13.63 19.68 19.86 0.09 0.10 0.
25 12.38 12.89 12.44 13.08 18.69 18.71 0.08 0.09 0.
30 11.97 12.46 12.02 12.56 17.80 17.79 0.07 0.07 0.
35 11.63 12.09 11.68 12.18 17.09 17.05 0.06 0.07 0.
40 11.39 11.80 11.45 11.87 16.45 16.42 0.06 0.06 0.
45 11.22 11.59 11.27 11.61 15.89 15.90 0.05 0.06 0.
50 11.04 11.38 11.08 11.41 15.40 15.42 0.05 0.05 0.
75 10.28 10.59 10.32 10.62 13.34 13.41 0.04 0.04 0.
100 11.72 11.72 11.72 11.72 11.72 11.72 0.03 0.03 0.
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Are Taxpayers Increasing the Buildup of Retirement Assets?  
Preliminary Results from a Matched File of Tax Year 1999 Tax Returns 


and Information Returns 
 


Peter J. Sailer, Michael E. Weber, and Kurt S. Gurka, Statistics of Income Division, 
Internal Revenue Service 
 


Historically, the Statistics of Income (SOI) Division has published numerous 
tabulations produced from individual income tax return data, but very little from 
information documents-- those numerous pieces of paper anyone with income from U.S. 
sources receives in January and February of each year.  Part of the reason for the lack of 
tabulations is the complexity of editing  and using documents from the Information 
Returns Program (IRP).  Compared to tax return records, IRP records are often 
incomplete or inconsistent, sometimes containing duplicate documents representing the 
same taxpayer account and sometimes containing documents mislabeled as to name, 
address, or taxpayer identification information.  In the revenue collection process, many 
of these problems are corrected by tax examiners before delinquency notices are sent to 
the taxpayers.  However, these corrections do not get carried back to the computer files.  
Therefore, the SOI Division has had to devise its own correction strategies.  We feel that, 
over the past several years, SOI’s IRP-cleaning process has improved significantly.  As a 
result, we are more comfortable with publishing data from these documents.  Data on 
salaries and wages from Forms W-2 (Wage and Tax Statement) were published last 
winter in the SOI Bulletin (Sailer, Yau, and Rehula, 2002), and are now planned as an 
annual publication. 
 
Sources of SOI Data on Retirement Assets 
 


Some of the more interesting data that are contained in the IRP documents include 
information from Forms 5498 (IRA Contribution Information) and W-2 on the 
accumulations and size of many retirement assets.  Table 1 shows the data items which 
SOI is able to draw upon in order to determine which taxpayers are participating some 
type of retirement plan.  As is true of all tables in this paper, frequencies shown in Table 
1 represent the number of taxpayers, not (as is usual in SOI tabulations) the number of 
returns.  Both spouses on joint returns are included in the count of individuals if each 
participates in a retirement plan. 


 
  Alone among the tax forms used to produce Table 1, Forms W-2 are filed with 
and processed, not by the IRS, but by the Social Security Administration (SSA).  An 
electronic version of the SSA-processed data is provided to IRS, and SOI subsequently 
matches the W-2 data to the tax returns in our various samples.  Interestingly, but perhaps 
not surprisingly, not all of the information is transcribed or retained by SSA.  
Specifically, the SSA-processed data contain only a few items from “Box 13,” which is 
used by employers to report up to18 different items of income, benefits, or deferrals, each 
identified by a letter code.  Total deferred income is included on the SSA-processed file, 
but no detail on the type of plan under which the income was deferred.  As a result, a few 
years ago, the Treasury Department’s Office of Tax Analysis (OTA) asked SOI to  







 


 
 
transcribe the W-2s that are appended to the tax returns submitted by taxpayers to the IRS 
for a subset of the annual SOI cross-sectional sample.  These data are shown as “W-2 
Retirement Fields from edited subsample” in Table 1. 
 


Box 15 indicates whether a taxpayer is covered by some form of a pension plan 
and is used to determine the deductibility of an IRA contribution.  In an ironic twist, we 


Table 1-- Sources of SOI Data on Retirement Plan Contributions and Assets by Number of
Taxpayers and Amount of Contribution, Tax Year 1999
(All figures are estimates based on samples--money amounts are in thousands of dollars)


Number of Amount
taxpayers of contribution


SSA/IRS-Processed W-2 Retirement Fields ($1,000)
   Box 13 - Total Deferred Compensation from box 13......................... 37,021,114 116,453,846
   Box 15 - Pension Indicator Box Checked.......................................... 63,240,641 n/a


Government Pension Coverage
   Total................................................................................................... 2,746,761 n/a
   Box 15 - Pension Indicator Box Not Checked................................... 1,041,906 n/a


Form 5498 Retirement Fields
   Box 1 - IRA Contributions (IRC ¶ 219(b)).......................................... 6,500,430 11,306,112
   Box 7 - SEP Contributions (IRC ¶ 408(k))......................................... 1,769,874 9,294,183
   Box 8 - Simple IRA Contributions (IRC ¶ 408(p)).............................. 1,108,333 3,338,943
   Box 9 - Roth IRA Contributions (IRC ¶ 408A(c))............................... 6,194,357 10,788,183


Form 1040 Retirement Fields
   Line 23 - Deductible IRA.................................................................... 3,876,011 7,883,438
   Line 29 - Self-employed Keogh, SEP, or SIMPLE deduction............ 1,403,967 11,928,242


Form 8606 Retirement Fields
    Primary, Nondeductible IRA............................................................. 716,281 1,130,957
    Secondary, Nondeductible IRA......................................................... 363,918 646,184


W-2 Retirement Fields from edited subsample
   Box 13 - Total deferrals..................................................................... 36,412,000 117,527,612
   Box 13 - Code D (401(k) elective deferrals)...................................... 28,926,000 93,058,670
   Box 13 - Code E (403(b) elective deferrals)...................................... 4,956,000 15,526,656
   Box 13 - Code F (408(k)(6) elective deferrals).................................. 282,000 801,216
   Box 13 - Code G (457(b) elective & nonelective deferrals)............... 2,510,000 6,676,092
   Box 13 - Code H (501(c)18(D) elective deferrals)............................. 56,000 102,582
   Box 13 - Code S (408(p) elective deferrals)...................................... 548,000 1,362,396


Total taxpayers with deferrals for retirement plans * 75,952,679 n/a
n/a: Not available
* The total frequency is less than the sum of the column, because some taxpayers are in more 
    than one category.







noticed that some Federal government employees, whom we could identify by the 
employer name box on Form W-2, did not seem to be represented in the group of 
individuals who are covered by pensions.  After further investigation, it appeared that, in 
some years, the W-2s received by IRS employees did not even have the pension box on 
the form.  Since we were quite sure that Federal government employees do have pension 
coverage, we determined that they should be shown as “covered” in our tables, without 
regard to the entry in Box 15.  This correction yielded over a million additional covered 
employees.  


 
  In addition to W-2 data, the IRP files contain data from Form 5498, which 
provides information on Individual Retirement Account (IRA), Simplified Employee 
Pensions (SEP), Savings Incentive Match Plan (SIMPLE) IRA, and Roth IRA 
contributions.  As an extra bonus, it also provides a fair market value of those assets held 
by the individual.  Data on fair market value are presented in a later section of this paper.    
 
  Form 1040 also provides some information on retirement deferrals as well.  For 
1999, Line 23 shows the deductible portion of any IRA contributions, and Line 29 
provides information on the deductible portions of contributions to Keogh, SEP and 
SIMPLE IRA plans by self-employed individuals.  Finally, Form 8606 (Nondeductible 
IRAs) provides information on nondeductible IRA contributions, although it is apparent 
that not all taxpayers contributing to nondeductible IRAs file Form 8606.  This can be 
seen by examining the number of taxpayers with an IRA contribution on Form 1040, 
Line 23, and the number of primary and secondary taxpayers with a nondeductible IRA 
and comparing it with the number of taxpayers with an IRA contribution on the Form 
5498.    
 
  When all of these sources of data about employment-related retirement plans were 
aggregated, we found that 76 million taxpayers were participants in some form of 
retirement savings plan during Tax Year 1999.  By far the largest group was employees 
who participate in employer-sponsored retirement plans.  When Federal government 
workers were included, there were 64 million taxpayers in this category. 
 
Sources of Fair Market Value Reported for Form 5498 
 
  Now turning back to the data on fair market value: data from Form 5498 show 
that taxpayers, as of December 31, 1999, had an estimated $2.7 trillion in assets covered 
by retirement plans reported on Form 5498.  This figure does not include the estimated 
$1.5 trillion in retirement assets held in 401(k)-type defined contribution plans (Purcell, 
2002).  It also has no bearing on future pensions which may be due to taxpayers under 
employer-provided defined benefit plans.  It does represent retirement assets controlled 
by individual taxpayers.  Table 2 shows the plans under which these assets were 
accumulated.  By far the largest amount (over 91 percent of the total) was in traditional 
IRAs; new contributions to these plans could be made by any taxpayer under age 70 ½ 
who had earned income; for those not covered by employer-provided pension plans (such 
as 401(k)s), the contribution (up to a maximum of $2,000) was tax-deductible.  In any 
case, the earnings in any IRA account are not taxable until withdrawn by the taxpayer.  It 
should be noted that much of  $2.4 trillion in IRA assets may have been accumulated, not 







by the annual contributions of up to $2,000 per taxpayer, but by taxpayers taking lump-
sum distributions from employer-provided pension plans and rolling them over into IRAs 
upon retirement or changes in employment.   
 
 


 
 
  SIMPLE IRAs and SEPs were IRA-type accounts set up by employers, with all 
employees and the employer participating.  Contributions to these plans were excluded 
from salaries and wages of the employees, or taken by the sole proprietor as an 
adjustment on his or her tax return.  Roth IRAs, only in their second year of existence in 
1999, already accounted for nearly 3 percent of the assets reported on Form 5498.  These 
accounts are funded with after-tax income, but their earnings are non-taxable.  Education 
IRAs accounted for only a minimal amount of the holdings of taxpayers and, while 
included on Form 5498, are not retirement assets.  Roth Conversions and 
Recharacterizations are assets in transition from one plan to another. 
 
Characteristics of Taxpayers with Retirement Assets 
 


 
  Because SOI’s file of information documents has been linked to tax returns as 
well as to age and gender information from SSA, it is possible to use this file to analyze 


Table 2--Fair Market Value from Form 5498 by Type of Plan, Tax Year 1999
(All figures are estimates based on samples--money amounts are in thousands of dollars)


Number of Amount
taxpayers of contribution


($1,000)
     Fair market value from Form 5498................. 43,063,085 2,651,203,109
       Regular IRA plans......................................... 36,493,250 2,417,482,348
       SEP plans from employers........................... 3,199,784 146,078,814
       Simple plans................................................. 1,151,763 7,067,511
       Roth IRA plans.............................................. 7,001,206 74,189,010
       Education IRA plans..................................... 173,581 165,649
       Roth Conversions/Recharacterizations........ 289,045 6,219,777


Table 3--Fair Market Value from Form 5498, by Age, Tax Year 1999
(All figures are estimates based on samples--money amounts are in
thousands of dollars, averages are in whole dollars)


Number of Fair market value Average
Age of taxpayer taxpayers ($1,000) FMV ($1)


   Total......................................... 43,063,085 2,651,203,109 61,566
   Under 10.................................. 53,379 293,387 5,496
   10 under 20.............................. 263,721 731,618 2,774
   20 under 30.............................. 2,457,490 15,579,842 6,340
   30 under 40.............................. 7,024,399 139,803,331 19,903
   40 under 50.............................. 10,267,008 434,837,221 42,353
   50 under 60.............................. 10,156,921 735,373,340 72,401
   60 under 70.............................. 7,632,709 848,461,952 111,161
   70 under 80.............................. 4,611,507 438,008,112 94,982
   80 or more................................ 595,950 38,114,305 63,956







holders of retirement assets by many economic and demographic characteristics.  Table 3 
shows that, as one would expect, older taxpayers have larger fair market values than  
younger taxpayers.   However, the average declines above age 70.  This could be due to 
two factors: first, these taxpayers are probably drawing down their assets.  Second, they 
may not have had much time during their working years to accumulate these types of 
assets, since many of the retirement plans did not exist during their prime earnings years.  
  


 
 
  Table 4 shows the typical way of presenting Statistics of Income data: by size of 
adjusted gross income.  Not surprisingly, both participation in pension plans and average 
fair market value rise strongly with income--the “No adjusted gross income” class, which 
includes all deficit returns, should be ignored for the purpose of this analysis, since it 
contains many rich people suffering temporary financial setbacks.  It should also be noted 
that the $1 under $5,000 class contains many dependent children with small amounts of 
investment income and no earned income. 
 
  However, as can be seen from Table 5, even when the analysis is limited to those 
taxpayers who are between ages 25 and 64 and have earned income, the pattern of 
ownership of retirement assets is, if anything, accentuated.  Very few low-income 
taxpayers have retirement assets, whereas 75 percent of individuals with incomes of 
$500,000 or more do have such assets. 
 


Table 4--All Taxpayers and Taxpayers with Retirement Assets, by Size of Adjusted Gross Income,
Tax Year 1999
(All figures are estimates based on samples--money amounts are in thousands 
of dollars, averages are in whole dollars)


Size of adjusted gross income Total number Number of Percent of Fair market value Average
of taxpayers taxpayers all taxpayers ($1,000) FMV ($1)


Total 177,000,808 43,063,085 24.33 2,651,203,109 61,566
   No adjusted gross income............... 1,491,601 239,428 16.05 11,304,527 47,215
   $1 under $5,000............................... 14,014,142 687,972 4.91 16,573,532 24,090
   $5,000 under $10,000...................... 14,330,007 1,097,277 7.66 31,787,485 28,969
   $10,000 under $15,000.................... 14,322,658 1,597,991 11.16 57,464,081 35,960
   $15,000 under $20,000.................... 14,555,120 2,101,509 14.44 69,169,597 32,914
   $20,000 under $25,000.................... 12,668,544 2,088,328 16.48 75,106,765 35,965
   $25,000 under $30,000.................... 10,923,609 2,026,969 18.56 68,194,238 33,643
   $30,000 under $40,000.................... 18,630,769 4,172,326 22.39 156,890,649 37,603
   $40,000 under $50,000.................... 15,259,351 3,956,132 25.93 158,979,604 40,186
   $50,000 under $75,000.................... 28,797,359 8,960,065 31.11 448,606,914 50,067
   $75,000 under $100,000.................. 14,292,830 5,978,066 41.83 368,805,629 61,693
   $100,000 under $200,000................ 13,213,645 7,144,269 54.07 637,179,646 89,188
   $200,000 under $500,000................ 3,483,598 2,307,128 66.23 371,767,543 161,139
   $500,000 under $1,000,000............. 642,082 447,905 69.76 103,458,026 230,982
   $1,000,000 or more.......................... 375,494 257,721 68.64 75,914,874 294,562


Taxpayers with retirement assets







 
 
  Finally, Table 6 shows the fair market value data by the marital status and gender 
of the taxpayer.  Table 6 reveals that males have on average a fair market value balance  
nearly twice that of females.  Interestingly, single men and single women on average 
possess roughly the same account balances.  Among married couples, on the other hand, 
the husband is overwhelmingly the owner of the retirement assets. 
 
 


 
 


Table 5--Taxpayers Ages 25 - 64 with Earned Income: All Taxpayers and Taxpayers with Retirement  
Assets, by Size of Adjusted Gross Income, Tax Year 1999
(All figures are estimates based on samples--money amounts are in thousands of dollars,
averages are in whole dollars)


Total number Number of Percent of Fair market value Average
of taxpayers taxpayers all taxpayers ($1,000) FMV ($1)


Size of adjusted gross income
Total 111,863,899 28,731,488 25.68 1,463,722,763 50,945
   No adjusted gross income........ 365,162 95,445 26.14 3,707,733 38,847
   $1 under $5,000........................ 3,100,498 149,856 4.83 3,565,701 23,794
   $5,000 under $10,000............... 5,531,893 354,442 6.41 5,853,603 16,515
   $10,000 under $15,000............. 6,636,937 560,918 8.45 13,237,899 23,600
   $15,000 under $20,000............. 7,783,762 810,402 10.41 16,977,201 20,949
   $20,000 under $25,000............. 7,841,439 1,063,268 13.56 24,178,220 22,740
   $25,000 under $30,000............. 7,493,819 1,241,720 16.57 27,276,738 21,967
   $30,000 under $40,000............. 13,359,589 2,703,658 20.24 70,709,869 26,153
   $40,000 under $50,000............. 11,741,833 2,811,568 23.94 86,637,712 30,815
   $50,000 under $75,000............. 22,931,219 6,586,411 28.72 251,604,615 38,201
   $75,000 under $100,000........... 11,527,009 4,599,518 39.90 217,237,227 47,230
   $100,000 under $200,000......... 10,496,843 5,604,188 53.39 416,802,110 74,373
   $200,000 under $500,000......... 2,427,662 1,679,684 69.19 219,616,985 130,749
   $500,000 under $1,000,000...... 406,734 304,702 74.91 60,612,032 198,922
   $1,000,000 or more.................. 219,500 165,707 75.49 45,705,119 275,819


Taxpayers with retirement assets


Table 6--Fair Market Value by Marital Status and Gender of Taxpayer, Tax Year 1999
(All figures are estimates based on samples--money amounts are in thousands 
of dollars, averages are in whole dollars)


Number of Fair market value Average
Marital status and gender taxpayers ($1,000) FMV ($1)


   All returns, total................................ 43,063,085 2,651,203,109 61,566
     Men................................................ 21,920,387 1,775,539,926 80,999
     Women.......................................... 21,142,698 875,663,183 41,417
   Non-joint returns, total..................... 12,016,413 630,581,168 52,477
     Men................................................ 5,112,827 260,287,153 50,909
     Women.......................................... 6,903,586 370,294,015 53,638
   Joint returns, total............................ 31,046,672 2,020,621,941 65,083
     Men................................................ 16,807,560 1,515,252,773 90,153
     Women.......................................... 14,239,112 505,369,168 35,492







Increases in assets, 1989 – 1999 
 
  The title of this paper promises some information on the increase in retirement 
assets, and Table 7 sheds some light on this issue.  The SOI Division began gathering 
information from Form 5498 in 1989, and has done so annually in recent years.  In 1989, 
IRA plans (including SEP plans) had existed for 15 years, and total assets in these plans 
amounted to $546 billion.  The total fair market value for 1999 of  $2.7 trillion represents 
a 385 percent increase over 1989 in current dollars, and a 261 percent increase in constant 
(inflation adjusted) dollars.  During this same period, total adjusted gross income rose by 
80 percent in current dollars, and 34 percent in constant dollars.  Contributing to the 
growth in assets were not only the increased popularity of the regular and SEP IRAs, but 
also the introduction of several new retirement plans, and rollovers into these plans from 
other retirement plans. 
 


 
 
Future plans 
 


SOI is just beginning to learn how to edit and interpret IRP retirement data.  
Given the aging of the "baby-boom" generation and the probable continued growth in 
these retirement assets, it is essential that SOI extend this research.  Specifically, SOI 
plans to publish some of the data presented in this paper in an annual SOI Bulletin article 
and to develop prospective and retrospective panels that can shed light on the dynamics 
of retirement asset accumulation and expenditure.  


 


Table 7--Fair Market Value from Form 5498, by Type of Plan, Tax Years 1989, 1997, 1998, and 1999 
(All figures are estimates based on samples--money amounts are in thousands of dollars)


Type of plan Number of Amount Number of Amount
taxpayers taxpayers


     Total fair market value ................................ 31,629,425 546,283,545 38,112,951 1,722,377,391
       Regular IRA plans...................................... n/a n/a 36,435,890 1,637,049,259
       SEP plans from employers........................ n/a n/a 2,671,525 84,678,918
       Simple plans.............................................. - - 274,929 649,214
       Roth IRA plans........................................... - - - -
       Education IRA plans.................................. - - - -
       Roth Conversions/Recharacterizations..... - - - -


Type of plan Number of Amount Number of Amount
taxpayers taxpayers


     Total fair market value ................................ 41,230,654 2,150,064,627 43,063,085 2,651,203,109
       Regular IRA plans...................................... 36,258,284 1,974,967,739 36,493,250 2,417,482,348
       SEP plans from employers........................ 3,057,177 115,406,516 3,199,784 146,078,814
       Simple plans.............................................. 719,409 2,774,848 1,151,763 7,067,511
       Roth IRA plans........................................... 4,256,181 44,181,058 7,001,206 74,189,010
       Education IRA plans.................................. 118,602 67,676 173,581 165,649
       Roth Conversions/Recharacterizations..... 4,224,829 12,666,790 289,045 6,219,777
n.a.: not available, - : not applicable


1989 1997


1998 1999
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Measuring Disclosure Risk and an Examination 
of the Possibilities of Using Synthetic Data in 


the Individual Income Tax Return Public Use File


Sonya Vartivarian and John L. Czajka, Mathematica Policy Research, Inc.,                      
 and Michael Weber, Internal Revenue Service


E ach year, the Statistics of Income (SOI) Divi-
sion of the Internal Revenue Service (IRS) 
draws a sample of individual and sole propri-


etorship tax returns, abstracts and edits a large number 
of data items, and prepares a microdatabase that the 
Treasury Department and the Congress use for tax pol-
icy analysis.  The SOI Division also produces a public 
use fi le (PUF) version of this sample so that tax policy 
researchers in academia and the private sector can have 
access to some of the same information for their own 
tax policy analysis.  In addition to being stripped of all 
identifying information and limited to about 200 fi elds, 
the data included in the PUF are masked in a number of 
ways to further reduce the risk of disclosure.


Disclosure avoidance has been an ongoing topic of 
study by the SOI Division.  The IRS is legally obliged 
to assure that no taxpayer information is ever disclosed.  
This legal obligation drives the producers of the PUF to 
address known risks of disclosure and also reinforces 
the need to push toward increased protection as tech-
nology and data that pose risks become more available 
and increasingly sophisticated.  


 Disclosure Protection


As a source of data for research purposes, the tax 
return has a number of limitations that work in favor of 
efforts to limit the risk of disclosure.  First, personal de-
mographic information is very limited, consisting only 
of marital status (married versus not).  Similarly, fam-
ily demographic information includes only the number 
of claimed dependents, which is broken out into chil-
dren who lived with the taxpayer, children who did not 
live with the taxpayer due to a divorce or separation, 
and other dependents who met both residency and sup-
port tests.  Geographic information is captured in the 


mailing address, but this is not always residential (or 
even the taxpayer’s).  Income is reported by source (for 
example, wages and salaries, business income, capital 
gains), but, for most sources, only taxable income is 
collected, and the incomes of spouses are combined.  
Furthermore, income from wages and salaries, which 
may pose the greatest risk of disclosure for the most 
people, is aggregated over employers.


Further benefi ting efforts to limit disclosure risk, 
most of the items reported on tax returns serve a unique 
administrative purpose and, for that reason, do not ap-
pear in other databases.  Some items that do appear in 
other databases may appear in a disaggregated form, 
with only partial representation in a given database.


The SOI Division’s strategy for producing a PUF 
refl ects the Division’s assessment of the relative sourc-
es of risk.  The strategy recognizes the limited number 
of items that recur in other databases, whether identifi -
able or not, and the lower quality of other data sources, 
generally.


While a number of different methods of disclosure 
avoidance are applied to a wide range of variables, the 
most substantial masking is applied to those variables 
that are considered to present the highest risk.  For 
many years, the SOI Division has relied on microag-
gregation, or blurring, as the method of choice.  With 
micro-aggregation, values of similar observations are 
averaged and replaced by their mean values.  Recently, 
the previous univariate masking was replaced with a 
multivariate masking method.  Multivariate masking 
(Mateo-Sanz and Domingo-Ferrer, 1998) was fi rst in-
corporated in the 2002 PUF and used again in creating 
the 2003 and 2004 PUFs.  The groupings of observa-
tions selected to be blurred were based on a multivari-
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ate measure that took into account several variables.  
Other disclosure avoidance methods applied to the PUF 
include subsampling returns with the highest selection 
probabilities, suppressing geography and selected other 
variables for the highest income returns, and excluding 
outliers from selection.


 Measuring the Risk of Disclosure


In measuring the risk of disclosure, the SOI Division 
is in a much better position than most statistical agen-
cies because it has access to the full population from 
which the annual sample was drawn.  Consequently, 
it is possible to use data from the population fi le in an 
attempt to reidentify records in the PUF.  With enough 
variables, however, this is simply too easy—and unre-
alistic.  To obtain useful information from this exercise, 
then, the SOI Division must restrict the record linkage 
attempts to a reduced number of fi elds representing a 
plausible threat scenario.


With these fi elds, the SOI Division employs a dis-
tance-based algorithm to determine the PUF record that 
most closely matches a given record from the popula-
tion and how this compares in rank order to the true 
match, if present in the PUF.  The application of a dis-
tance-based algorithm in this manner is intended to test 
the PUF’s exposure to reidentifi cation from a would-be 
intruder who has access to accurate values for a limited 
number of variables.  The distance-based algorithm 
yields results for a given record that are independent 
of the results for any other record.  This contrasts with 
a probabilistic record-linkage approach requiring large 
numbers of records from both the external data and the 
PUF.


With the distance-based algorithm, protection 
against reidentifi cation is measured in terms of the 
number of PUF records that lie at least as close to a re-
cord from the population as the true match.  The mini-
mum protection that is sought is having at least two 
records that are at least as close to a record from the 
population as the true match, if the true match is in the 
PUF.  Because of the exceedingly small likelihood that 
a would-be intruder would have access to multiple vari-
ables as accurate as the population records, this meth-


odology is more useful for evaluating the comparative 
risk of alternative disclosure avoidance schemes than 
the absolute risk associated with any one method.


As a disclosure avoidance technique, microaggre-
gation becomes more effective as sample size decreas-
es.  The magnitudes of the adjustments (the masking) 
increase as the observations that are being pooled move 
farther apart.  Multivariate microaggregation enhances 
that effect, but, beyond a certain point, the magnitudes 
of the adjustments may begin to have an adverse effect 
on data quality.  In the SOI application, microaggre-
gation is carried out within classes defi ned by impor-
tant categorical variables, which reduces sample sizes 
even further.  In the SOI experience, the adoption of 
a multivariate micro-aggregation method has provided 
an important improvement on the previous univariate 
methodology with respect to disclosure avoidance, but 
the enhanced protection does not come without a price 
in terms of data quality.  While this is being addressed 
in the context of the multivariate design, the limits of 
the current masking method and the necessity for ever-
increasing protection—including the likely need to ex-
pand the most extreme masking as additional variables 
become sensitive—provide cause for investigation of 
alternative data masking procedures.  


In the remainder of this paper, we consider syn-
thetic data as an alternative masking methodology.


 Synthetic Data


A dataset that has n  observations sampled from 
a population of size N  is to be prepared for release, 
but concerns of sensitive information being disclosed 
create the need for masking the data.  Synthetic data 
involves the release of implicates that are generated 
through imputation and released instead of the source 
data as proposed in Rubin (1993) and Raghunathan, 
Reiter, and Rubin (2003). Synthetic imputation meth-
odology follows the multiple imputation methodology 
where missing items are imputed through a statistical 
model, and missing data imputation can be combined 
with synthetic data imputation in producing synthetic 
data (see Reiter, 2004 for details). Generally, to create 
synthetic data fi rst, N - n observations, or alternatively, 
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all N  observations, are generated through a synthetic 
data model to produce complete, imputed data popula-
tions.  This process is repeated M times, where 1M ≥  
is the number of synthetic datasets that will be created. 
Then, M  implicates are produced, where the thm  im-
plicate dataset is created by randomly selecting k ob-
servations from the thm  synthetic complete data popu-
lations, and the M  implicate datasets are released for 
public use instead of the original data. 


As described in Raghunathan, Reiter, and Rubin 
(2003), synthetic data are created by independently 
drawing from a posterior predictive distribution of the 
sensitive variables, thus conditional on any observed 
data and the model assumptions. Though the method 
does not require any nonsensitive variables, if such 
variables exist, they may be released unaltered. Meth-
ods of drawing from a posterior predictive distribution 
include a Bayesian Bootstrap methodology, the Federal 
Reserve Imputation Technique Zeta (FRITZ) used in 
the Survey of Consumer Finances (SCF) as described 
in Kennickell (1991, 1998), and the Sequential Regres-
sion Multivariate Imputation (SRMI) methodology of 
Raghunathan et al.  (2001)


Fully synthetic or partially synthetic data can be 
produced, where the latter distorts only a subset of 
values that are considered at risk for disclosure (e.g., 
Rubin, 1993; Raghunathan, Reiter, and Rubin, 2003; 
Reiter 2003, 2004). Partially synthetic data may dis-
tort certain key variables, such as through the Selec-
tive Multiple Imputation of Keys (SMIKe) presented 
in Little and Liu (2002), where key variables are those 
an intruder may have access to (though not sensitive) 
and that would allow for identifi cation of respondents 
through linkage to sensitive variables. Or, partially 
synthetic data may impute for only a subset of obser-
vations for sensitive variables (e.g., Kennickell, 1991, 
1998; Reiter, 2004). Fully synthetic data assure high 
protection of sensitive information and may increase 
the release and thus use of such data since fewer data 
restrictions would be necessary. The assurance that the 
whole record is “made up” and thus does not risk dis-
closure is certainly appealing. However, the modeling 
may be complicated as it may involve a large set of 


variables and large number of records.  The benefi t of 
using a partial method such as SMIKe is that it requires 
less modeling and a fewer observations, thus reducing 
the sensitivity of inferences due to model misspecifi -
cation (Little and Liu, 2002). Further, partial synthetic 
data might limit the loss of information due to imputa-
tion since fewer records and variables are imputed.


As a major application of partially synthetic data 
imputation, Kennickell (1997) notes that the Survey of 
Consumer Finances (SCF) has two serious disclosure 
risks: the survey obtains detailed family-level fi nancial 
behavior and oversamples wealthy families. Multiple 
imputation for missing data in the SCF began in 1989 
and included a modest amount of synthetic data imputa-
tion for sensitive variables, with synthetic imputations 
eventually applied to every dollar variable for sensitive 
cases in the 1998 SCF (Kennickell, 2000).  Unlike the 
IRS data, the SCF does not have a population fi le avail-
able for use in assessing the performance of disclosure 
methods.


 Synthetic Data For SOI PUF


Some general concerns in creating and using syn-
thetic data have been alleviated through advances in 
statistical methodology and technology. For example, 
the challenge of producing synthetic data has dimin-
ished since complicated analyses required to produce 
such data are no longer barred due to computing limita-
tions (though other limitations may exist such as those 
described in Practical Implications of Producing Syn-
thetic PUF).  Further, common software can be imple-
mented by data users to carry out analyses on synthetic 
data and can be combined with inferential formula that 
have been developed for fully and partially synthetic 
data (see Raghunathan, Reiter, and Rubin, 2003; and 
Reiter 2003, 2004).  However, the SOI PUF released 
by the IRS can be said to have two additional concerns: 
the accounting relationship that must be maintained 
and the potential lack of variables to use in modeling 
the synthetic data. These topics are discussed in Ac-
counting Relationships in SOI PUF Data and The Lack 
of Predictors, respectively.
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 Accounting Relationships in SOI  
 PUF Data


The structure of the IRS PUF data makes the task 
of producing synthetic data even more complicated.  
While only certain variables may require masking, vir-
tually all of the variables in the fi le are part of various 
accounting relationships and nonlinear tax computa-
tions.  For example, if total income is not sensitive, but 
some of the components that determine total income 
are sensitive (as are wages and salaries), then synthe-
sizing the components may either distort the account-
ing relationship between the total and components or 
lead to synthesis of total income.


Another example of this problem is found in the 
itemized deductions reported on Schedule A.  Given 
that all of the individual deductions must add up to the 
total amount of deductions, at least two variables must 
be masked to prevent an intruder from unmasking the 
masked variables.  In addition, certain deductions are 
subject to an Adjusted Gross Income (AGI) limitation.  
Thus, if a variable subject to the limitation needs to be 
masked, then another variable also subject to the limi-
tation must be masked as opposed to simply any other 
itemized deduction.  Furthermore, the various itemized 
deductions are not functionally related to one another.  
For example, one may not be able to determine a use-
ful statistical relationship among Medical and Dental 
Expenses, State Income Taxes, and Mortgage Interest.  
Yet if all three need to be masked, they must be jointly 
masked in such a way that their sum does not affect 
total itemized deductions allowing the total deduction 
amount to change may seem like a simple solution.  
Unfortunately, changing the amount of total itemized 
deductions affects taxable income and thus the compu-
tation of income tax, perhaps the most important vari-
able in the fi le. It is very important that the PUF income 
tax variable produce an accurate estimate of aggregate 
income tax.


As a further complication, the Tax Code contains 
something called the Alternative Minimum Tax (AMT).  
The AMT is an independent calculation of tax that, un-
like the regular income tax, does not allow income to 
be reduced by the amount of State income tax.  Thus, if 


State income tax on Schedule A is masked, the amount 
of AMT will change.  The AMT is perhaps the most 
vexing problem in tax policy today due to the explod-
ing number of taxpayers who fi nd themselves paying 
the AMT.  For this reason, the PUF AMT variable must 
be accurate for a given return and bear the appropriate 
relationships to all of its determinants that are included 
in the PUF.


One example of accommodating the interrelation-
ships among variables in the SRMI technique is through 
logical bounds imposed on imputations, where draws 
are obtained from a truncated predictive distribution, 
as described in Raghunathan et al. (2001) For example, 
the authors imposed bounds on the imputed value of the 
number of years smoked; they could be no more than 
the age of the respondent minus 18 unless school age 
smoking was reported. Possibly bounds similar to those 
described in the SRMI technique could be applied to 
help maintain the SOI PUF accounting relationships.  


The complexity of accounting relationships and the 
implication for synthetic data imputation are evidenced 
in the National Center for Health Statistics National 
Health Interview Survey multiple imputation of family 
income and personal earnings (Schenker et al. 2006). 
The authors note that inconsistencies between family 
income and family earnings (income is less than earn-
ings) are expected in general since family income is 
estimated by respondents instead of by summing up 
more detailed questions about personal earnings of 
family members. However, the completed data that in-
clude imputed values for missing items have a higher 
percentage of such inconsistencies than the respondent 
data.1  Further, methods developed on restricting impu-
tation of family income to be at least as large as imput-
ed values of family earnings tend to distort the margin-
al distributions of family income and earnings. In this 
situation, marginal distributions were considered more 
important analytically.  Thus it was decided to impute 
family income and family earnings without consistency 
restrictions, and the authors called for further research 
to resolve such inconsistencies. The NHIS experience 
reinforces concerns about the accounting relationships 
that must be accommodated in the SOI PUF.


1  The imputation was produced through the SRMI technique
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 The Lack of Predictors


Important variables in the modeling of synthetic 
data might include fi ling status and number of exemp-
tions for children living at home, as well as occupation, 
geographic information such as Zip Code, education, 
age, and possibly AGI.  Though the IRS fi le has many 
observations, it lacks a rich source of variables for use 
in modeling to produce synthetic observations such as 
education and often occupation.  For example, human 
capital variables typically considered important in mod-
eling fi nancial variables are not available.  Since syn-
thetic data must be defi ned though meaningful models 
(analytically), the lack of predictors is an obstacle in 
considering synthesis as a data masking procedure.


 Analytic Usefulness: Synthetic 
Data Versus More Restrictive, 
Masked Data That Are Not 
Synthetic


Analytic validity of results based on synthetic data 
for anticipated analyses (e.g., through usual tax model-
ing and tax policy groups) and unanticipated analyses 
must be considered when assessing the usefulness of 
synthetic PUF data. Whether the synthetic model af-
fects results or the potential for new analyses is a con-
cern for both the usual tax model and policy groups 
as well as other, potential PUF users.  This concern of 
sensitivity to model misspecifi cation may be reduced 
through use of the SMIKe method and should be con-
sidered (Little and Liu, 2002).  Yet the current method 
of microaggregation is already problematic in that there 
are too few observations to support even the variables 
currently blurred, and that distortions are quite large for 
certain types of records partly due to averaging dissimi-
lar values with respect to a particular variable.  If ad-
ditional variables or observations are found to need dis-
closure protection, continued use of the current method 
of masking could lead to limiting the PUF release to 
certain observations or a reduced set of variables since 
satisfactory microaggregation may not be possible 
otherwise.


Such extreme measures may reduce the analytic 
utility of the PUF to such a degree that they are sim-
ply not viable as disclosure limitation strategies.  While 
there are signifi cant obstacles to be overcome in de-
veloping a new approach to disclosure limitation us-
ing synthetic data, an extrapolation of current trends 
leaves little question that a new approach is needed.  
Whether synthetic data will ultimately provide the 
answer remains to be seen, but the research attention 
being focused on synthetic data methodology at pres-
ent makes this an option that must be given serious                      
consideration.  


 Practical Implications of Producing 
Synthetic PUF


Qualifi ed staff resources must be available, and 
management must be able to commit those resources to 
a task that is expected to be large in scope.  The budget 
for such an undertaking must also be well thought out 
and suffi cient to produce a quality product.  Time to 
release for a synthetic PUF is also an important practi-
cal factor. The fi rst synthetic PUF would likely involve 
more extensive staff and labor hours, but, ideally, some 
of the time spent will be in developing the capability 
to produce future synthetic PUFs, thus reducing time 
and labor requirements for subsequent synthetic PUF 
releases. 


Research into the duplicative or complementary na-
ture of other such data releases should be assessed prior 
to undertaking the production of such synthetic data. 
For example, the Social Security Administration (SSA) 
has produced a partially synthetic Survey of Income 
and Program Participation (SIPP)/SSA/IRS PUF that 
should be examined.  Methodology and lessons learned 
through the SSA PUF could be applied to the undertak-
ing of an IRS PUF.  In addition, the release of other 
synthetic data, such as the partially synthetic SSA PUF 
and synthetic monetary variables in the SCF, should in-
crease awareness of synthetic data methods and allow 
public data users to consider synthetic data techniques 
as a viable disclosure avoidance  methodology.
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 Conclusion


There are several potential complications to pro-
ducing a synthetic SOI PUF, such as handling the ac-
counting relationships of these data, the nonlinearity of 
tax rates, and the uncertainty in relevant variables for 
use in the modeling. Yet we suspect the potential for 
damage to the quality of the data though the continued 
use of the current disclosure limitation methodology is 
one compelling reason to seriously explore a synthetic             
SOI PUF.


 References


Fries, G; L. Woodburn; and B. Johnson (1996), “Dis-
closure Review and Its Implications for the 1992 
Survey of Consumer Finances,” Proceedings of 
the Survey Research Methods Section, American 
Statistical Association.  


Kennickell, A.B. (1991), “Imputation of the 1989 
Survey of Consumer Finances: Stochastic Relax-
ation and Multiple Imputation,” report prepared 
for the Joint Statistical Meetings.


Kennickell, A.B. (1997) “Multiple Imputation and 
Disclosure Protection: The Case of the 1995 
Survey of Consumer Finances,” Record Linkage 
Techniques, National Academy Press. 


Kennickell, A.B. (1998), “Multiple Imputation in the 
Survey of Consumer Finances, “report prepared 
for the Joint Statistical Meetings.


Kennickell, A.B. (2000), “Wealth Measurement in the 
Survey of Consumer Finances: Methodology 
and Directions for Future Research, report pre-
pared for the Annual Meetings of the American 
Association for Public Opinion Research.


Little, R.J.A. (1993), “Statistical Analysis of Masked 
Data,” Journal of Offi cial Statistics, 9, pp. 
407–426.


Little, R.J.A. and D.B. Rubin (1997), “Should 
Imputation of Missing Data Condition on All 
Observed Variables?” Proceedings of the Survey 


Research Methods Section, American Statistical 
Association.


Little, R.J.A. and D.B. Rubin (2002), Statistical 
Analysis with Missing Data, Wiley, New York.


Liu, F. and R.J.A. Little. (2002), “Selective multiple 
imputation of keys for statistical disclosure 
control in microdata,” Proceedings of the Survey 
Research Methods Section, American Statistical 
Association.


Mateo-Sanz, J.M. and J. Domingo-Ferrer (1998), “A 
Comparative Study of Microaggregation Meth-
ods,” Questiio, 22, pp. 511-526.


Raghunathan, T.E.; J.M. Lepkowski; J. Van Hoewyk; 
and P. Solenberger (2001), “A Multivariate 
Technique for Multiply Imputing Missing Values 
Using a sequence of Regression Models,” Sur-
vey Methodology, 27, pp. 85–95.


Raghunathan, T.E.; J.P. Reiter and D.B. Rubin (2003), 
“Multiple Imputation for Statistical Disclosure 
Limitation,” Journal of Offi cial Statistics, 19, 
pp. 1–16.


Reiter, J.P. (2002), “Satisfying Disclosure Restrictions 
with Synthetic Data Sets,” Journal of Offi cial 
Statistics, 18, pp. 531–543.


Reiter, J.P. (2003), “Inference for Partially Synthetic, 
Public Use Microdata Sets,” Survey Methodol-
ogy, 29, pp. 181–188.


Reiter, J.P. (2004), “Simultaneous Use of Multiple 
Imputation for Missing Data and Disclosure 
Limitation,” Survey Methodology, 30, pp. 
235–242.


Reiter, J.P. (2005), “Releasing multiply imputed, syn-
thetic public use microdata: an illustration and 
empirical study,” Journal of the Royal Statisitcal 
Society, A, pp. 168, 185–205.


Rubin, D.B. (1993), “Discussion: Statistical Disclo-
sure Limitation,” Journal of Offi cial Statistics, 9, 
pp. 461–468.







- 7 -


MEASURING DISCLOSURE RISK AND AN EXAMINATION OF THE POSSIBILITIES OF USING SYNTHETIC DATA


Schenker, N.; T.E. Raghunathan; P.L. Chiu; D.M. 
Makuc; G. Zhang; and A.J. Cohen (2006), “Mul-
tiple Imputation of Family Income and Personal 
Earnings in the National Health Interview Sur-
vey: Methods and Examples,” http://www.cdc.
gov/nchs/data/nhis/tecdoc.pdf.


U.S. Federal Committee on Statistical Methodology 
(2001), “Measuring and Reporting Sources of 


Error in Surveys,” Statistical Policy Working Pa-
per 31, U.S. Offi ce of Management and Budget, 
Washington, DC.


Vartivarian, S. and R.J.A. Little (2002), “On the 
formation of weighting, adjustment cells for 
unit nonresponse,” Proceedings of the Survey 
Research Methods Section, American Statistical 
Association.







<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice






- 9 -


	Introduction


Studies of businesses based on tax and information 
returns filed with the Internal Revenue Service (IRS) 
have generally focused on the financial activities or be-
haviors of one or more business legal or organizational 
types.  The motives for these studies have generally been: 
(1) to examine and analyze data on one form of business 
over time, or (2) to examine the dynamics of shifting 
from one organizational form to another based on vari-
ous factors, including incentives (or disincentives) in the 
Internal Revenue Code (IRC).  Studies in IRS’s Statistics 
of Income (SOI) Division have most often been the first 
type.  This approach has contributed to the understand-
ing of the effect of taxation on the business sector, but 
has not taken into consideration the dynamic and “zero 
sum” dimensions of business activity--that businesses 
conduct profit-seeking activities in a variety of legal 
modes, and that they examine various alternative forms 
of organizational structure to optimize growth and after-
tax profits.  The SOI Integrated Business Database (IBD) 
is being developed to provide evidence that businesses 
do, in fact, pursue optimal organizational structures.  This 
initiative is an extension of earlier work in SOI, expanded 
to include Tax Years 1980-2002, incorporating the latest 
years for which complete SOI data are available. 1- 8  


This paper is divided into four sections.  The first 
section briefly provides background information on the 
tax treatment of business income.  The second section 
briefly summarizes major tax law changes that affected 
the taxation of business income in the period 1980-2002.  
The third section presents and analyzes data from annual 
SOI cross-sectional business studies, and the final section 
notes some conclusions and plans for future research.


	Taxation of Business Income


The tax treatment of the many organizational forms 
is complicated and varies considerably; so, only brief 
summaries of Federal taxation of business income are 
provided.  The major legal forms of economic organiza-


tion are: corporations, partnerships, and nonfarm sole 
proprietorships.  


Corporations--Corporations, in this analysis, are 
subdivided into those taxed at corporate rates (taxable or 
C corporations), and those electing to be taxed through 
their shareholders at individual income tax rates.  The 
latter group includes Subchapter S corporations (or sim-
ply S corporations), Regulated Investment Companies 
(RICs), and Real Estate Investment Trusts (REITs), all 
of which are not taxed at the enterprise level but whose 
income similarly flows through to their owners, where it 
is subject to tax.  C or taxable corporate income is gen-
erally taxed directly at the business level, then again at 
the shareholder level, at the applicable rates on dividend 
income.  However, certain provisions in the Federal 
tax code lessen this effect.  First, the corporate income 
potentially taxable at the shareholder level excludes the 
taxes paid by the corporation; so, income distributed to 
corporate shareholders is only taxable on the after-tax 
profits earned by the corporation.  Second, the after-tax 
income of the corporation is not taxable at the share-
holder level until it is paid out in dividends or until the 
shareholder realizes capital gains by selling shares that 
appreciated in value.


Subchapter S corporations are usually small, closely 
held corporations that are not taxed directly.  With some 
exceptions, their incomes are subject to tax only at the 
owner level, much like the flowthrough treatment of 
partnerships.  Owners of S corporations report their pro 
rata shares of income or loss on their own tax returns.  
Although S corporations have attractive features, they do 
face restrictions, including limitations on the number and 
type of shareholders and on the classes of stock permit-
ted, and prohibition of foreign or corporate ownership.  
Similar to S corporations, the profits of RICs and REITs 
are not taxed at the enterprise level but flow through to 
their owners, where they are subject to tax.  


Partnerships--Like an S corporation, a partnership 
serves as a conduit between a business and its owners, 
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in this case, its partners.  The partnership entity is thus 
not taxed directly.  Each partnership files an annual in-
formation return, which includes an income statement, 
balance sheet (in most cases), and a schedule of alloca-
tions or distributions made to each partner.  Partners are 
predominately, though not exclusively, individuals who 
report their allocated shares of income and expenses 
on their own tax returns.  Partnerships may be general 
partnerships, limited partnerships, or limited liability 
companies (LLCs).  General partnerships, and general 
partners as well, face personal liability limited only by 
their personal resources and the applicable bankruptcy 
laws.  Limited partners are more like corporate share-
holders, with liability limited to the amount invested 
and with no active participation in management of the 
business. 


A relative newcomer among for-profit businesses 
is the limited liability company, or LLC.  These entities 
have the limited liability of corporations, but are taxed 
in the partnership model--income and expenses flow 
through the LLC to the owners, who are taxed on their 
pro rata shares.  Unlike S corporations, however, LLCs 
do not have the extensive restrictions on the number 
and composition of owners.  LLCs report their financial 
activities on their applicable business tax forms, most 
commonly the partnership information return (Form 
1065), and indicate that they are filing as an LLC.  The 
SOI partnership program began identifying these entities 
for Tax Year 1993.  To provide some perspective on their 
prevalence and the scope of their financial activities, 
summary data on partnership LLCs are included in the 
next section. 


Sole proprietorships--The profits of nonfarm sole 
proprietorships are taxed only at the personal (i.e., 
owner) level.  The income statement of sole proprietor-
ships, which summarizes the income and expenses of 
the business, is completed on Schedule C (or C-EZ) 
of the owner’s individual income tax return.  The net 
income or loss from the business is added to personal 
income from all other sources and taxed at the applicable 
individual income tax rates.  In effect, the proprietorship 
also acts as a conduit through which the income of the 
business is passed through to the business owner where 
it is subject to tax.  


Summary--While it is generally presumed that all 
corporate income is subject to double taxation, at both 
the entity and shareholder levels, the profits of S cor-
porations, RICs, and REITs are all untaxed at the entity 
level and flow through to the owners or shareholders, 
similar to the treatment for partnerships.  As a result, 
in the third section of the paper, we examine profits for 
each organizational type and subsequently aggregate 
data from all entities with flowthrough characteristics 
(including proprietorships) and compare them to C 
corporations that are taxed directly and whose incomes 
are potentially subject to double taxation.   


	Tax Law Changes


The Tax Reform Act of 1986 (TRA86), the most 
comprehensive revision of the Internal Revenue Code 
since 1954, had a major impact on business decisions in 
the period after 1986 through broadening of the tax base 
of both individuals and corporations, tightening the cor-
poration “alternative minimum tax,” limiting losses from 
passive activities, and repealing the long-term capital 
gain exclusion.  The most marked effect has been on the 
changes made to the individual and corporate marginal 
tax rates.  In pre-TRA86, the highest individual rate 
(50 percent) exceeded the highest corporation rate (46 
percent) by 4 percentage points.  TRA86 reversed this 
trend, starting in 1987 and continuing with the phase-in 
of lowered rates in 1988-1990 of 34 percent for corpora-
tions and 28 percent for individuals.  However, for 1991 
and 1992, this difference between the corporate and 
individual marginal rates was cut in half when the top 
rate for the latter was increased to 31 percent.  


Beginning for Tax Year 1993, the top individual rate 
increased to 39.6 percent, surpassing the rate of 35 per-
cent for the highest corporation incomes, and restoring 
the pre-TRA relationship where the highest individual 
rate exceeded the top corporate rate.  In fact, the differ-
ence of 4.6 percentage points between the individual 
rate and the corporation rate is similar to the pre-TRA86 
difference of 4 percentage points, providing a reversal 
of the post-TRA incentive to switch to business types 
taxed solely at the individual level.  However, this incen-
tive declined with the lowering of top individual rates 
beginning for 2001.
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The Small Business Job Protection Act of 1996 
(SBJPA) made several noteworthy changes that af-
fected S corporation filings.  First, the Act increased 
the maximum number of shareholders from 35 to 75.  
Second, it enabled financial institutions that did not use 
the reserve method of accounting for bad debts to make 
an S election.  Third, small business trusts electing to 
be S corporations were permitted to be shareholders in 
an S corporation.  Finally, restrictions on the percent-
age of another corporation’s stock that an S corporation 
might hold were eliminated, enabling S corporations to 
make an election to treat the assets, liabilities, income, 
deductions, and credits of wholly owned subsidiaries as 
those of the parent S corporation.


Even though the SBJPA eased restrictions on S 
corporations, the number of S corporation entities has 
not grown as rapidly as partnership limited liability 
companies (LLCs).  The IRS ruled in late 1988 (Rev-
enue Ruling 88-76, 1988-2 C.B.360) that any Wyoming 
LLC would be treated as a partnership, and the door was 
opened for other States to consider LLC legislation.  By 
1993, 36 States allowed LLCs as a legal entity, and that 
number grew to 46 States plus the District of Columbia 
a year later.  By 1997, all 50 States and the District of 
Columbia had enacted LLC legislation.  The “check-
the-box” regulations, implemented by IRS in January 
1997, relaxed the requirements for LLCs to obtain a 
favorable partnership tax classification, leading to a 
wider acceptance of LLCs.


	Analysis of Business Data


The SOI Integrated Business Dataset (IBD) has 
been compiled at the table level from the annual SOI 
cross-sectional studies of corporations (C and S corpora-
tions), partnerships, and nonfarm sole proprietorships for 
1980-2002.9 Data from these annual statistical studies 
are generally publicly available and are published in a 
variety of SOI reports. (See the References section.)  
They represent weighted estimates of U.S. totals by year 
for each legal form or organizational type.  The database 
combines data from these types of organizations for a 
22-year period to enable examination of changes in busi-
ness composition. The IBD is composed of 3 subsets; (1) 
selected financial data on businesses for all industries 
for 1980-2002 (Table 1); (2) selected financial data by 


size of business receipts for 1998-2002 (Tables 2A-2E); 
and selected financial data on businesses for 21 North 
American Industrial Classification System (NAICS) 
sectors for 1998-2002 (Tables 3A-3E).  Although some 
of the data in the IBD have already been published, this 
is the first time that they have been compiled for this 
duration, and work on analysis of significant trends and 
findings is just beginning. 10


This section is divided into three parts.  First, sum-
mary data by organizational type for 1980-2002 are 
presented and analyzed.  In the next two subsections, 
trends in the data between 1998 and 2002 by receipt size 
and industrial sector are examined.  The period for the 
industry data has been restricted since, beginning with 
1998, all SOI business studies adopted the new NAICS 
industrial classification system.  Previously, SOI busi-
ness studies, and most economic statistics produced by 
Federal agencies, used an industry coding system based 
on the Standard Industrial Classification (SIC) System.  
Although NAICS has substantially improved coverage 
on newer, emerging industries, there is a major disconti-
nuity between 1997 and 1998, and, for some industries, 
it is difficult or even impossible to derive a consistent 
time series.


	Data for All Industries, 1980-2002 


The all-industry data compiled and discussed in this 
section include: the number of entities, total and busi-
ness receipts, net income (less deficit), net income, and 
deficit. Although this is limited financial detail, these data 
comprise a consistent time series for the 22-year period 
for all types of businesses.  Table 1 presents these data 
in its most detailed format, while Figures A-G highlight 
some of the most significant trends.11 


Number of Business Entities--The number of 
businesses doubled between 1980 and 2002, from 13 
million in 1980 to over 26 million in 2002.  Overall, 
the growth was relatively steady, with increases in all 
years, including even those with declines in real GDP  
(1980-1982, 1990-1991, and 2000-2001).  However, 
unlike the steady overall growth in the number of enti-
ties, the composition of businesses by organizational 
type varied considerably.  Figure A shows the percent-
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age composition in the number of business entities for 
C corporations, S corporations, partnerships, and sole 
proprietorships. 


Sole proprietorships were the largest and most 
stable component of business entities, accounting for 
between 68.6 percent and 74.5 percent of overall busi-
ness entities in all years and growing by 3 percentage 
points in the 22-year period, from 68.6 percent in 1980 
to 71.6 percent in 2002. C corporations, on the other 
hand, accounted for 16.6 percent of business entities in 
1980, but their percentage fell steadily to 8.0 percent 
in 2002.  S corporations accounted for only 4.2 percent 


of business entities in 1980, but their share increased 
substantially, particularly in the period following the 
1986 Tax Reform, to 11.9 percent in 2002.  Partnerships 
were also a relatively stable portion of the business entity 
types, declining modestly from 10.6 percent in 1980 to 
8.5 percent in 2002.  While the number of partnerships 
increased between 1980 and 1988, their proportion of 
the overall number of business entities declined, mainly 
due to the higher growth rates of S corporations and 
proprietorships.


Figure B presents annualized growth rates in the 
number of business entities with some additional detail 
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Figure A--Composition of the Number of Businesses, Tax Years 1980-2002
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by business organizational type.12 Overall, the number of 
businesses increased at a 3.2-percent annual rate for the 
22-year period, but this percentage varied by business 
type.  Although the total number of corporations showed 
an annual 3.0-percent increase, this was composed of 
a -0.1-percent annual decline for C corporations and a 
robust 8.0-percent annual increase by S corporations.  
C corporations had 2-percent annual increases in 1980-
1987 and 1993-1997 but declines in both 1987-1993 
and 1997-2002.  S corporations increased in all periods, 
though the annual rate of increase declined steadily from 
10.4 percent in the 1980-1987 period, to 6.4 percent for 
1993-1997, and 5.0 percent for 1997-2002.  Partnerships 
had an overall 2.2-percent growth rate for the 22-year 
period but declined in number between 1987-1993 before 
restoring growth between 4 percent to 5 percent for the 
later periods.  Complete data for all types of partnerships 
are unavailable for years prior to 1993 but indicate a 
clear pattern between 1993 and 2002.  In these years, 
general partnerships declined in number at an increasing 
rate, while limited partnerships grew at increasing rates.  
However, these data are dominated by the 75.1-increase 
for LLC’s in the 1993-1997 period, which slowed 


considerably but still grew at a robust 19.9 percent for 
1997-2002.  As noted, sole proprietorships were the most 
stable entity type with an overall rate of growth of 3.4 
percent, which was comprised of an annual growth rate 
of 5.5 percent for 1980-1987 that steadily declined to 
1.9 percent for 1997-2002. 


Since most types of business income are essentially 
taxed at the individual level, a total for all business types 
other than C corporations was computed and is also 
shown in Figure B.   This aggregation includes the data 
for 1120-RICs, 1120-REITs, S corporations, all types of 
partnerships, and sole proprietorships--essentially, all 
business organizational forms except for C corporations.  
Since proprietorships dominate the statistics on the num-
ber of business entities and were also a relatively stable 
component, it is not surprising that the growth pattern 
for the aggregation of businesses less C corporations 
mirrored that of  proprietorships.  These entities grew 
at an annual rate of 3.7 percent for the entire period, and 
the rate of growth steadily declined from 5.4 percent for 
the earliest period (1980-1987) to a low of 2.6 percent 
for 1997-2002.  However, they avoided the reductions 


Figure B--Annual Growth Rates for the Number of Businesses, Tax Years 1980-2002


Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 3.2            4.9            2.5            2.6            2.2            


  Corporations........................................ 3.0            4.1            1.6            4.3            2.2            


           C corporations............................ -0.1            2.0            -3.1            2.2            -1.4            


           1120-RIC and 1120-REIT............ 9.0            11.5            10.6            7.8            4.4            


           S corporations............................ 8.0            10.4            8.7            6.4            5.0            


  Partnerships........................................ 2.2            2.5            -1.9            4.5            4.9            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            -2.1            -5.0            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            4.3            6.5            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            75.1            19.9            


  Sole proprietorships........................... 3.4            5.5            3.2            2.0            1.9            


  Total less C corporations................... 3.7            5.4            3.2            2.7            2.6            


                  Annual Growth Rates (Percent)


Tax Years
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in numbers that C corporations had in both 1987-1993 
and 1997-2002.


Business Receipts--Unlike data on the numbers 
of business entities, the business receipts data include 
double counting, since intercompany sales and purchases 
are included. However, they are still an important metric 
of business activity by organizational type.  Data on the 
composition and growth of business receipts by type of 
entity are presented in Figures C and D, respectively.  C 
corporations dominated business receipts for the 22-year 
period, although their share has declined throughout 
the period from a high of 87.5 percent for 1981 to 64.9 
percent for 2002.  


So, where did this share of C corporation business 
receipts go?  First, S corporations increased their share of 
receipts from about 3 percent for the 1980-1982 period 
to 18.5 percent for 2002.  Although the rate of growth 


was steady for most years, between 1986 and 1987, the 
S corporation share jumped from 5.5 percent to 10.1 
percent in this one year, with enactment of the 1986 Tax 
Reform Act, which lowered the top marginal rate on busi-
ness income taxed at the individual rate in comparison to 
the top marginal tax rate on corporate profits.  Although 
the share of business receipts accruing to proprietorships 
declined from 6.4 percent to 5.0 percent in the period, 
the share of partnerships grew from 3 percent - 4 percent 
in the earliest years to 11.6 percent for 2002.


As shown in Figure D, overall business receipts grew 
at an annual rate of 5.3 percent over the 22-year period, 
peaking at 7.5 percent for 1993-1997.12  Similarly, cor-
poration receipts grew at a 5.0-percent annual rate for the 
entire period and also peaked in the 1993-1997 period at 
7.1 percent.  Although C corporations held the dominant 
share of receipts, receipts of S corporations grew at a 
13.3-percent rate throughout the period, peaking at 21.9 


Figure C--Composition of Business Receipts, Tax Years 1980-2002


0%


20%


40%


60%


80%


100%


1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002


C Corps S Corps Partnerships Sole Props


 Tax Year







- 15 -


an anaLysis of Business organizationaL structure anD activity from tax Data


percent between 1980-1987 before steadily declining.  
Partnerships had an overall 9.9-percent rate of growth 
in business receipts for the 22-year period, which was 
led by increases of 17.8 percent and 15.0 percent during 
the 1993-1997 and 1997-2002 periods, respectively.  As 
for the entity data, the growth in partnership data was 
led by the increases for LLC’s, which had 90.7-percent 
and 26.7-percent annual growth rates for the periods 
1993-1997 and 1997-2002, respectively.  Proprietor-
ships exhibited the most stable growth, with an overall 
rate of 4.2 percent, which started at 5.7 percent in the 
1980-1987 period and declined steadily to 3.4 percent 
in the latest years.  Unlike for the number of entities, 
proprietorships do not dominate the receipts data; so, the 
pattern for the total excluding C corporations was much 
more like those for S corporations and partnerships, 
with 9.6-percent growth throughout, ranging from 11.4 
percent in the earliest period and staying above 8 percent 
for all later periods.


Net Income (Less Deficit)--Figures E and F show 
data on the composition and growth of net income (less 
deficit), respectively.13 Overall, as for business receipts, 
data for net income (less deficit) show the dominance of 
C corporations, although their share of the total declined 
precipitously, plummeting from 80 percent for 1980-


1981 to 39.1 percent for 2002. This is a very significant 
turn of events since revenue from the corporation income 
tax has been a significant component of overall tax col-
lections.14  This phenomenon is even more noteworthy 
considering the relative stability of corporate statutory 
tax rates in the post-TRA period.  


Once again, profits of proprietorships were the most 
stable of any entity type, increasing from 18.2 percent for 
1980 to 20.9 percent for 2002; however, the proprietor-
ship share had increased to 25.6 percent for 1982 and 
stayed above 20 percent through 1994 before bottoming 
out in 1997.  The flowthrough entities, S corporations and 
partnerships, together accounted for less than 2 percent 
of net income (less deficit) for 1981-1986, partly because 
partnerships had losses in all of these years. However, 
beginning with 1987, their combined net income (less 
deficit) grew rapidly from about 4 percent for 1987 to 
nearly 40 percent for 2002, a tenfold increase in just 
15 years.


Concerning the growth rates for net income (less 
deficit), overall business had profits increasing at increas-
ing rates in all of the pre-1997 periods before falling at a 
3.7-percent annual rate in the 1997-2002 period, largely 
due to corporate profit declines in the 2001-2002 eco-


Figure D--Annual Growth Rates for Business Receipts, Tax Years 1980-2002


Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 5.3            5.5            4.3            7.5            4.6            


  Corporations........................................ 5.0            5.5            4.3            7.1            3.6            


           C corporations............................ 4.0            4.3            2.9            6.7            2.9            


           S corporations............................ 13.3            21.9            12.1            9.2            6.0            


  Partnerships........................................ 9.9            6.0            5.2            17.8            15.0            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            6.4            0.7            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            18.1            15.7            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            90.7            26.7            


  Sole proprietorships........................... 4.2            5.7            3.6            3.5            3.4            


  Total less C corporations................... 9.6            11.4            8.5            9.7            8.1            


  ¹ Data not available for all years.


                  Annual Growth Rates (Percent)


Tax Years
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nomic downturn.12   C corporation profits had a similar, 
though more prominent trend, with steady increases 
peaking at 12.5 percent for the 1993-1997 period before 
falling at an annual 17.1-percent rate for 1997-2002.  
The flowthrough entities, S corporations and partner-
ships, both had substantial growth in profitability, with 
overall 19.5-percent and 15.9-percent annual rates of 
growth throughout the 22-year period, respectively.  S 
corporation profits increased at over 32 percent for the 
1980-1987 period and stayed in the double-digit range, 
until dropping to a modest 3.6-percent rate of increase 
for 1997-2002.  Partnership had overall losses from 
1981 through 1987, became profitable in 1988, and then 
had increases of over a 20-percent level for 1993-1997, 
before dropping to 9.5 percent for 1997-2002.


Once again, proprietorships were the most stable 
component experiencing overall growth in profits of 


6.3 percent for the entire period, with growth of 9.3 
percent for 1980-1987 that steadily declined to 3.4 per-
cent for the 1997-2002 period.  For entities excluding 
C corporations, profitability growth patterns mirrored 
a combination of the rapid profit growth in the earlier 
periods of the flowthrough entities with the greater stabil-
ity of proprietorships.  Overall, profit growth was 11.5 
percent for the entire 22-year period, with double-digit 
growth through 1997 before declining to 3.3 percent for 
1997-2002.15


Deficits--Information on business losses or deficits 
is shown in Figures G and H for all entity types.  C 
corporation losses ranged from about 48 percent to just 
under 63 percent for the entire period, substantially lower 
than the percentages for receipts and profits. The only 
years that C corporation losses exceeded 60 percent of 
the total were for the last 3 years, 2000-2002, a period 
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Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 5.8            5.8            8.0            14.5            -3.7            


  Corporations........................................ 4.2            4.5            7.4            15.7            -9.4            


           C corporations............................ 0.4            0.8            6.4            12.5            -17.1            


           1120-RIC and 1120-REIT............ 10.7            18.4            5.7            24.0            -4.8            


           S corporations............................ 19.5            32.3            16.8            20.9            3.6            


  Partnerships........................................ 15.9            ( ² )            ( ² )            23.1            9.5            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            11.8            2.7            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            42.8            13.1            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            104.3            20.9            


  Sole proprietorships........................... 6.3            9.3            6.6            4.4            3.4            


  Total less C corporations................... 11.5            11.7            14.9            16.5            3.3            


  ¹ Data not available for all years.
  ² Value not computed due to negative values.


Figure F--Annual Growth Rates for Business Net Income (Less Deficit), Tax Years 1980-2002


Tax Years


                  Annual Growth Rates (Percent)


Figure G--Composition of Business Losses, Tax Years 1980-2002
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that included three quarters of decline in real GDP. Other 
recessionary periods seemed to have had less effect on 
the C corporation share of losses.  S corporation losses 
grew starting after 1980, peaking in 1995 at 14.6 percent, 
before beginning a steady decline to around 9 percent 
for 2001 and 2002. 


Interestingly, partnerships have had a substantial 
share of deficits throughout the 22-year period, growing 
from the mid-30 percents in the pre-TRA period, peak-
ing at 47 percent for 1987 and 1988, before beginning a 
gradual decline to the low 20-percent range in the 2000-
2002 period.  Clearly, the TRA passive loss limitations 
had an effect.  Proprietorships once again held a stable 
but small share of losses, which peaked for 1980, and 
gradually declined throughout the period to about 5 
percent for the 2000-2002 period.


From a growth perspective, overall losses, which 
increased at nearly 9 percent in the 1980-1987 period, 
declined to around 5 percent from 1987-1997, then 
jumped to over 15 percent in the 1997-2002 period.12 
C corporations had a similar pattern, though growth in 
deficits was larger in periods of large deficit growth and 
smaller in periods when deficits grew at slower rates, im-


plying more stability for the other types of entities.  For 
businesses other than C corporations, losses averaged 7.3 
percent over the entire period, ranging between 5 percent 
and 7 percent during 1980-1997 before increasing to 
11.1 percent for the 1997-2002 period.  S corporations 
had an 18.9-percent increase for 1980-1987, but the 
growth in losses dropped for 1987-1993 and again for 
1997-1997 before increasing to nearly a 10-percent rate 
for 1997-2002.  For partnerships, losses increased in all 
periods, with the exception of the 1987-1993 period, 
where the post-TRA passive loss limitations disallowed 
an increasing share of partnership losses to offset other 
(positive) income.


	Data by Size of Business Receipts,  
 1998-2002


In this section, we focus on business activity dur-
ing the period of 1998 through 2002 by size of business 
receipts.  As noted, selected financial data by size of 
business receipts for 1998-2002 are included in Tables 
2A-2E. 11  When the data are segmented by size of busi-
ness receipts, some notable characteristics of business 
composition are apparent.   Composition percentages on 
the number of businesses by size of business receipts 


Form of business Total


interval, 1980 to 1987 1987 to 1993 1993 to 1997 1997 to 2002
1980 to 2002


( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 )


  All business types............................... 8.5            8.7            4.2            5.4            15.7            


  Corporations........................................ 9.7            12.3            2.6            5.4            18.0            


           C corporations............................ 9.5            11.4            1.5            5.4            19.4            


           1120-RIC and 1120-REIT............ 23.6            15.0            29.7            15.8            34.5            


           S corporations............................ 11.0            18.9            7.3            4.7            9.6            


  Partnerships........................................ 6.9            13.3            -4.6            7.1            11.7            


           General........................................ ( ¹ )            ( ¹ )            ( ¹ )            -4.6            -0.2            


           Limited........................................ ( ¹ )            ( ¹ )            ( ¹ )            3.6            4.3            


           LLC.............................................. ( ¹ )            ( ¹ )            ( ¹ )            83.7            26.7            


  Sole proprietorships........................... 4.6            4.8            4.2            0.3            8.4            


  Total less C corporations................... 7.3            5.6            7.4            5.4            11.1            


  ¹ Data not available for all years.


Tax Years


                  Annual Growth Rates (Percent)


Figure H--Annual Growth Rates for Business Losses, Tax Years 1980-2002
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are shown for Tax Year 2002 in Figure I, while business 
receipts and net income (less deficit) by size of business 
receipts are shown in Figure J. 


Overall, the numbers of business entities are domi-
nated by small proprietorships, particularly those with 
receipts under $1 million.  C corporations, on the other 
hand, comprise less than 25 percent of business entities 
for each size-class under $1 million, but their share grows 
from 37 percent to nearly 58 percent with increasingly 
larger receipt size-classes.  The flowthrough entities, S 
corporations and partnerships, show their largest com-
position shares in the middle receipt size-classes.  S 
corporations account for between 35 percent-41 percent 


of entities for all classes between $250,000 and $50 mil-
lion, and partnerships also have their largest composition 
percentages in these midsized receipt classes.


From Figure J, and as previously discussed, C corpo-
rations dominate activity in business receipts, accounting 
for nearly 65 percent of receipts for 2002.  However, 
their share of receipts is strongly associated with size 
of receipts. The smallest C corporations account for 
only 2 percent of receipts, but this share grows rapidly 
to nearly 81 percent for businesses with $50 million or 
more in business receipts.  As with data on the numbers 
of entities, the flowthrough businesses show their largest 
composition shares in the middle size-classes, with their 
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largest composition percentages in receipt size-classes 
between $250,000 and $50 million.  Proprietorships, as 
would be expected, comprise the majority of small orga-
nizations, accounting for 92 percent of businesses with 
receipts under $25,000 but with a rapidly diminishing 
share with increases in receipt size.  For the largest size 
receipt size-class ($50 million or more), proprietorships 
comprise only 0.2 percent of the total.


The composition of net income (less deficit) or 
profits among receipt sizes also shows some interesting 
and well-defined patterns.   First, for the under $25,000 
receipt size-class, there was an overall $46-billion loss 
for all types of businesses, and only proprietorships had 
positive net income.  Although C corporations accounted 
for 39 percent of business profits for 2002, they show 
losses in all receipt size-classes below $10 million.  
However, C corporations become profitable for size-
classes over $10 million, and those with receipts above 
$50 million earned over $440 billion in profits, nearly 42 
percent of the total.  S corporations once again show their 
largest composition shares in the middle receipt size-
classes, with composition shares ranging from nearly 25 


percent to almost 46 percent for businesses with receipts 
between $250,000 and $50 million.  Partnerships had 
nearly $35 billion in losses for the smallest size-class, 
but were profitable for all larger receipt size-classes.  For 
receipt sizes above $25,000, partnerships had profits of 
at least $13 billion and accounted for 22 percent to 55 
percent of total profits.  Proprietorships, which include 
nearly 21 percent of overall profits, are the only business 
type with profitability in the under $25,000 receipt size-
class.  Above $25,000, proprietorships show a rapidly 
decreasing share of profits, with nearly 90 percent in the 
$25,000-$250,000 receipt size-class but only $0.5 billion 
and 0.1 percent for the largest class.


	Data by Industrial Sector, 1998-2002


In this section, we focus on specific sectors that 
showed significant activity during the period 1998 
through 2002.  During this timeframe, a number of 
national and international events impacted economic 
activity, including the end of the uninterrupted GDP 
growth of the 1990’s; the technology boom and bust; 
the September 11, 2001, attacks; real estate volatility; 


[Money amounts are in billions of dollars]


Income item and under $25,000 $250,000 $1,000,000 $5,000,000 $10,000,000 $50,000,000


type of business Total $25,000 under under under under under or


$250,000 $1,000,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8)


     Business receipts:


  All businesses.......................... 20,741.0    94.6    641.8    1,070.8    1,876.7    908.3    2,311.6    13,837.2    


       C corporations..................... 13,455.8    2.3    72.3    275.5    732.0    378.9    930.3    11,064.5    


       S corporations..................... 3,841.3    3.5    123.1    402.3    775.7    389.1    1,028.6    1,119.0    


       Partnerships........................ 2,414.2    1.7    34.2    97.1    216.4    114.6    325.0    1,625.1    


       Sole proprietorships............ 1,029.7    87.2    412.2    295.8    152.5    25.7    27.7    28.5    


     Net income (less deficit):


  All businesses.......................... 1,055.4    -46.2    142.9    97.0    73.2    36.9    117.2    646.9    


       C corporations..................... 413.0    -19.1    -8.4    -11.2    -10.4    -0.2    21.9    440.6    


       S corporations..................... 150.6    -8.4    9.4    24.1    33.3    16.3    37.6    38.4    


       Partnerships........................ 270.7    -34.9    13.6    25.1    35.7    19.5    50.8    161.0    


       Sole proprietorships............ 221.1    16.4    128.3    59.0    14.6    1.3    1.0    0.5    


Business Receipts


Figure J--Business Receipts and Net Income (Less Deficit) by Size of Business Receipts, Tax Year 2002
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accounting scandals; and enactment of the Small Busi-
ness Job Protection Act of 1996.   All of these potentially 
impacted business activity in specific sectors.  As noted, 
selected financial data for 21 NAICS sectors for 1998-
2002 are included in Tables 3A-3E and summary data 
for eight key sectors are presented in Figures K, L, and 
M and discussed below.  


Utilities--As shown in Tables 3A-3E, the number of 
business entities in the Utilities sector decreased by 2.1 
percent from 17,662 for 1998 to 17,283 for 2002.  The 
most notable aspect of the decline was the 19.3-percent 
decrease in S corporation returns, from 2,124 to 1,715.  
The number of C corporations and partnerships classified 
as Utilities increased slightly, with only the large decline 
in S corporations and a slight decline in proprietorship 
Utilities, reducing the total for all businesses.  The large 
decline in S corporation Utilities was mostly attributable 
to the smallest business receipt class, those returns with 
less than $25,000 in business receipts.  


The Utilities sector experienced a large decline in 
net income (less deficit) over the period, most of which 
was attributable to the largest receipt size-class for C 
corporations.  C corporations reporting $50 million or 
more in business receipts saw their net income (less 
deficit) decline from $30.7 billion for 1998 to a loss of 
$95.4 million for 2002.  S corporations and partnership 
net income (less deficit) increased slightly both overall 
and in the largest receipt size-class.


Construction--The Construction industry accounted 
for roughly 12 percent of the total number of busi-
ness entities.  The number of businesses in this sector 
increased 4.8 percent over the 5-year period, from 2.9 
million to 3.1 million.  However, over the 1998–2002 
period, the number of C corporations declined from 
246,404 to 229,765 (6.8 percent), while the number of 
S corporations increased from 305,531 to 418,770 (37.1 
percent). 


Between 1998 and 2002, businesses showed signifi-
cant increases in all data items, with the largest increases 
in S corporations, partnerships, and proprietorships.  
Business receipts of S corporations increased by 46.0 
percent, from $391.9 billion to $572.1 billion; those 
of partnerships increased by 59.5 percent from $106.3 


Construction
11.6%


Utilities
0.1% Manufacturing


2.4%


Transportation
and


Warehousing
4.4%


Finance
4.3%


Professional,
Scientific,
Technical
Services
13.4%Management of 


Companies
0.3%


All Other
53.8%


Real
Estate
9.8%


Figure K--Number of Entities as Percent of Total by Selected 
Sector, Tax Year 2002


Construction
11.6%


Utilities
0.1%


Manufacturing
2.4%


Transportation
and


Warehousing
4.4%


Finance
4.3%


Professional,
Scientific,
Technical
Services
13.4%Management of 


Companies
0.3%


Other
53.8% Real Estate


9.8%


Figure L--Number of Entities as Percent of Total, by Selected 
Sector, Tax Year 2002







- 22 -


Petska, Parisi, LuttreLL, Davitian, anD scoffic


billion to $169.6 billion; and those of proprietorships 
increased by 17.0 percent, from $143.9 billion to $168.5 
billion.  Significant increases were also seen in salaries 
and wages of these entities, as well as in depreciation.


Manufacturing--For 1998, 706,002 businesses 
classified themselves in the Manufacturing sector.  By 
2002, the number had dropped to 628,868, a 10.9-per-
cent decrease in business return filers for this sector.  
Of the four entity types, all declined in number with 
the exception of partnerships, which showed a 10.1-
percent increase to 38,364.  The increase in number of 
partnerships did little, however, to alter the distribution 
of partnerships among receipt size-classes.  For 1998, 
47.1 percent of partnerships classified in Manufactur-
ing reported business receipts under $100,000.  For 
2002, 45.2 percent of manufacturers still fell under this 
threshold.  


C corporations and sole proprietorships accounted 
for most of the decline in the number of manufacturers.  
C corporations dropped by 27,141 (16.6 percent), and 
proprietorships dropped by 50,935 (14.1 percent).  The 


distribution of C corporation manufacturers across busi-
ness receipt classes changed little from 1998 to 2002, 
with all classes but one ($100,000 under $250,000) 
showing decreases.  Despite a decreasing number of 
sole proprietorships engaged in manufacturing, the 
period 1998–2002 saw growth in the number of large 
manufacturing proprietorships, with those reporting 
between $5 million and $50 million in business receipts 
increasing by 52.6 percent from 116 for 1998 to 177 
for 2002. These changes in the manufacturing sector 
did little to change the composition of the sector, with 
each entity type making up roughly the same share of 
all Manufacturing for 1998 as for 2002. 


Growth in business receipts for partnerships in 
Manufacturing exceeded that of partnerships in all sec-
tors.  Partnership business receipts in Manufacturing 
grew by 96 percent to $485.0 million between 1998 
and 2002.  This growth could be traced to partnerships 
with $50 million or more in business receipts.  For 1998, 
73.6 percent, or $182.2 million, of business receipts of 
manufacturing partnerships were in the $50 million or 
more business receipt size-class, while, for 2002, 81.4 
percent, or $394.9 million, were in this class.  


Transportation and Warehousing--Growth in the 
overall number of business filers in this sector outpaced 
the growth of all sectors.  The number of business entities 
classified in Transportation and Warehousing increased 
from 969,104 to 1,153,198, an increase of 19.0 percent.  
The number of each separate entity type increased over 
the period 1998–2002, but the largest percentage in-
creases were seen in partnerships, S corporations, and 
proprietorships.  Partnerships increased by 35.5 percent, 
or 6,814 returns; S corporations by 21.3 percent, or 
17,290 returns; and proprietorships by 20.1 percent, or 
159,181 returns.  Although C corporations did show posi-
tive growth, their numbers increased by only 1 percent, 
from 78,342 for 1998 to 79,150 for 2002.


Well over half of all growth in Transportation and 
Warehousing partnerships can be traced to the smallest 
two receipt size-classes.  The number of partnerships 
reporting $100,000 or less in business receipts accounted 
for 59.5 percent, or 4,051, of new partnership returns in 
this sector.  Sole proprietorships showed increases in all 
receipt size-classes, but growth was concentrated on the 
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lower end, with 99.3 percent, or 157,999, of new returns 
reporting less than $250,000 in business receipts.  S 
corporation growth was more evenly distributed among 
the various receipt size-classes.  As with Manufacturing, 
the composition of the Transportation and Warehous-
ing sector changed little.  Of the 5 years studied, each 
entity’s share of this sector remained relatively constant. 
Business receipts increased 13.6 percent to $617.9 bil-
lion across all entities, while net income (less deficit) 
decreased 91.9 percent to $2.5 billion over this period.  
Both C corporations and S corporations were responsible 
for the decrease in net income (less deficit).


Finance and Insurance--C corporations represent 
the majority of business income for the Finance and In-
surance sector, while all other business entities combined 
represent 88.8 percent of all businesses in the sector.  The 
number of C corporations declined over the period 1998-
2002 by 12.0 percent, from 115,309 to 101,495.  This 
decline was particularly noticeable in the smallest receipt 
size-classes.  C corporations reporting less than $25,000 
in business receipts declined from 30,440 to 22,464.  
Partnerships reported the largest increase in number of 
businesses from 209,150 for 1998 to 263,024 for 2002, or 
25.8 percent.  Growth in the number of partnerships was 
also concentrated in smaller receipt size-classes, with the 
number of returns reporting less than $25,000 in business 
receipts, increasing from 152,559 to 176,425.


Although net income (less deficit) for the Finance 
and Insurance sector declined from 1998 to 2002, part-
nerships were an exception.  Net income (less deficit) 
for partnerships in this sector increased by 41.1 percent, 
from $63.3 billion to $89.3 billion.  However, partnership 
net income (less deficit) represented only 25.2 percent 
of the $354.8 billion in net income (less deficit) for all 
entity types for 2002.


Real Estate--The overall number of business entities 
in Real Estate increased 17.2 percent to 2,585,914 be-
tween 1998 and 2002. With this increase in the number of 
entities, there was also an increase of business receipts, 
which increased by 25.3 percent to $326.4 billion.  For 
all businesses, interest paid increased until 2002, when 
the overall interest paid declined by 26.0 percent from 
2001 to $19.6 billion.  


The number of partnerships in Real Estate grew by 
23.1 percent to 999,786 entities during the period 1998 
through 2002, faster than any other entity type.  Partner-
ships also displayed the largest amount of net income 
(less deficit) ($55 billion) for the same time period, 
representing 68.0 percent of net income (less deficit) 
for all business entities.  This growth could be traced 
to the $5 million to under $10 million class of business 
receipts, where net income (less deficit) increased from 
$4.1 billion to $8.0 billion, a 95.5-percent increase.  C 
corporations were the only entity type in Real Estate 
to experience a decline in numbers.  C corporation net 
income (less deficit) declined for the period 1998-2002, 
decreasing from $4.9 billion in 1998 to almost -$0.9 
billion in 2002.  Nearly all this decline was found in the 
C corporations reporting business receipts with $50.0 
million or more.


Professional, Scientific, and Technical Services--
Overall, the number of businesses in the Professional, 
Scientific, and Technical Services sector showed a 12-
percent increase, from 3.2 million for 1998 to 3.6 mil-
lion for 2002.  The increase was due to a 29.4-percent 
increase in S corporations, from 371,152 to 480,120, 
and a 9.9-percent increase for proprietorships, from 2.4 
million to 2.7 million.  Most of the growth for both S cor-
porations and proprietorships could be traced to smaller 
receipt size-classes rather than to a single class. 


For 2001, partnerships surpassed proprietorships 
as the leader in net income (less deficit), accounting 
for $49.9 billion of the nearly $93.2 billion reported 
for all business entities.  Beginning for 1999, total net 
income (less deficit) for C corporations decreased to a 
$4.5-billion loss and has remained negative for each 
year through 2002 when C corporations reported -$19.7 
billion.  Despite this decline, C corporations continued 
to show the largest total receipts, business receipts, and 
total business deductions for this sector.


Since 1999, all entities excluding C corporations 
have displayed positive amounts for the total net income 
(less deficit), while C corporations displayed negative 
amounts for total net income (less deficit) during the 
same time period.  Entities other than C corporations 
represented over 50 percent of all total receipts and 
business receipts for all business entities. 
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Management of Companies--The number of busi-
ness entities in the Management of Companies (holding 
companies) sector increased 55.7 percent over the period 
1998-2002, from 42,918 to 66,826 entities.  However, 
one entity type, proprietorships, is not represented in this 
sector.   S corporations displayed the largest percentage 
increase in number of businesses for this industry, 89.9 
percent, an increase from 11,471 for 1998 to 21,779 for 
2002.  The largest increases were in smaller receipt size-
classes, i.e., entities with business receipts under $25,000 
grew from 9,460 entities to 17,729 entities.   This growth 
of S corporations can be attributed partly to the Small 
Business Job Protection Act of 1996, which permitted fi-
nancial institutions that use the specific chargeoff method 
of Section 166 to account for the writeoff of bad debts 
to elect Subchapter S status.  This provision has also led 
to a significant increase in the number of bank holding 
companies, which are also included in this sector.  


Cost of goods sold for all Management of Companies 
more than tripled over the 5-year period of 1998-2002. 
C corporations nearly tripled their cost of goods sold for 
this period with an increase of $7.2 billion, from nearly 
$3.8 billion for 1998 to $11.1 billion for 2002.  Almost all 
of this growth was concentrated in C corporations with 
$50 million or more in business receipts.  C corporations 
in this class alone saw cost of goods sold rise from $3.5 
billion for 1998 to $10.9 billion for 2002.  Partnerships 
accounted for the largest percentage increase for cost 
of goods sold during this 5-year span, increasing 576.9 
percent, to $6.5 billion.  


	Conclusions and Plans for Future  
 Research


The most significant findings for the 22-year period 
are the shift in overall business activity away from C cor-
porations to those organizations whose profits are taxed 
at the individual level. Overall, the data for net income 
(less deficit) show the dominance of C corporations, 
although their share of the total declined precipitously, 
plummeting from 80 percent for 1980-1981 to 39 percent 
for 2002.  This is a very significant development since 
revenue from the corporation income tax has been a 
significant source of overall tax collections.  This phe-
nomenon is even more noteworthy considering the rela-
tively stable corporation statutory tax rates, especially 


in the post-TRA period.   C corporations accounted for 
nearly 17 percent of business entities in 1980, but their 
percentage fell steadily to 8 percent in 2002.  Although 
C corporations dominated business receipts, their share 
likewise declined throughout the period from a high of 
87 percent in 1981 to 65 percent in 2002.   Sole propri-
etorships were the largest and most stable component of 
business entities for this period, accounting for between 
69 percent and 74 percent of overall business entities in 
all years.  When the data are classified by size of business 
receipts, the largest number of entities fell into the small-
est receipt size-class, but the vast majority of business 
receipts for most entity types generally accrued to those 
in the largest receipt class.  C corporations dominated 
the receipts data in the largest class, accounting for ap-
proximately 80 percent of business receipts and nearly 
72 percent of profits.  


Although economic events affected different in-
dustrial sectors in very different ways, the data showed 
a particularly substantial trend in the 1998-2002 pe-
riod.  The data by industrial sector illustrated that the 
trend of shifting overall business activity away from C 
corporations to those organizations whose profits are 
taxed at the individual level was prevalent throughout 
all sectors of the economy.  The most notable trend by 
industrial sector was the rapid growth in the number 
of businesses organized as flowthrough entities.  In 
many industrial sectors, the number of C corporations 
grew very slightly or even declined.  Across industrial 
sectors, almost without exception, S corporations and 
partnerships showed rapid growth in number of entities.  
S corporations showed large nominal increases, while 
partnerships typically grew at the fastest rates.  In almost 
all sectors, the most notable growth in net income (less 
deficit) was also isolated in businesses organized as 
flowthrough entities.


Finally, opinions expressed in this paper are those of 
the authors and should not be attributed to the Internal 
Revenue Service or the U.S. Department of the Treasury 
although comments are welcome.


	Endnotes


1  Legel, Ellen; Bennett, Kelly; and Parisi, Mi-
chael (2004), The Effects of Tax Reform on the 
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Structure of U.S. Business, 2003 Proceedings of 
the American Statistical Association, Section on 
Government Statistics.


2  Petska, Tom (1998), Taxes and Business Organiza-
tional Choice: Deja Vu All Over Again? 1997 Pro‑
ceedings of the American Statistical Association, 
Section on Business and Economic Statistics.


3  Wittman, Susan M. and Gill, Amy, S Corporation 
Elections After the Tax Reform Act of 1986, pre-
sented at the 1996 Allied Social Science Meetings 
and published in Statistics of Income Bulletin, 
Spring 1998, Volume 17, Number 4.


4  Nutter, Sarah E.; Young, Jim; and Wilkie, Patrick, 
Tax Legislation and Business Form Choice: C 
Corporation Behavior Before and After TRA86, 
presented at the 1996 Allied Social Science Meet-
ings and published in Statistics of Income Bulletin, 
Winter 1995-96, Volume 15, Number 3.


5  Petska, Tom, Taxes and Organizational Choice: An 
Analysis of Trends, 1985-1992, Statistics of Income 
Bulletin, Spring 1996, Volume 15, Number 4.


6  Petska, Tom, Do Taxes Affect Business Legal 
Structure? An Analysis of IRS Data, presented at 
the 1996 Allied Social Science Meetings. 


7  Petska, Tom and Wilson, Robert, Trends in Busi-
ness Structure and Activity, 1980-1990, Statistics 
of Income Bulletin, Spring 1994, Volume 13, 
Number 4.


8  Petska, Tom (1994), The Effects of Tax Reform on 
the Structure of U.S. Business, 1993 Proceedings 
of the American Statistical Association, Section on 
Business and Economic Statistics.


9  As noted, the Integrated Business Dataset is a 
compilation of table level data from SOI cross-
sectional business studies.  Future plans are to 
construct a true Integrated Business Database 
consisting of microdata from SOI C and S 
corporations, partnerships, and nonfarm sole 
proprietorships.


10  Data on financial activity by size of business 
receipts by NAICS sectors are included in an 
extended version of Tables 2A-2E for this paper 
on the SOI Tax Stats Web site at http://www.irs.gov/
taxstats/bustaxstats/article/0,,id=152029,00.html.


11  In Table 1, Regulated Investment Companies 
(RIC’s) and Real Estate Investment Trusts (RE-
IT’s), which are not taxed at the enterprise level 
but whose income similarly flows through to their 
owners, are excluded from C corporations and 
shown separately.  However, in all other tables and 
figures, they are included with C corporations.  


12  Annual growth rates were computed as follows:


          Gt = (lnXt - lnXt-n) 100 / n


 where  Gt = the annual growth rate in the value of 
X between periods t and n,


         lnXt = the natural logarithm of the value of X for 
period t,


    lnXt-n = the natural logarithm of the value of X for  
period t-n, and


          n = the number of years on which the computation 
is based.


13  Unlike data in the SOI Corporation Income Tax 
Returns and Source Book of Corporation Income 
Tax Returns, net income (less deficit) used in this 
paper includes the more comprehensive “total net 
income” for S corporations.  This item includes 
trade or business income plus portfolio income, 
as well as real estate and rental activity incomes 
distributed directly to shareholders.


14  From Table 7 in the IRS 2004 Data Book, for 1980, 
the corporation income tax accounted for nearly 
14 percent of total Internal Revenue collections.  
For 2002, this share had declined to about 10.5 
percent. 


15  In this paper, we assume that all partnership profits 
and losses accrue to individuals.  However, from 
the Partnership Schedule K, data are available on 
distributions by type of partner.  For 2002, $156.1 
billion, or 54.2 percent, of allocated income was 
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distributed to nonindividual partners (which 
include corporate, partnership, tax-exempt, and 
nominees).  The SOI Bulletin article, Partnership 
Returns, 2002, referenced below, has additional 
information.
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Table 1.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business,
Tax Years 1980-2002
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Form of business, item 1980 1981 1982 1983 1984 1985 1986 1987


(1) (2) (3) (4) (5) (6) (7) (8)
  All Businesses
Number of businesses........................................... 13,021,904   13,857,712   14,545,660   15,244,531   16,076,714   16,919,395   17,525,167   18,351,297   
Total receipts......................................................... 7,064,487,840   7,725,544,701   7,754,452,966   7,891,981,399   8,751,940,681   9,305,441,171   9,626,065,304   10,634,345,667   
Business receipts................................................... 6,413,930,882   6,901,768,455   6,842,267,893   7,043,019,718   7,782,861,217   8,212,317,757   8,422,295,127   9,436,817,505   
Net income (less deficit)......................................... 316,874,165   263,985,693   197,592,719   246,063,040   300,167,182   310,007,924   342,583,143   434,130,755   
Net income............................................................. 424,569,277   420,560,759   396,557,182   435,858,670   508,725,907   539,687,640   599,572,585   680,068,330   
Deficit..................................................................... 107,695,112   156,575,064   198,964,461   189,795,629   208,558,725   229,679,718   256,989,442   245,937,575   
  Corporations
Number of businesses........................................... 2,710,538   2,812,420   2,925,933   2,999,071   3,170,743   3,277,219   3,428,515   3,612,133   
Total receipts......................................................... 6,361,284,012   7,026,351,839   7,024,097,766   7,135,494,059   7,860,711,226   8,398,278,426   8,669,378,501   9,580,720,701   
Business receipts................................................... 5,731,616,337   6,244,678,064   6,156,994,009   6,334,602,711   6,948,481,893   7,369,538,953   7,535,482,221   8,414,537,647   
Net income (less deficit)( ¹ )................................... 253,678,291   213,648,962   154,334,143   188,313,928   232,900,596   240,119,020   269,530,240   334,089,233   
Net income............................................................. 311,497,470   301,440,778   274,352,942   296,932,146   349,179,415   363,867,384   408,860,760   468,631,779   
Deficit..................................................................... 57,819,180   87,791,816   120,018,799   108,618,218   116,278,819   123,748,365   139,330,520   134,542,546   
           C Corporations
      Number of businesses..................................... 2,163,458   2,268,966   2,359,272   2,348,162   2,465,843   2,549,091   2,598,271   2,480,440   
      Total receipts................................................... 6,133,036,929   6,782,602,310   6,746,286,554   6,801,022,254   7,440,141,155   7,920,235,884   8,115,394,384   8,538,869,502   
      Business receipts............................................. 5,526,725,253   6,038,269,090   5,921,937,283   6,043,788,300   6,575,574,080   6,953,447,173   7,068,730,197   7,463,209,264   
      Net income (less deficit) .................................. 236,487,630   185,868,913   120,180,204   154,156,433   196,435,483   192,991,940   203,018,630   250,706,247   
      Net income....................................................... 288,701,762   266,981,510   232,171,007   253,219,429   300,847,319   303,127,497   326,576,008   366,764,203   
      Deficit............................................................... 52,214,132   81,112,597   111,990,802   99,062,994   104,411,836   110,135,558   123,557,378   116,057,956   
           1120-RIC and 1120-REIT 
      Number of businesses..................................... 1,691   1,965   2,442   2,642   3,561   3,379   4,030   3,788   
      Total receipts................................................... 17,924,659   31,235,499   34,754,643   34,223,383   35,543,228   47,400,761   69,997,816   69,604,933   
      Business receipts............................................. 3,716   51,060   45,971   49,473   175,374   50,592   39,187   22,551   
      Net income (less deficit)................................... 14,671,749   25,909,303   31,105,996   29,082,144   29,558,446   39,524,630   58,218,369   53,365,950   
      Net income....................................................... 14,710,269   26,005,246   31,189,913   29,137,568   29,625,752   39,580,022   58,342,246   53,476,411   
      Deficit............................................................... 38,521   95,943   83,918   55,426   67,306   55,392   123,877   110,461   
           S Corporations
      Number of businesses..................................... 545,389   541,489   564,219   648,267   701,339   724,749   826,214   1,127,905   
      Total receipts................................................... 210,322,424   212,514,030   243,056,569   300,248,422   385,026,843   430,641,781   483,986,301   972,246,266   
      Business receipts............................................. 204,887,368   206,357,914   235,010,755   290,764,938   372,732,439   416,041,188   466,712,837   951,305,832   
      Total net income (less deficit) ( ² ).................... 2,518,912   1,870,746   3,047,943   5,075,351   6,906,667   7,602,450   8,293,241   30,017,036   
      Net income....................................................... 8,085,439   8,454,022   10,992,022   14,575,149   18,706,344   21,159,865   23,942,506   48,391,165   
      Deficit............................................................... 5,566,527   6,583,276   7,944,079   9,499,798   11,799,677   13,557,415   15,649,265   18,374,129   
  Partnerships
Number of businesses........................................... 1,379,654   1,460,502   1,514,212   1,541,539   1,643,581   1,713,603   1,702,952   1,648,032   
Total receipts ( ³ )................................................... 291,998,115   272,129,807   296,690,303   291,318,703   375,192,511   367,117,315   397,302,544   442,802,234   
Business receipts................................................... 271,108,832   230,027,336   251,608,987   243,248,370   318,342,380   302,733,374   327,428,647   411,457,126   
Net income (less deficit)......................................... 8,248,655   -2,734,897   -7,314,587   -2,610,041   -3,500,024   -8,883,674   -17,370,860   -5,419,105   
Net income............................................................. 45,061,756   50,567,190   53,556,856   60,308,114   69,696,922   77,044,693   80,214,873   87,654,011   
Deficit..................................................................... 36,813,100   53,302,086   60,871,442   62,918,155   73,196,946   85,928,367   97,585,733   93,073,116   
          General ( 4 )
      Number of businesses..................................... 1,209,318   1,252,298   1,288,328   n.a.   n.a.   n.a.   1,429,876   1,385,824   
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
          Limited ( 5 )
      Number of businesses..................................... 170,336   208,204   225,886   n.a.   n.a.   n.a.   273,076   262,210
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
           LLC
      Number of businesses..................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   n.a.   
  Nonfarm Sole Proprietorships
Number of businesses........................................... 8,931,712   9,584,790   10,105,515   10,703,921   11,262,390   11,928,573   12,393,700   13,091,132   
Total receipts......................................................... 411,205,713   427,063,055   433,664,897   465,168,637   516,036,944   540,045,430   559,384,259   610,822,732   
Business receipts................................................... 411,205,713   427,063,055   433,664,897   465,168,637   516,036,944   540,045,430   559,384,259   610,822,732   
Net income (less deficit)......................................... 54,947,219   53,071,628   50,573,163   60,359,153   70,766,610   78,772,578   90,423,763   105,460,627   
Net income............................................................. 68,010,051   68,552,791   68,647,384   78,618,410   89,849,570   98,775,563   110,496,952   123,782,540   
Deficit..................................................................... 13,062,832   15,481,162   18,074,220   18,259,256   19,082,960   20,002,986   20,073,189   18,321,913   
Footnotes at end of table.
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Table 1.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business, 
Tax Years 1980-2002--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Form of business, item 1988 1989 1990 1991 1992 1993 1994 1995


(9) (10) (11) (12) (13) (14) (15) (16)
  All Businesses
Number of businesses........................................... 18,896,336   19,560,585   20,052,917   20,498,855   20,849,195   21,280,315   21,990,203   22,478,939   
Total receipts......................................................... 11,435,215,490   12,133,006,886   12,659,120,980   12,664,503,877   13,030,765,631   13,633,127,677   14,854,464,587   16,161,117,843   
Business receipts................................................... 10,085,772,195   10,585,040,288   11,074,465,157   11,161,361,183   11,612,337,830   12,183,757,092   13,330,403,562   14,353,779,041   
Net income (less deficit)......................................... 563,932,180   548,157,101   541,253,496   523,452,364   611,007,348   733,369,871   843,984,176   1,012,514,546   
Net income............................................................. 818,548,839   829,704,453   n.a.   818,176,732   877,227,604   987,904,144   1,095,275,051   1,270,904,560   
Deficit..................................................................... 254,616,660   281,547,353   n.a.   294,724,370   266,220,258   254,534,273   251,290,875   258,390,016   
  Corporations
Number of businesses........................................... 3,562,789   3,627,863   3,716,650   3,802,788   3,869,024   3,964,629   4,342,369   4,474,167   
Total receipts......................................................... 10,264,867,461   10,934,973,405   11,409,520,074   11,436,474,767   11,742,134,728   12,269,721,709   13,360,007,157   14,539,050,115   
Business receipts................................................... 8,949,846,244   9,427,277,533   9,860,441,633   9,965,628,799   10,360,428,795   10,865,542,520   11,883,614,940   12,785,797,708   
Net income (less deficit)( ¹ )................................... 423,115,815   401,320,146   383,213,763   360,529,974   414,130,453   510,258,780   595,002,432   736,423,014   
Net income............................................................. 561,646,539   563,402,110   n.a.   542,341,802   581,920,697   670,480,179   756,502,169   900,524,657   
Deficit..................................................................... 138,530,724   162,081,965   n.a.   181,811,828   167,790,244   160,221,400   161,499,736   164,101,644   
           C Corporations
      Number of businesses..................................... 2,299,896   2,199,081   2,136,032   2,098,641   2,077,518   2,055,982   2,310,703   2,312,382   
      Total receipts................................................... 8,929,061,395   9,381,129,704   9,689,007,338   9,656,969,832   9,821,791,797   10,154,952,821   11,020,933,534   11,955,289,941   
      Business receipts............................................. 7,712,940,028   7,992,750,467   8,272,370,751   8,310,147,728   8,569,591,965   8,897,605,783   9,710,160,635   10,419,343,855   
      Net income (less deficit) .................................. 327,131,666   289,721,555   270,925,138   248,113,316   291,866,888   368,912,105   426,082,290   514,751,182   
      Net income....................................................... 445,141,000   425,910,498   416,617,439   401,582,120   426,078,044   496,151,930   554,083,672   641,753,805   
      Deficit............................................................... 118,009,334   136,188,943   145,692,301   153,468,803   134,211,156   127,239,826   128,001,382   127,002,623   
           1120-RIC and 1120-REIT 
      Number of businesses..................................... 5,702   5,815   5,526   5,876   6,135   7,142   7,912   8,666   
      Total receipts................................................... 71,817,689   89,877,386   99,810,072   96,520,359   98,459,970   117,172,085   128,128,279   178,686,713   
      Business receipts............................................. --   --   --   --   --   --   --   --   
      Net income (less deficit)................................... 52,447,631   66,819,244   67,457,384   67,671,565   63,933,826   75,113,178   77,243,699   122,543,160   
      Net income....................................................... 52,596,709   67,087,163   67,983,981   68,188,117   64,704,531   75,770,157   78,447,581   123,812,233   
      Deficit............................................................... 149,078   267,920   526,597   516,553   770,705   656,979   1,203,881   1,269,074   
           S Corporations
      Number of businesses..................................... 1,257,191   1,422,967   1,575,092   1,698,271   1,785,371   1,901,505   2,023,754   2,153,119   
      Total receipts................................................... 1,263,988,377   1,463,966,315   1,620,702,664   1,682,984,576   1,821,882,961   1,997,596,803   2,210,945,344   2,405,073,461   
      Business receipts............................................. 1,236,906,216   1,434,527,066   1,588,070,882   1,655,481,071   1,790,836,830   1,967,936,737   2,173,454,305   2,366,453,853   
      Total net income (less deficit) ( ² ).................... 43,536,518   44,779,347   44,831,241   44,745,093   58,329,739   66,233,497   91,676,443   99,128,672   
      Net income....................................................... 63,908,830   70,404,449   n.a.   72,571,565   91,138,122   98,558,092   123,970,916   134,958,619   
      Deficit............................................................... 20,372,312   25,625,102   n.a.   27,826,472   32,808,383   32,324,595   32,294,473   35,829,947   
  Partnerships
Number of businesses........................................... 1,654,245   1,635,164   1,553,529   1,515,345   1,484,752   1,467,567   1,493,963   1,580,900   
Total receipts ( ³ )................................................... 498,378,098   505,222,543   518,994,886   515,461,121   551,548,871   606,190,516   703,827,410   814,704,090   
Business receipts................................................... 463,956,020   464,951,817   483,417,504   483,164,395   514,827,003   560,999,120   656,158,602   760,617,695   
Net income (less deficit)......................................... 14,493,114   14,099,275   16,609,540   21,406,607   42,916,649   66,652,288   82,183,076   106,829,196   
Net income............................................................. 111,384,545   113,885,966   116,317,801   113,408,221   121,834,358   137,440,684   150,927,743   178,650,950   
Deficit..................................................................... 96,891,431   99,786,691   99,708,261   92,001,615   78,917,710   70,788,396   68,744,668   71,821,755   
          General ( 4 )
      Number of businesses..................................... 1,369,093   1,341,527   1,267,760   1,244,665   1,214,004   1,174,395   1,161,800   1,163,376   
      Total receipts ( ³ )............................................. n.a.   n.a.   349,839,034   349,793,551   354,750,145   369,030,331   394,825,973   417,535,888   
      Business receipts............................................. n.a.   n.a.   334,184,309   333,189,600   336,912,510   348,350,203   375,032,602   395,396,396   
      Net income (less deficit)................................... 38,503,534   35,660,018   37,770,771   38,108,885   46,194,340   55,028,590   58,721,349   63,625,642   
      Net income....................................................... n.a.   n.a.   81,903,253   78,330,522   81,313,616   85,128,982   87,680,812   92,586,762   
      Deficit............................................................... n.a.   n.a.   44,132,482   40,221,637   35,119,276   30,100,391   28,959,463   28,961,119   
          Limited ( 5 )
      Number of businesses..................................... 285,152   293,637   285,769   270,681   270,748   275,837   284,346   298,965   
      Total receipts ( ³ )............................................. n.a.   n.a.   169,155,852   165,667,570   196,799,726   229,703,974   284,624,411   330,681,486   
      Business receipts............................................. n.a.   n.a.   149,233,195   149,974,795   177,914,493   205,554,303   257,887,113   302,336,684   
      Net income (less deficit)................................... -24,010,711   -21,560,743   -21,161,231   -16,702,278   -3,277,692   11,360,424   21,410,503   38,319,799   
      Net income....................................................... n.a.   n.a.   34,414,548   35,077,700   40,520,742   51,238,208   59,544,970   76,029,542   
      Deficit............................................................... n.a.   n.a.   55,575,779   51,779,978   43,798,434   39,877,784   38,134,467   37,709,743   
           LLC
      Number of businesses..................................... n.a.   n.a.   n.a.   n.a.   n.a.   17,335   47,816   118,559   
      Total receipts ( ³ )............................................. n.a.   n.a.   n.a.   n.a.   n.a.   7,456,210   24,377,026   66,486,715   
      Business receipts............................................. n.a.   n.a.   n.a.   n.a.   n.a.   7,094,614   23,238,886   62,884,616   
      Net income (less deficit)................................... n.a.   n.a.   n.a.   n.a.   n.a.   263,274   2,051,224   4,883,755   
      Net income....................................................... n.a.   n.a.   n.a.   n.a.   n.a.   1,073,495   3,701,961   10,034,647   
      Deficit............................................................... n.a.   n.a.   n.a.   n.a.   n.a.   810,221   1,650,737   5,150,892   
  Nonfarm Sole Proprietorships
Number of businesses........................................... 13,679,302   14,297,558   14,782,738   15,180,722   15,495,419   15,848,119   16,153,871   16,423,872   
Total receipts......................................................... 671,969,931   692,810,938   730,606,020   712,567,989   737,082,032   757,215,452   790,630,020   807,363,638   
Business receipts................................................... 671,969,931   692,810,938   730,606,020   712,567,989   737,082,032   757,215,452   790,630,020   807,363,638   
Net income (less deficit)......................................... 126,323,251   132,737,680   141,430,193   141,515,783   153,960,246   156,458,803   166,798,668   169,262,336   
Net income............................................................. 145,517,755   152,416,377   161,657,252   162,426,709   173,472,549   179,983,281   187,845,139   191,728,953   
Deficit..................................................................... 19,194,505   19,678,697   20,227,059   20,910,927   19,512,304   23,524,477   21,046,471   22,466,617   
Footnotes at end of table.
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Table 1.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business, 
Tax Years 1980-2002--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Form of business, item 1996 1997 1998 1999 2000 2001 2002


(17) (18) (19) (20) (21) (22) (23)
  All Businesses
Number of businesses..................................................... 23,240,648   23,645,197   24,113,044   24,448,466   25,007,504   25,605,898   26,434,293   
Total receipts.................................................................... 17,371,531,836   18,729,888,900   19,717,102,456   21,616,705,144   23,845,405,224   23,752,254,090   23,361,178,481   
Business receipts............................................................. 15,418,548,555   16,473,284,387   17,285,188,902   18,899,080,667   20,719,272,866   20,799,323,834   20,741,003,999   
Net income (less deficit)................................................... 1,160,565,585   1,311,621,607   1,284,131,816   1,421,748,416   1,470,658,335   1,142,478,029   1,088,304,478   
Net income....................................................................... 1,444,416,590   1,628,080,417   1,668,090,251   1,864,354,418   2,046,212,168   1,851,745,212   1,781,234,413   
Deficit............................................................................... 283,851,005   316,458,810   383,959,436   442,606,001   575,553,831   709,267,183   692,929,934   
  Corporations
Number of businesses..................................................... 4,631,369   4,710,083   4,848,887   4,935,904   5,045,273   5,135,591   5,266,607   
Total receipts.................................................................... 15,525,718,006   16,609,707,302   17,323,955,004   18,892,385,693   20,605,808,071   20,272,957,625   19,749,426,052   
Business receipts............................................................. 13,659,470,309   14,460,928,696   15,010,264,802   16,313,971,384   17,636,551,348   17,504,288,630   17,297,125,146   
Net income (less deficit)( ¹ )............................................. 838,591,644   956,736,971   895,152,469   985,363,334   986,952,279   648,758,089   596,524,023   
Net income....................................................................... 1,016,135,059   1,155,242,666   1,144,026,382   1,282,481,469   1,391,008,755   1,155,497,718   1,084,179,817   
Deficit............................................................................... 177,543,415   198,505,695   248,873,914   297,118,135   404,056,474   506,739,630   487,655,794   
           C Corporations
      Number of businesses............................................... 2,317,886   2,248,065   2,249,970   2,198,740   2,172,705   2,136,756   2,100,074   
      Total receipts.............................................................. 12,709,004,468   13,445,458,022   13,996,499,545   15,238,422,201   16,607,287,993   16,214,520,589   15,582,601,688   
      Business receipts....................................................... 11,087,481,313   11,620,304,753   12,006,145,868   13,071,173,955   14,078,901,182   13,813,168,479   13,455,844,040   
      Net income (less deficit) ............................................ 574,553,924   607,541,446   532,246,228   535,289,061   517,937,235   270,774,336   258,673,938   
      Net income................................................................. 714,272,006   765,753,475   736,810,215   783,499,456   859,530,894   709,003,929   676,337,238   
      Deficit......................................................................... 139,718,081   158,212,028   204,563,988   248,210,395   341,593,657   438,229,593   417,663,300   
           1120-RIC and 1120-REIT 
      Number of businesses............................................... 9,067   9,764   10,829   11,389   12,090   12,349   12,156
      Total receipts.............................................................. 198,619,366   269,011,761   266,322,290   353,094,730   381,042,973   296,924,686   255,897,663   
      Business receipts....................................................... --   --   --   --   --   --   --   
      Net income (less deficit)............................................. 138,792,224   196,132,514   181,117,938   256,317,862   270,479,156   190,296,836   154,371,152   
      Net income................................................................. 139,966,673   197,367,117   183,243,257   258,420,380   277,261,656   197,629,943   161,308,952   
      Deficit......................................................................... 1,174,450   1,234,604   2,125,319   2,102,518   6,782,500   7,333,108   6,937,800   
           S Corporations
      Number of businesses............................................... 2,304,416   2,452,254   2,588,088   2,725,775   2,860,478   2,986,486   3,154,377   
      Total receipts.............................................................. 2,618,094,172   2,895,237,519   3,061,133,169   3,300,868,762   3,617,477,105   3,761,512,350   3,910,926,701   
      Business receipts....................................................... 2,571,988,996   2,840,623,943   3,004,118,934   3,242,797,429   3,557,650,166   3,691,120,151   3,841,281,106   
      Total net income (less deficit) ( ² ).............................. 125,245,496   153,063,011   181,788,303   193,756,411   198,535,888   187,686,917   183,478,933   
      Net income................................................................. 161,896,380   192,122,074   223,972,910   240,561,633   254,216,205   248,863,846   246,533,627   
      Deficit......................................................................... 36,650,884   39,059,063   42,184,607   46,805,222   55,680,317   61,176,929   63,054,694   
  Partnerships
Number of businesses..................................................... 1,654,256   1,758,627   1,855,348   1,936,919   2,057,500   2,132,117   2,242,169   
Total receipts ( ³ )............................................................. 1,002,579,987   1,249,789,312   1,474,879,256   1,754,972,413   2,218,639,870   2,462,461,787   2,582,060,669   
Business receipts............................................................. 915,844,403   1,141,963,405   1,356,655,904   1,615,762,245   2,061,764,235   2,278,200,526   2,414,187,093   
Net income (less deficit)................................................... 145,218,248   168,240,726   186,704,627   228,438,105   268,990,758   276,334,824   270,667,169   
Net income....................................................................... 228,157,635   262,373,206   297,874,299   348,467,958   409,972,787   446,069,172   439,761,741   
Deficit............................................................................... 82,939,388   94,132,480   111,170,672   120,029,853   140,982,029   169,734,347   169,094,572   
          General ( 4 )
      Number of businesses............................................... 1,121,195   1,081,363   1,015,678   950,608   936,564   885,457   841,299   
      Total receipts ( ³ )....................................................... 458,690,125   482,362,036   428,936,952   414,879,711   460,800,631   508,569,485   506,554,952   
      Business receipts....................................................... 430,892,523   451,004,863   399,306,152   382,760,263   425,752,004   464,251,886   467,422,866   
      Net income (less deficit)............................................. 77,446,760   88,235,026   82,766,449   85,767,233   101,786,779   101,830,079   100,914,057   
      Net income................................................................. 106,074,272   113,264,997   107,709,809   108,487,666   127,059,152   128,591,551   125,748,798   
      Deficit......................................................................... 28,627,513   25,029,971   24,943,359   22,720,432   25,272,374   26,761,472   24,834,741   
          Limited ( 5 )
      Number of businesses............................................... 311,563   328,210   369,012   396,907   402,232   437,968   454,741   
      Total receipts ( ³ )....................................................... 386,373,126   474,480,710   585,636,689   701,845,221   884,397,372   935,891,900   987,064,490   
      Business receipts....................................................... 338,916,079   423,968,766   534,248,684   644,246,861   830,429,874   876,234,279   931,055,315   
      Net income (less deficit)............................................. 55,458,035   62,946,099   79,328,818   107,937,194   119,512,213   127,448,902   121,126,936   
      Net income................................................................. 97,721,530   109,035,802   131,493,455   157,244,765   170,929,457   187,146,566   178,135,683   
      Deficit......................................................................... 42,263,496   46,089,703   52,164,637   49,307,571   51,417,244   59,697,664   57,008,747   
           LLC
      Number of businesses............................................... 221,498   349,054   470,657   589,403   718,704   808,692   946,130   
      Total receipts ( ³ )....................................................... 157,516,736   292,946,566   460,305,616   638,247,481   873,441,868   1,018,000,402   1,088,441,226   
      Business receipts....................................................... 146,035,802   266,989,776   423,101,069   588,755,121   805,582,357   937,714,361   1,015,708,912   
      Net income (less deficit)............................................. 12,313,453   17,059,601   24,609,360   34,733,678   47,691,767   47,055,843   48,626,175   
      Net income................................................................. 24,361,833   40,072,407   58,672,036   82,735,527   111,984,178   130,331,055   135,877,260   
      Deficit......................................................................... 12,048,379   23,012,806   34,062,676   48,001,849   64,292,411   83,275,212   87,251,084   
  Nonfarm Sole Proprietorships
Number of businesses..................................................... 16,955,023   17,176,487   17,408,809   17,575,643   17,904,731   18,338,190   18,925,517   
Total receipts.................................................................... 843,233,843   870,392,286   918,268,196   969,347,038   1,020,957,283   1,016,834,678   1,029,691,760   
Business receipts............................................................. 843,233,843   870,392,286   918,268,196   969,347,038   1,020,957,283   1,016,834,678   1,029,691,760   
Net income (less deficit)................................................... 176,755,693   186,643,910   202,274,720   207,946,977   214,715,298   217,385,116   221,113,286   
Net income....................................................................... 200,123,896   210,464,545   226,189,570   233,404,991   245,230,626   250,178,322   257,292,855   
Deficit............................................................................... 23,368,202   23,820,635   23,914,850   25,458,013   30,515,328   32,793,206   36,179,568   
n.a. - not available.
1 For Tax Years beginning in 1987, Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 Prior to Tax Year 1987, "Total net income (less deficit)" from S Corporations only includes "Net income (less deficit)" from S Corporations and is not as comprehensive as data in future years.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts." 
4 For Tax Years 1980-1995 General Partnerships include Partnerships listed on the tax return as General and not reported.  For Tax Years 1996-1999 General Partnerships include Partnerships listed on the 
tax return as General, Other and not reported.  For Tax Years 2000-2002 General Partnerships include Partnerships listed on the tax return as General, Foreign, Other and not reported.
5 For Tax Years 1980-1992 Limited Partnerships include Partnerships listed on the tax return as Limited Partnerships.  For Tax Years 1993-1995 Limited Partnerships include Partnerships listed on the 
tax return as Limited Partnerships, General Limited Liability Partnerships, and Limited Liability Partnerships.  For Tax Years 1996-1997 Limited Partnerships include Partnerships listed on the tax return
as Limited Partnerships.  For Tax Years 1998-1999 Limited Partnerships include Partnerships listed on the tax return as Limited Partnerships and Limited Liability Partnerships.  For Tax Years 2000-2002 
Limited Partnerships include Partnerships listed on the tax return as Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to totals due to rounding.
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Table 2A.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 1998
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Form of business, item Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses........................ 24,113,044   13,974,466   4,764,739   2,281,237   1,209,764   804,946   587,772   227,203   125,237   110,594   27,086   
Total receipts...................................... 19,717,102,456   145,339,982   246,322,213   358,333,168   422,586,745   563,180,360   912,928,460   800,598,575   873,218,257   2,266,633,395   13,127,961,301   
Business receipts............................... 17,285,188,902   85,639,587   240,382,492   349,657,141   412,604,563   549,320,085   884,928,347   768,825,657   826,613,784   2,096,136,446   11,071,080,801   
Total business deductions.................. 18,591,694,169   155,884,135   183,938,754   299,717,900   380,718,555   528,827,085   878,482,933   774,074,954   840,548,353   2,157,081,858   12,392,419,644   
Costs of goods sold............................ 10,440,760,907   11,029,952   45,206,264   99,084,131   149,492,786   234,496,702   453,722,764   445,908,980   512,174,772   1,429,001,070   7,060,643,487   
Salaries and wages............................ 1,842,782,787   12,727,121   13,789,306   39,623,419   59,375,350   80,619,370   120,138,290   92,978,628   95,136,901   209,767,332   1,118,627,067   
Taxes paid.......................................... 392,122,646   3,693,573   4,508,918   9,533,042   12,204,453   16,303,360   24,973,128   19,578,789   18,747,658   39,635,950   242,943,776   
Interest paid........................................ 1,051,224,941   8,451,747   4,647,506   6,673,745   7,441,285   8,696,842   15,346,138   14,420,702   20,333,600   62,471,555   902,741,822   
Depreciation........................................ 614,850,813   10,060,618   11,850,625   12,590,142   12,049,870   13,433,911   19,989,400   16,210,411   16,648,705   42,525,385   459,491,746   
Net income (less deficit)..................... 1,284,131,816   -3,653,627   68,583,858   69,311,628   54,164,474   44,141,002   46,483,727   37,507,870   44,552,749   129,836,572   793,203,564   
Net income.......................................... 1,668,091,252   80,919,485   86,299,688   85,829,167   68,956,178   60,519,836   69,185,361   54,528,990   63,068,635   173,540,405   925,243,507   
Deficit.................................................. 383,959,436   84,573,112   17,715,830   16,517,539   14,791,704   16,378,834   22,701,634   17,021,120   18,515,886   43,703,835   132,039,943   
  Corporations
Number of businesses........................ 4,848,888   1,169,591   748,636   840,006   644,396   553,217   467,642   193,800   110,302   97,757   23,542   
Total receipts...................................... 17,323,955,004   39,623,284   48,941,501   145,033,825   236,229,500   398,875,148   740,658,271   691,966,841   776,786,140   2,018,310,740   12,227,529,752   
Business receipts............................... 15,010,264,802   5,300,644   43,751,193   137,548,602   228,043,316   386,956,560   717,709,500   664,080,283   735,051,410   1,864,328,275   10,227,495,018   
Total business deductions.................. 16,489,425,015   54,731,670   48,616,050   140,187,075   229,891,774   388,472,729   721,740,000   673,104,667   751,274,323   1,925,953,257   11,555,453,469   
Costs of goods sold............................ 9,362,392,237   1,885,708   9,502,361   39,239,176   78,685,074   162,112,523   365,234,999   389,020,858   463,572,404   1,300,437,747   6,552,701,386   
Salaries and wages............................ 1,613,559,231   7,809,413   4,724,016   17,648,108   33,476,727   56,928,888   97,605,030   79,260,362   83,821,262   184,327,501   1,047,957,925   
Taxes paid.......................................... 354,578,692   2,370,314   2,140,059   5,600,640   8,449,897   13,135,995   21,782,476   17,687,538   17,200,808   36,236,540   229,974,425   
Interest paid........................................ 966,659,473   4,681,406   1,761,072   3,260,359   4,388,991   6,022,030   11,828,246   11,719,663   17,321,956   52,631,514   853,044,236   
Depreciation........................................ 542,490,397   2,298,498   2,672,944   4,845,891   6,718,133   9,472,406   16,057,327   13,809,655   14,213,582   35,166,394   437,235,565   
Net income (less deficit)( ¹ )................ 895,152,469   -910,825   1,702,940   7,161,929   10,775,691   12,972,958   22,109,880   22,492,339   28,983,818   90,719,519   699,144,220   
Net income.......................................... 1,144,026,383   26,222,152   8,629,334   15,901,949   20,293,561   24,228,279   38,628,136   34,678,078   42,972,894   122,108,029   810,363,971   
Deficit   248,873,914   27,132,977   6,926,394   8,740,020   9,517,870   11,255,320   16,518,256   12,185,739   13,989,076   31,388,511   111,219,751   
          C Corporations ( 2 )
      Number of businesses.................. 2,260,799   470,111   329,244   362,513   313,723   280,738   260,136   109,405   63,741   54,310   16,878   
      Total receipts................................ 14,262,821,835   29,249,069   22,437,425   64,782,917   117,893,376   205,782,983   412,764,768   393,832,755   452,086,050   1,127,121,724   11,436,870,768   
      Business receipts......................... 12,006,145,868   2,275,358   18,743,409   58,884,625   111,843,093   197,067,452   395,248,776   371,438,609   415,277,551   985,996,990   9,449,370,004   
      Total business deductions............ 13,554,140,784   39,762,936   23,869,740   65,662,274   118,618,761   205,965,971   410,061,999   388,293,413   441,210,912   1,067,676,214   10,793,018,563   
      Costs of goods sold...................... 7,428,465,189   861,989   4,140,648   16,719,545   37,439,053   79,976,046   196,040,981   216,389,192   262,788,953   663,093,941   5,951,014,842   
      Salaries and wages...................... 1,308,886,018   6,479,696   2,260,393   7,897,407   16,224,492   30,136,317   54,216,388   44,947,695   47,199,391   106,876,525   992,647,716   
      Taxes paid.................................... 291,957,071   1,705,661   1,183,724   2,840,967   4,496,637   7,233,702   12,897,239   10,541,705   10,275,254   21,732,303   219,049,880   
      Interest paid.................................. 929,505,767   3,715,329   1,037,833   1,801,328   2,442,550   3,339,876   7,668,306   8,093,580   13,275,774   43,168,291   844,962,899   
      Depreciation.................................. 491,004,497   1,440,500   1,344,518   2,455,012   3,702,106   5,408,595   9,725,130   8,350,120   8,769,602   22,909,846   426,899,067   
      Net income (less deficit)............... 713,364,166   -10,319,604   -1,450,902   -911,784   -762,586   -284,015   2,247,725   4,385,537   8,616,383   48,709,017   663,134,394   
      Net income.................................... 920,053,473   6,426,278   2,346,378   4,086,802   4,835,441   6,815,357   13,679,620   13,701,808   20,029,156   75,865,733   772,266,900   
      Deficit............................................ 206,689,307   16,745,882   3,797,280   4,998,586   5,598,027   7,099,371   11,431,895   9,316,271   11,412,773   27,156,716   109,132,506   
           S Corporations
      Number of businesses.................. 2,588,088   699,480   419,392   477,493   330,673   272,479   207,505   84,395   46,561   43,447   6,664   
      Total receipts................................ 3,061,133,169   10,374,216   26,504,076   80,250,908   118,336,124   193,092,165   327,893,502   298,134,086   324,700,090   891,189,016   790,658,985   
      Business receipts......................... 3,004,118,934   3,025,287   25,007,785   78,663,977   116,200,223   189,889,107   322,460,724   292,641,674   319,773,859   878,331,285   778,125,014   
      Total business deductions............ 2,935,284,231   14,968,734   24,746,310   74,524,801   111,273,014   182,506,758   311,678,001   284,811,254   310,063,412   858,277,043   762,434,906   
      Costs of goods sold...................... 1,933,927,048   1,023,719   5,361,714   22,519,631   41,246,021   82,136,476   169,194,018   172,631,666   200,783,451   637,343,806   601,686,544   
      Salaries and wages...................... 304,673,212   1,329,717   2,463,623   9,750,701   17,252,235   26,792,571   43,388,642   34,312,668   36,621,871   77,450,976   55,310,209   
      Taxes paid.................................... 62,621,621   664,652   956,335   2,759,674   3,953,260   5,902,294   8,885,236   7,145,833   6,925,554   14,504,238   10,924,546   
      Interest paid.................................. 37,153,706   966,077   723,239   1,459,030   1,946,442   2,682,154   4,159,939   3,626,083   4,046,183   9,463,224   8,081,336   
      Depreciation.................................. 51,485,899   857,999   1,328,426   2,390,879   3,016,027   4,063,811   6,332,197   5,459,535   5,443,980   12,256,549   10,336,498   
      Total net income (less deficit)....... 181,788,303   9,408,779   3,153,842   8,073,713   11,538,277   13,256,973   19,862,155   18,106,802   20,367,435   42,010,502   36,009,826   
      Net income.................................... 223,972,910   19,795,874   6,282,956   11,815,147   15,458,120   17,412,922   24,948,516   20,976,270   22,943,738   46,242,296   38,097,071   
      Deficit............................................ 42,184,607   10,387,095 3,129,114   3,741,434   3,919,843   4,155,949   5,086,361   2,869,468   2,576,303   4,231,795   2,087,245   
  Partnerships
Number of businesses........................ 1,855,348   1,037,571   314,120   206,432   113,816   76,622   56,792   22,638   12,217   11,696   3,443   
Total receipts ( ³ )................................ 1,474,879,256   26,723,342   9,234,457   22,587,046   32,041,217   45,937,124   80,480,503   72,533,863   78,474,189   227,575,321   879,292,195   
Business receipts............................... 1,356,655,904   1,345,587   8,485,044   21,396,242   30,245,219   43,995,438   75,429,160   68,647,503   73,604,446   211,060,836   822,446,430   
Total business deductions.................. 1,386,111,725   42,155,084   10,514,909   21,657,153   29,327,138   41,783,909   73,947,653   67,078,913   72,509,511   211,233,618   815,903,837   
Costs of goods sold............................ 737,235,839   599,393   2,330,873   7,047,658   11,076,713   16,722,295   31,427,483   31,850,267   35,733,664   111,683,919   488,763,575   
Salaries and wages............................ 142,910,961   3,844,711   723,649   2,141,603   3,957,195   6,656,976   11,262,534   9,978,110   9,877,000   24,329,514   70,139,667   
Taxes paid.......................................... 23,813,223   594,961   234,092   480,318   729,413   1,010,086   1,730,346   1,437,053   1,366,728   3,278,105   12,952,121   
Interest paid........................................ 73,406,067   2,642,013   503,273   729,857   1,004,563   1,412,735   2,569,823   2,396,681   2,808,954   9,656,507   49,681,662   
Depreciation........................................ 42,579,701   2,883,828   541,827   880,804   916,074   1,429,159   2,334,977   1,922,477   2,223,844   7,225,713   22,220,998   
Net income (less deficit)..................... 186,704,627   -22,949,829   3,538,893   9,308,886   10,584,311   11,400,164   15,379,479   12,804,592   14,391,407   38,264,385   93,982,338   
Net income.......................................... 297,875,299   20,084,633   9,807,102   15,056,844   14,679,860   15,852,414   21,078,876   17,419,377   18,755,679   50,371,059   114,769,455   
Deficit.................................................. 111,170,672   43,034,462   6,268,209   5,747,958   4,095,549   4,452,250   5,699,397   4,614,785   4,364,272   12,106,674   20,787,117   
  Nonfarm Sole Proprietorships
Number of businesses........................ 17,408,809   11,767,304   3,701,983   1,234,799   451,552   175,107   63,338   10,765   2,718   1,141   101   
Total receipts...................................... 918,268,196   78,993,356   188,146,255   190,712,297   154,316,028   118,368,087   91,789,686   36,097,871   17,957,928   20,747,334   21,139,354   
Business receipts............................... 918,268,196   78,993,356   188,146,255   190,712,297   154,316,028   118,368,087   91,789,686   36,097,871   17,957,928   20,747,334   21,139,354   
Total business deductions.................. 716,157,430   58,997,381   124,807,795   137,873,672   121,499,642   98,570,447   82,795,280   33,891,374   16,764,518   19,894,983   21,062,338   
Costs of goods sold............................ 341,132,831   8,544,851   33,373,029   52,797,297   59,730,999   55,661,884   57,060,283   25,037,855   12,868,704   16,879,404   19,178,526   
Salaries and wages............................ 86,312,596   1,072,998   8,341,642   19,833,708   21,941,428   17,033,506   11,270,726   3,740,156   1,438,639   1,110,317   529,475   
Taxes paid.......................................... 13,730,731   728,299   2,134,767   3,452,083   3,025,143   2,157,279   1,460,306   454,198   180,122   121,304   17,230   
Interest paid........................................ 11,159,400   1,128,328   2,383,161   2,683,529   2,047,731   1,262,076   948,069   304,358   202,690   183,534   15,925   
Depreciation........................................ 29,780,715   4,878,291   8,635,854   6,863,448   4,415,663   2,532,346   1,597,096   478,279   211,279   133,277   35,182   
Net income (less deficit)..................... 202,274,720   20,207,027   63,342,025   52,840,813   32,804,472   19,767,880   8,994,368   2,210,938   1,177,524   852,668   77,006   
Net income.......................................... 226,189,570   34,612,700   67,863,252   54,870,374   33,982,757   20,439,144   9,478,348   2,431,535   1,340,061   1,061,317   110,081   
Deficit.................................................. 23,914,850   14,405,673   4,521,227   2,029,562   1,178,285   671,264   483,981   220,596   162,538   208,650   33,075   
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE: Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 2B.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items, 
by Form of Business, Industry, and Business Receipt Size, Tax Year 1999
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Form of business, item Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses............................ 24,448,466   14,045,632   4,925,838   2,279,078   1,260,910   812,137   611,773   240,694   129,061   114,155   29,189   
Total receipts........................................... 21,616,705,144   153,000,907   251,787,730   357,382,981   442,443,531   570,557,969   949,707,439   844,241,774   899,797,960   2,355,160,627   14,792,624,228   
Business receipts.................................... 18,899,080,668   86,911,643   245,278,507   348,987,172   432,862,629   556,233,812   924,781,255   813,294,007   853,876,284   2,174,985,391   12,461,869,970   
Total business deductions...................... 20,375,890,789   163,641,493   190,720,264   299,558,909   400,262,479   535,158,804   915,231,457   816,280,898   866,494,625   2,241,316,628   13,947,225,232   
Costs of goods sold................................ 11,556,334,280   12,144,724   45,596,195   93,002,502   156,771,916   231,109,602   468,547,249   468,567,517   519,234,963   1,468,827,054   8,092,532,557   
Salaries and wages................................. 2,042,858,325   14,487,290   14,045,130   39,670,637   63,039,835   84,119,734   127,909,401   100,809,447   102,175,772   224,847,037   1,271,754,043   
Taxes paid............................................... 412,079,823   3,947,901   4,543,953   9,221,743   12,867,658   16,696,108   25,569,657   19,779,595   19,085,301   40,637,428   259,730,481   
Interest paid............................................ 1,104,625,540   8,415,095   4,533,570   6,701,759   7,539,017   9,142,672   14,628,875   14,573,912   19,011,899   61,970,647   958,108,093   
Depreciation............................................ 666,721,794   11,566,406   12,229,006   13,044,327   12,658,547   14,114,750   20,846,207   17,197,829   17,735,800   47,019,748   500,309,173   
Net income (less deficit).......................... 1,421,748,416   -262,352   70,508,986   68,968,646   52,863,279   45,701,921   48,581,874   38,327,547   43,318,053   138,731,743   915,008,716   
Net income.............................................. 1,864,354,417   91,122,770   90,552,915   87,778,675   69,838,682   63,077,928   75,083,080   57,534,265   64,421,776   191,281,206   1,073,663,121   
Deficit...................................................... 442,606,001   91,385,122   20,043,930   18,810,028   16,975,404   17,376,005   26,501,205   19,206,718   21,103,724   52,549,462   158,654,404   
  Corporations
Number of businesses............................ 4,935,904   1,188,676   783,455   823,942   676,133   546,171   478,601   202,646   111,873   99,380   25,026   
Total receipts........................................... 18,892,385,693   41,690,487   51,608,391   142,551,136   249,595,329   396,870,550   760,349,543   721,490,198   789,324,352   2,069,063,871   13,669,841,835   
Business receipts.................................... 16,313,971,385   5,320,054   46,336,764   135,409,300   241,723,679   385,772,814   739,541,842   695,125,280   749,373,499   1,909,148,657   11,406,219,496   
Total business deductions...................... 17,966,972,060   58,065,223   52,863,919   139,219,322   243,501,542   386,818,661   742,977,358   702,199,592   765,043,705   1,971,734,403   12,904,548,335   
Costs of goods sold................................ 10,284,098,039   2,526,763   10,536,416   36,001,808   83,293,982   157,029,884   372,638,094   403,704,309   464,077,146   1,320,832,938   7,433,456,697   
Salaries and wages................................. 1,783,025,584   8,436,138   4,997,985   17,960,931   36,019,144   58,272,613   102,652,390   85,166,178   89,189,063   194,446,549   1,185,884,593   
Taxes paid............................................... 371,183,229   2,570,791   2,151,175   5,405,983   9,052,334   13,160,400   22,074,901   17,728,081   17,335,095   36,818,322   244,886,146   
Interest paid............................................ 1,018,972,484   4,284,267   1,748,137   3,076,147   4,651,184   6,159,057   10,837,164   11,729,534   15,743,969   51,026,577   909,716,449   
Depreciation............................................ 583,799,586   2,684,792   2,696,629   5,022,993   7,086,316   9,850,040   16,538,625   14,414,944   14,896,667   36,684,895   473,923,686   
Net income (less deficit)( ¹ ).................... 985,363,333   1,800,919   1,295,110   5,870,499   7,870,261   11,611,525   21,284,660   21,298,855   24,603,836   96,093,707   793,633,962   
Net income.............................................. 1,282,481,469   33,088,241   10,191,580   16,237,884   18,522,833   23,788,385   40,701,750   35,373,742   40,443,551   132,416,595   931,716,911   
Deficit...................................................... 297,118,135   31,287,322   8,896,470   10,367,385   10,652,572   12,176,859   19,417,089   14,074,887   15,839,716   36,322,888   138,082,949   
          C Corporations ( 2 )
      Number of businesses...................... 2,210,129   473,987   322,385   343,211   304,663   264,643   257,151   110,294   62,635   53,605   17,555   
      Total receipts..................................... 15,591,516,931   31,119,510   22,350,928   61,313,454   115,034,275   195,517,231   415,023,993   396,729,766   444,172,775   1,129,134,158   12,781,120,842   
      Business receipts.............................. 13,071,173,955   2,308,441   18,691,583   55,835,226   109,397,822   187,234,409   398,979,937   374,940,207   409,382,461   983,094,514   10,531,309,356   
      Total business deductions................ 14,804,802,646   42,283,764   25,351,909   63,896,939   117,099,156   197,336,398   415,817,327   391,938,482   435,190,488   1,069,025,467   12,046,862,715   
      Costs of goods sold.......................... 8,224,778,365   1,700,022   4,117,351   14,198,913   37,954,085   74,122,799   197,282,132   217,225,887   253,435,981   660,354,022   6,764,387,173   
      Salaries and wages........................... 1,447,235,089   6,796,789   2,462,164   8,094,401   15,907,701   29,157,499   56,935,202   46,462,681   50,149,397   110,075,850   1,121,193,406   
      Taxes paid......................................... 304,321,709   1,802,407   1,161,487   2,638,037   4,460,985   6,918,740   12,775,553   10,286,950   10,143,624   21,305,174   232,828,751   
      Interest paid...................................... 978,621,092   3,288,315   1,023,522   1,606,183   2,319,301   3,364,961   6,709,858   7,822,220   11,391,036   40,986,576   900,109,121   
      Depreciation...................................... 526,925,540   1,610,292   1,425,281   2,471,795   3,591,522   5,399,831   9,678,254   8,503,951   8,976,255   23,400,267   461,868,092   
      Net income (less deficit).................... 791,606,922   -10,740,380   -2,979,824   -2,630,113   -2,132,368   -1,918,054   -1,262,008   3,677,030   6,450,674   49,448,455   753,693,512   
      Net income........................................ 1,041,919,836   8,179,895   2,422,338   3,620,136   4,457,317   6,440,613   12,915,929   14,525,130   19,361,933   81,561,530   888,435,017   
      Deficit................................................ 250,312,913   18,920,275   5,402,162   6,250,249   6,589,685   8,358,667   14,177,937   10,848,100   12,911,260   32,113,075   134,741,505   
           S Corporations
      Number of businesses...................... 2,725,775   714,689   461,070   480,730   371,471   281,528   221,450   92,352   49,238   45,775   7,471   
      Total receipts..................................... 3,300,868,762   10,570,977   29,257,463   81,237,683   134,561,054   201,353,320   345,325,550   324,760,432   345,151,577   939,929,713   888,720,993   
      Business receipts.............................. 3,242,797,429   3,011,613   27,645,182   79,574,074   132,325,857   198,538,404   340,561,905   320,185,073   339,991,038   926,054,143   874,910,141   
      Total business deductions................ 3,162,169,414   15,781,458   27,512,010   75,322,383   126,402,386   189,482,263   327,160,031   310,261,111   329,853,217   902,708,936   857,685,619   
      Costs of goods sold.......................... 2,059,319,673   826,740   6,419,065   21,802,895   45,339,897   82,907,086   175,355,962   186,478,422   210,641,165   660,478,916   669,069,524   
      Salaries and wages........................... 335,790,494   1,639,349   2,535,821   9,866,530   20,111,443   29,115,114   45,717,189   38,703,497   39,039,666   84,370,699   64,691,186   
      Taxes paid......................................... 66,861,519   768,384   989,687   2,767,946   4,591,350   6,241,660   9,299,349   7,441,131   7,191,471   15,513,148   12,057,395   
      Interest paid...................................... 40,351,393   995,952   724,615   1,469,964   2,331,883   2,794,096   4,127,306   3,907,313   4,352,933   10,040,002   9,607,328   
      Depreciation...................................... 56,874,046   1,074,500   1,271,347   2,551,198   3,494,794   4,450,209   6,860,371   5,910,993   5,920,412   13,284,628   12,055,594   
      Total net income (less deficit)........... 193,756,411   12,541,299   4,274,934   8,500,612   10,002,629   13,529,579   22,546,668   17,621,825   18,153,162   46,645,252   39,940,450   
      Net income........................................ 240,561,633   24,908,346   7,769,242   12,617,748   14,065,516   17,347,772   27,785,821   20,848,612   21,081,618   50,855,065   43,281,894   
      Deficit................................................ 46,805,222   12,367,047   3,494,308   4,117,136   4,062,887   3,818,192   5,239,152   3,226,787   2,928,456   4,209,813   3,341,444   
  Partnerships
Number of businesses............................ 1,936,919   1,036,339   356,913   212,438   125,787   83,799   64,757   25,094   14,375   13,437   3,981   
Total receipts ( ³ ).................................... 1,754,972,413   31,042,309   10,391,869   23,471,292   34,875,981   50,555,407   91,042,927   79,786,794   91,715,629   261,383,977   1,080,706,229   
Business receipts.................................... 1,615,762,245   1,323,477   9,154,272   22,217,320   33,166,729   47,328,987   86,924,445   75,203,945   85,744,805   241,123,955   1,013,574,310   
Total business deductions...................... 1,647,491,152   44,613,112   12,262,491   23,283,924   32,366,753   45,779,823   83,689,916   74,113,049   84,175,045   245,974,396   1,001,232,643   
Costs of goods sold................................ 902,157,018   980,414   2,623,624   7,320,780   12,087,758   17,778,260   36,388,551   34,809,446   42,362,235   127,850,796   619,955,153   
Salaries and wages................................. 169,905,010   5,002,752   887,756   2,425,227   4,427,127   7,125,707   13,000,939   11,175,584   11,368,460   29,092,877   85,398,582   
Taxes paid............................................... 26,896,235   646,924   236,070   550,037   817,543   1,109,282   1,955,513   1,524,080   1,556,255   3,693,307   14,807,224   
Interest paid............................................ 74,428,567   2,937,392   411,785   997,477   994,215   1,577,263   2,851,744   2,465,984   3,030,913   10,786,371   48,375,422   
Depreciation............................................ 51,730,335   3,557,058   655,798   900,880   1,162,038   1,472,709   2,656,720   2,180,415   2,616,705   10,162,868   26,365,144   
Net income (less deficit).......................... 228,438,105   -21,404,559   5,070,087   8,782,761   11,406,100   13,512,509   17,538,266   14,023,177   17,241,255   41,529,671   120,738,837   
Net income.............................................. 348,467,958   23,041,871   11,826,153   15,120,849   16,411,103   17,982,694   24,066,610   18,874,845   22,282,030   57,600,793   141,261,009   
Deficit...................................................... 120,029,853   44,446,430   6,756,067   6,338,088   5,005,003   4,470,185   6,528,344   4,851,668   5,040,775   16,071,122   20,522,172   
  Nonfarm Sole Proprietorships
Number of businesses............................ 17,575,643   11,820,617   3,785,470   1,242,698   458,990   182,167   68,415   12,953   2,813   1,338   182   
Total receipts........................................... 969,347,038   80,268,111   189,787,470   191,360,552   157,972,221   123,132,011   98,314,968   42,964,782   18,757,979   24,712,779   42,076,163   
Business receipts.................................... 969,347,038   80,268,111   189,787,470   191,360,552   157,972,221   123,132,011   98,314,968   42,964,782   18,757,979   24,712,779   42,076,163   
Total business deductions...................... 761,427,577   60,963,158   125,593,854   137,055,663   124,394,184   102,560,320   88,564,183   39,968,256   17,275,875   23,607,828   41,444,255   
Costs of goods sold................................ 370,079,223   8,637,547   32,436,154   49,679,914   61,390,176   56,301,458   59,520,604   30,053,763   12,795,582   20,143,320   39,120,706   
Salaries and wages................................. 89,927,731   1,048,400   8,159,390   19,284,479   22,593,564   18,721,414   12,256,072   4,467,685   1,618,249   1,307,611   470,868   
Taxes paid............................................... 14,000,359   730,186   2,156,708   3,265,723   2,997,780   2,426,426   1,539,242   527,434   193,951   125,799   37,111   
Interest paid............................................ 11,224,488   1,193,436   2,373,648   2,628,135   1,893,618   1,406,352   939,967   378,394   237,017   157,699   16,222   
Depreciation............................................ 31,191,872   5,324,555   8,876,579   7,120,454   4,410,193   2,792,001   1,650,863   602,471   222,429   171,986   20,343   
Net income (less deficit).......................... 207,946,977   19,341,288   64,143,789   54,315,387   33,586,918   20,577,888   9,758,948   3,005,515   1,472,962   1,108,366   635,917   
Net income.............................................. 233,404,991   34,992,658   68,535,182   56,419,942   34,904,747   21,306,849   10,314,721   3,285,678   1,696,195   1,263,818   685,201   
Deficit...................................................... 25,458,013   15,651,370   4,391,393   2,104,555   1,317,829   728,962   555,772   280,163   223,233   155,452   49,284   
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.


All industries







- 32 -


Petska, Parisi, LuttreLL,  Davitian, anD scoffic


Table 2C.-- Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 2000
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses....................... 25,007,504   14,323,761   5,044,551   2,339,518   1,261,215   863,856   631,317   256,111   134,946   121,005   31,226   
Total receipts..................................... 23,845,405,223   157,049,812   258,732,605   367,481,725   443,025,048   601,296,628   976,329,999   898,103,068   941,224,209   2,485,556,859   16,716,605,269   
Business receipts.............................. 20,719,272,866   89,207,037   252,373,284   358,161,770   432,215,830   587,639,402   949,118,435   865,986,458   894,354,516   2,295,267,190   13,994,948,943   
Total business deductions................. 22,597,449,332   181,945,234   196,815,975   311,124,577   402,389,404   565,292,207   945,806,680   874,005,483   915,105,217   2,390,301,738   15,814,662,818   
Costs of goods sold........................... 12,748,297,892   11,274,422   43,898,992   96,361,476   150,568,425   234,887,831   474,583,770   487,221,982   536,289,847   1,544,581,653   9,168,629,496   
Salaries and wages........................... 2,251,927,584   17,949,521   14,359,720   40,975,312   64,401,650   92,135,775   135,667,511   112,347,486   110,038,621   243,242,680   1,420,809,312   
Taxes paid......................................... 435,168,334   4,133,603   4,418,811   9,380,045   12,743,848   17,618,060   26,167,996   20,790,089   19,909,885   42,711,239   277,294,761   
Interest paid....................................... 1,376,663,337   9,050,941   4,872,806   7,272,703   7,737,944   10,055,255   16,229,234   16,173,654   20,435,409   71,629,925   1,213,205,467   
Depreciation...................................... 706,107,104   11,907,931   12,662,894   13,878,648   12,758,995   15,493,569   21,853,826   18,382,838   18,627,208   47,744,527   532,796,667   
Net income (less deficit).................... 1,470,658,334   -15,047,369   69,578,410   67,673,841   51,430,798   47,117,312   45,585,699   37,423,472   38,259,307   123,941,181   1,004,695,686   
Net income........................................ 2,046,212,168   94,696,194   93,436,476   90,469,148   72,872,893   68,945,708   78,614,695   63,620,215   67,867,370   196,641,163   1,219,048,308   
Deficit................................................ 575,553,833   109,743,562   23,858,065   22,795,306   21,442,095   21,828,397   33,028,997   26,196,744   29,608,064   72,699,981   214,352,622   
  Corporations
Number of businesses....................... 5,045,274   1,220,003   782,747   837,072   677,480   581,940   487,533   212,496   115,106   104,524   26,372   
Total receipts..................................... 20,605,808,070   44,380,488   51,077,677   146,174,039   250,539,810   418,959,740   770,734,628   754,821,357   814,040,211   2,164,472,050   15,190,608,071   
Business receipts.............................. 17,636,551,348   5,491,907   45,779,274   138,446,952   241,515,388   407,815,578   748,446,965   727,755,456   773,334,342   1,996,366,609   12,551,598,878   
Total business deductions................. 19,691,591,726   70,783,003   53,932,571   143,619,156   246,273,323   410,164,819   757,604,529   738,909,494   795,091,119   2,086,976,141   14,388,237,571   
Costs of goods sold........................... 11,135,287,909   1,799,913   9,711,853   36,293,813   83,003,692   160,966,315   373,506,201   411,062,657   470,727,263   1,374,616,895   8,213,599,305   
Salaries and wages........................... 1,957,812,570   11,705,836   5,547,031   19,064,459   37,236,221   64,933,511   107,329,549   94,499,429   94,297,994   209,222,591   1,313,975,949   
Taxes paid......................................... 390,067,115   2,763,938   2,166,809   5,450,593   8,862,929   14,038,073   22,333,620   18,498,477   17,779,674   38,379,106   259,793,897   
Interest paid....................................... 1,271,678,744   4,618,482   1,849,778   3,374,102   4,601,284   6,816,168   11,654,376   12,906,464   16,780,821   60,085,625   1,148,991,644   
Depreciation...................................... 614,372,700   3,216,011   2,792,121   5,183,637   7,099,495   10,723,382   16,744,022   14,703,544   15,157,154   38,661,334   500,091,999   
Net income (less deficit)( ¹ ).............. 986,952,279   -9,843,613   -1,130,701   3,563,967   5,989,908   10,827,328   16,598,640   19,667,017   20,005,711   77,528,687   843,745,335   
Net income........................................ 1,391,008,755   32,784,125   9,499,059   16,613,183   19,777,917   26,185,419   40,208,246   38,736,118   41,677,076   131,662,989   1,033,864,623   
Deficit................................................ 404,056,476   42,627,738   10,629,760   13,049,216   13,788,008   15,358,092   23,609,607   19,069,101   21,671,366   54,134,301   190,119,288   
          C Corporations ( 2 )
      Number of businesses................. 2,184,795   473,111   312,248   343,804   290,666   262,547   255,443   111,573   61,995   55,334   18,073   
      Total receipts............................... 16,988,330,966   34,802,542   21,564,795   62,482,405   109,589,610   193,014,491   412,749,259   400,454,455   442,057,984   1,156,040,424   14,155,575,002   
      Business receipts........................ 14,078,901,182   2,197,494   17,986,624   56,691,627   103,297,434   184,552,959   395,726,244   378,468,011   406,823,175   1,002,716,239   11,530,441,375   
      Total business deductions........... 16,214,559,976   53,510,760   26,472,510   66,914,698   114,415,388   197,305,969   418,621,397   400,447,623   438,678,408   1,115,030,793   13,383,162,430   
      Costs of goods sold..................... 8,870,607,003   947,771   4,080,571   14,747,835   35,015,985   72,510,542   193,038,476   213,245,821   244,905,415   666,289,369   7,425,825,217   
      Salaries and wages..................... 1,586,268,656   9,342,167   3,103,803   8,714,694   16,396,073   30,422,948   58,991,593   50,702,628   52,333,629   117,502,107   1,238,759,014   
      Taxes paid................................... 318,150,036   1,964,909   1,166,774   2,689,827   4,302,065   6,926,143   12,869,057   10,632,853   10,323,869   21,522,265   245,752,274   
      Interest paid................................. 1,224,269,431   3,494,625   1,002,169   1,731,712   2,417,073   3,381,109   6,895,199   8,474,815   11,710,569   48,010,138   1,137,152,020   
      Depreciation................................ 552,820,948   1,986,320   1,446,096   2,650,532   3,446,940   5,438,385   9,751,529   8,590,291   8,780,380   24,454,335   486,276,141   
      Net income (less deficit).............. 788,416,391   -18,618,635   -4,948,454   -4,463,713   -4,870,710   -4,374,969   -6,336,624   -980,895   964,384   30,140,109   801,905,897   
      Net income.................................. 1,136,792,550   8,982,412   2,073,206   4,236,412   4,316,944   6,343,904   11,907,151   14,002,234   19,164,422   78,191,379   987,574,486   
      Deficit.......................................... 348,376,159   27,601,047   7,021,660   8,700,125   9,187,653   10,718,873   18,243,775   14,983,129   18,200,038   48,051,270   185,668,589   
           S Corporations
      Number of businesses................. 2,860,478   746,892   470,499   493,268   386,814   319,392   232,090   100,923   53,112   49,190   8,298   
      Total receipts............................... 3,617,477,105   9,577,946   29,512,882   83,691,635   140,950,200   225,945,249   357,985,369   354,366,903   371,982,227   1,008,431,626   1,035,033,069   
      Business receipts........................ 3,557,650,166   3,294,413   27,792,650   81,755,325   138,217,954   223,262,619   352,720,721   349,287,445   366,511,167   993,650,369   1,021,157,503   
      Total business deductions........... 3,477,031,750   17,272,243   27,460,061   76,704,458   131,857,936   212,858,849   338,983,132   338,461,871   356,412,711   971,945,348   1,005,075,141   
      Costs of goods sold..................... 2,264,680,905   852,142   5,631,282   21,545,978   47,987,707   88,455,773   180,467,725   197,816,835   225,821,848   708,327,526   787,774,088   
      Salaries and wages..................... 371,543,914   2,363,670   2,443,228   10,349,765   20,840,148   34,510,564   48,337,956   43,796,801   41,964,365   91,720,484   75,216,934   
      Taxes paid................................... 71,917,080   799,030   1,000,035   2,760,765   4,560,864   7,111,930   9,464,563   7,865,624   7,455,805   16,856,841   14,041,623   
      Interest paid................................. 47,409,313   1,123,857   847,608   1,642,389   2,184,211   3,435,059   4,759,177   4,431,649   5,070,252   12,075,487   11,839,624   
      Depreciation................................ 61,551,752   1,229,691   1,346,026   2,533,105   3,652,555   5,284,997   6,992,492   6,113,254   6,376,774   14,206,999   13,815,858   
      Total net income (less deficit)...... 198,535,888   8,775,022   3,817,753   8,027,680   10,860,618   15,202,297   22,935,264   20,647,912   19,041,327   47,388,578   41,839,438   
      Net income.................................. 254,216,205   23,801,713   7,425,853   12,376,771   15,460,973   19,841,515   28,301,095   24,733,884   22,512,654   53,471,610   46,290,137   
      Deficit.......................................... 55,680,317   15,026,691   3,608,100   4,349,091   4,600,355   4,639,219   5,365,832   4,085,972   3,471,328   6,083,031   4,450,699   
  Partnerships
Number of businesses....................... 2,057,500   1,105,074   370,358   225,771   127,043   92,392   71,489   29,579   16,277   14,907   4,610   
Total receipts ( ³ ).............................. 2,218,639,870   30,495,031   10,392,827   24,480,295   34,710,820   56,037,004   99,920,879   95,923,270   103,605,325   291,579,200   1,471,495,219   
Business receipts.............................. 2,061,764,235   1,540,837   9,331,909   22,887,427   32,926,025   53,523,939   94,996,978   90,872,562   97,441,501   269,394,972   1,388,848,085   
Total business deductions................. 2,099,471,504   46,629,590   12,896,766   25,086,596   33,393,537   51,552,439   93,386,157   90,925,380   98,039,798   275,222,986   1,372,338,256   
Costs of goods sold........................... 1,225,628,897   1,097,008   2,188,370   7,655,273   11,683,062   19,332,549   38,313,145   43,226,319   49,228,313   146,672,108   906,232,751   
Salaries and wages........................... 201,350,844   5,247,107   1,102,352   2,645,448   4,793,832   8,426,283   14,917,390   12,940,994   13,485,353   32,600,848   105,191,239   
Taxes paid......................................... 31,145,304   626,327   306,887   593,011   845,209   1,212,790   2,252,245   1,757,577   1,913,773   4,180,375   17,457,111   
Interest paid....................................... 92,751,748   3,088,369   652,403   1,079,794   1,071,594   1,741,748   3,469,457   2,814,473   3,387,853   11,271,315   64,174,743   
Depreciation...................................... 58,912,624   3,317,587   816,377   1,094,159   1,076,331   1,655,762   3,216,287   3,037,116   3,166,059   8,863,705   32,669,241   
Net income (less deficit).................... 268,990,758   -22,936,889   3,454,060   9,692,339   10,380,367   13,569,499   18,119,607   14,565,822   16,609,437   45,006,046   160,530,472   
Net income........................................ 409,972,787   25,584,756   11,862,617   16,704,693   16,644,791   19,150,083   26,570,557   21,352,290   24,272,086   63,183,837   184,647,077   
Deficit................................................ 140,982,029   48,521,645   8,408,557   7,012,354   6,264,424   5,580,584   8,450,950   6,786,469   7,662,649   18,177,791   24,116,605   
  Nonfarm Sole Proprietorships
Number of businesses....................... 17,904,731   11,998,684   3,891,446   1,276,675   456,691   189,524   72,294   14,035   3,563   1,574   244   
Total receipts..................................... 1,020,957,283   82,174,294   197,262,101   196,827,391   157,774,417   126,299,885   105,674,492   47,358,440   23,578,673   29,505,610   54,501,979   
Business receipts.............................. 1,020,957,283   82,174,294   197,262,101   196,827,391   157,774,417   126,299,885   105,674,492   47,358,440   23,578,673   29,505,610   54,501,979   
Total business deductions................. 806,386,102   64,532,642   129,986,638   142,418,824   122,722,543   103,574,949   94,815,994   44,170,609   21,974,300   28,102,611   54,086,991   
Costs of goods sold........................... 387,381,087   8,377,501   31,998,769   52,412,390   55,881,671   54,588,967   62,764,424   32,933,006   16,334,270   23,292,650   48,797,440   
Salaries and wages........................... 92,764,170   996,577   7,710,337   19,265,405   22,371,597   18,775,981   13,420,572   4,907,062   2,255,274   1,419,242   1,642,124   
Taxes paid......................................... 13,955,915   743,338   1,945,115   3,336,441   3,035,710   2,367,197   1,582,130   534,035   216,438   151,758   43,753   
Interest paid....................................... 12,232,846   1,344,090   2,370,625   2,818,807   2,065,066   1,497,339   1,105,402   452,717   266,735   272,985   39,080   
Depreciation...................................... 32,821,780   5,374,333   9,054,396   7,600,851   4,583,169   3,114,425   1,893,518   642,178   303,995   219,488   35,427   
Net income (less deficit).................... 214,715,298   17,733,133   67,255,051   54,417,536   35,060,523   22,720,485   10,867,452   3,190,633   1,644,159   1,406,447   419,879   
Net income........................................ 245,230,626   36,327,313   72,074,800   57,151,272   36,450,185   23,610,206   11,835,892   3,531,808   1,918,207   1,794,336   536,607   
Deficit................................................ 30,515,328   18,594,179   4,819,749   2,733,736   1,389,663   889,721   968,440   341,174   274,048   387,889   116,729   
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 2D.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 2001
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses............................. 25,605,897 14,723,359 5,098,349 2,430,206 1,251,739 902,086 660,467 253,212 135,936 119,490 31,054
Total receipts........................................... 23,752,254,089 155,030,082 262,947,981 379,486,354 440,619,886 633,667,554 1,022,436,632 886,318,474 950,524,043 2,458,059,014 16,563,164,070
Business receipts..................................... 20,799,323,834 92,938,069 256,574,208 369,920,033 427,758,387 617,312,718 995,886,086 855,124,273 904,232,340 2,276,128,145 14,003,449,576
Total business deductions....................... 22,830,860,232 190,442,838 198,314,117 319,436,008 402,547,429 598,204,439 995,149,387 864,930,664 927,849,625 2,377,854,832 15,956,130,892
Costs of goods sold................................. 12,743,003,300 14,128,405 43,283,117 93,869,907 144,764,697 243,022,579 481,365,303 479,919,667 534,659,586 1,516,622,647 9,191,367,393
Salaries and wages................................. 2,291,598,628 17,028,803 13,875,078 40,658,938 61,816,869 99,864,817 147,622,542 112,150,757 116,305,869 246,366,804 1,435,908,151
Taxes paid............................................... 441,299,097 4,133,318 4,204,103 9,495,149 12,490,157 18,518,100 28,184,526 21,309,786 20,252,822 43,492,401 279,218,736
Interest paid............................................. 1,312,833,856 9,278,832 4,650,049 7,259,948 10,991,405 10,156,970 16,900,300 15,222,860 19,437,678 65,808,414 1,153,127,400
Depreciation............................................ 756,298,215 14,083,334 12,667,160 14,530,796 13,143,511 16,192,247 24,259,084 18,819,327 20,012,177 52,241,879 570,348,699
Net income (less deficit).......................... 1,142,478,028   -32,154,371 72,739,997 73,153,340 48,445,392 48,128,875 43,051,010 34,130,677 36,657,969 109,446,591 708,878,551
Net income.............................................. 1,851,745,212 90,989,291 96,276,474 96,036,319 71,257,796 72,636,715 81,092,988 62,065,111 67,068,196 185,195,531 1,029,126,790
Deficit....................................................... 709,267,183 123,143,662 23,536,477 22,882,980 22,812,404 24,507,840 38,041,979 27,934,434 30,410,227 75,748,942 320,248,239
  Corporations
Number of businesses............................. 5,135,591   1,248,183   780,365   877,052   672,623   601,468   507,184   207,320   114,073   101,459   25,862   
Total receipts........................................... 20,272,957,624   40,603,449   51,621,782   152,408,375   252,126,775   438,077,167   803,504,379   739,037,691   811,555,585   2,109,015,526   14,875,006,896   
Business receipts..................................... 17,504,288,630   5,727,667   46,329,927   144,783,542   240,759,596   425,848,994   783,400,650   713,185,544   772,832,567   1,950,715,950   12,420,704,193   
Total business deductions....................... 19,682,982,949   69,345,468   53,946,305   148,664,968   247,239,076   428,837,176   793,247,679   727,151,404   796,928,855   2,046,619,455   14,371,002,562   
Costs of goods sold................................. 11,041,533,030   2,134,165   9,715,098   36,508,299   79,464,316   164,487,891   377,389,929   403,360,800   464,892,716   1,333,242,273   8,170,337,542   
Salaries and wages................................. 1,968,876,180   10,937,615   5,213,590   19,382,112   36,361,955   69,522,956   116,513,857   92,848,299   98,927,784   207,820,456   1,311,347,555   
Taxes paid............................................... 392,458,475   2,695,707   2,034,139   5,688,754   8,641,548   14,546,169   23,912,089   18,763,889   17,916,074   38,359,556   259,900,550   
Interest paid............................................. 1,203,045,923   4,947,715   1,698,230   3,486,000   7,659,276   6,464,068   12,241,981   11,902,286   15,846,420   54,540,349   1,084,259,599   
Depreciation............................................ 649,988,724   3,763,369   2,821,601   5,374,174   7,018,765   10,853,042   18,307,972   15,175,483   16,363,442   41,297,611   529,013,264   
Net income (less deficit)( ¹ )..................... 648,758,089   -15,097,850   -946,419   6,110,042   5,214,678   11,034,908   12,408,237   12,621,740   15,549,982   59,181,921   542,680,851   
Net income.............................................. 1,155,497,718 28,574,988 9,333,558 18,836,306 18,976,139 27,328,387 39,599,276 33,587,594 38,092,569 114,991,883 826,177,019
Deficit....................................................... 506,739,630   43,672,838   10,279,977   12,726,264   13,761,461   16,293,480   27,191,040   20,965,856   22,542,586   55,809,962   283,496,168   
          C Corporations (2)


Number of businesses....................... 2,149,104 477,423 300,465 340,776 279,879 260,923 253,822 108,022 57,992 52,640 17,161
Total receipts..................................... 16,511,445,274 31,246,155 21,138,778 61,060,755 105,672,345 191,922,913 408,903,899 388,441,383 415,663,220 1,099,814,334 13,787,581,492
Business receipts............................... 13,813,168,479 2,414,666 17,357,351 56,247,962 99,594,626 183,697,650 394,141,225 367,473,891 382,559,183 958,255,611 11,351,426,314
Total business deductions................. 16,065,395,745 51,511,983 25,211,836 65,720,846 109,888,682 197,359,217 418,305,708 391,768,298 416,232,725 1,072,411,693 13,316,984,757
Costs of goods sold........................... 8,722,914,095 1,292,341 3,817,796 14,884,554 33,021,754 70,425,847 184,491,593 207,667,832 227,827,051 629,382,466 7,350,102,862
Salaries and wages........................... 1,576,363,400 8,503,556 2,682,308 8,651,822 15,991,526 30,802,892 61,529,306 48,181,418 53,273,084 115,378,756 1,231,368,733
Taxes paid......................................... 315,490,007 1,959,517 1,065,093 2,613,043 4,012,741 7,031,135 13,152,493 10,633,888 9,640,249 21,175,044 244,206,804
Interest paid....................................... 1,153,625,573 3,686,169 962,677 1,788,174 2,227,109 3,240,018 7,056,850 7,373,097 10,943,818 42,881,468 1,073,466,195
Depreciation...................................... 582,949,925 2,393,952 1,362,498 2,649,728 3,334,638 5,497,908 10,080,018 8,787,945 9,202,533 25,749,766 513,890,939
Net income (less deficit).................... 461,071,172   -20,142,319   -4,100,916   -4,689,731   -4,255,188   -5,489,860   -9,743,971   -4,334,505   -2,809,559 16,151,549 500,485,672
Net income........................................ 906,633,872 7,232,399 2,185,230 3,520,436 4,163,942 5,668,182 10,826,052 11,892,197 15,939,651 65,194,122 780,011,662
Deficit................................................. 445,562,701 27,374,718 6,286,146 8,210,166 8,419,130 11,158,043 20,570,024 16,226,703 18,749,209 49,042,573 279,525,990


           S Corporations
Number of businesses....................... 2,986,486 770,761 479,900 536,276 392,744 340,545 253,362 99,298 56,081 48,819 8,702
Total receipts..................................... 3,761,512,350 9,357,294 30,483,003 91,347,620 146,454,430 246,154,254 394,600,480 350,596,307 395,892,365 1,009,201,192 1,087,425,404
Business receipts............................... 3,691,120,151 3,313,001 28,972,577 88,535,580 141,164,970 242,151,344 389,259,425 345,711,653 390,273,385 992,460,339 1,069,277,878
Total business deductions................. 3,617,587,204 17,833,486 28,734,468 82,944,122 137,350,394 231,477,959 374,941,971 335,383,106 380,696,130 974,207,762 1,054,017,805
Costs of goods sold........................... 2,318,618,934 841,824 5,897,302 21,623,745 46,442,562 94,062,045 192,898,336 195,692,968 237,065,665 703,859,807 820,234,680
Salaries and wages........................... 392,512,780 2,434,060 2,531,282 10,730,291 20,370,429 38,720,064 54,984,552 44,666,881 45,654,700 92,441,700 79,978,822
Taxes paid......................................... 76,968,469 736,190 969,046 3,075,711 4,628,807 7,515,034 10,759,596 8,130,001 8,275,825 17,184,512 15,693,746
Interest paid....................................... 49,420,350 1,261,547 735,553 1,697,826 5,432,167 3,224,050 5,185,131 4,529,189 4,902,602 11,658,881 10,793,404
Depreciation...................................... 67,038,798 1,369,417 1,459,103 2,724,446 3,684,128 5,355,134 8,227,954 6,387,537 7,160,909 15,547,845 15,122,326
Total net income (less deficit)........... 187,686,917 5,044,469 3,154,497 10,799,773 9,469,866 16,524,768 22,152,208 16,956,245 18,359,541 43,030,372 42,195,179
Net income........................................ 248,863,846 21,342,589 7,148,328 15,315,870 14,812,197 21,660,205 28,773,224 21,695,397 22,152,918 49,797,761 46,165,357
Deficit................................................. 61,176,929 16,298,120 3,993,831 4,516,098 5,342,331 5,135,437 6,621,016 4,739,153 3,793,377 6,767,389 3,970,178


  Partnerships
Number of businesses............................. 2,132,117 1,129,884 374,726 233,896 139,446 102,800 79,883 31,848 18,140 16,487 5,008
Total receipts ( ³ )..................................... 2,462,461,787 28,815,937 10,648,113 25,747,293 37,301,575 62,400,182 112,183,539 100,130,199 114,951,657 320,565,219 1,649,718,073
Business receipts..................................... 2,278,200,526 1,599,705 9,566,195 23,805,805 35,807,255 58,273,519 105,736,722 94,788,144 107,382,972 296,933,926 1,544,306,283
Total business deductions....................... 2,348,244,173 52,810,087 13,509,164 26,447,813 36,660,536 59,208,339 106,335,531 93,654,952 108,247,118 303,999,426 1,547,371,206
Costs of goods sold................................. 1,338,114,656 3,740,224 2,607,519 7,446,858 12,475,154 21,292,438 42,084,213 44,492,498 52,953,906 161,626,452 989,395,395
Salaries and wages................................. 230,874,139 5,011,512 1,004,782 2,994,508 4,825,441 9,561,577 17,220,066 14,518,171 15,170,777 36,699,909 123,867,396
Taxes paid............................................... 34,626,540 599,935 264,984 629,768 862,046 1,435,189 2,594,931 1,975,419 2,077,813 4,945,384 19,241,071
Interest paid............................................. 97,278,387 2,959,271 583,777 932,689 1,293,904 2,045,903 3,583,656 2,865,083 3,321,768 10,875,521 68,816,815
Depreciation............................................ 72,199,421 4,449,111 913,472 1,152,786 1,504,063 1,946,712 3,998,698 2,954,239 3,333,797 10,664,982 41,281,560
Net income (less deficit).......................... 276,334,824   -34,468,487 3,925,840 9,981,423 10,685,674 14,010,936 19,437,946 18,480,371 19,729,201 49,036,703 165,515,219
Net income.............................................. 446,069,172 25,099,386 12,176,465 17,595,165 18,198,510 20,957,296 29,371,661 24,929,440 27,279,776 68,494,229 201,967,243
Deficit....................................................... 169,734,347 59,567,873 8,250,625 7,613,742 7,512,836 6,946,360 9,933,716 6,449,069 7,550,575 19,457,527 36,452,025
  Nonfarm Sole Proprietorships
Number of businesses............................. 18,338,190 12,345,292 3,943,258 1,319,258 439,670 197,818 73,400 14,044 3,723 1,544 184
Total receipts........................................... 1,016,834,678 85,610,697 200,678,086 201,330,686 151,191,536 133,190,205 106,748,714 47,150,585 24,016,801 28,478,269 38,439,100
Business receipts..................................... 1,016,834,678 85,610,697 200,678,086 201,330,686 151,191,536 133,190,205 106,748,714 47,150,585 24,016,801 28,478,269 38,439,100
Total business deductions....................... 799,633,110 68,287,283 130,858,648 144,323,227 118,647,817 110,158,924 95,566,177 44,124,308 22,673,652 27,235,951 37,757,124
Costs of goods sold................................. 363,355,614 8,254,016 30,960,500 49,914,750 52,825,227 57,242,250 61,891,161 32,066,369 16,812,964 21,753,922 31,634,456
Salaries and wages................................. 91,848,309 1,079,675 7,656,706 18,282,317 20,629,472 20,780,285 13,888,619 4,784,287 2,207,308 1,846,440 693,200
Taxes paid............................................... 14,214,082 837,676 1,904,980 3,176,627 2,986,563 2,536,742 1,677,506 570,478 258,935 187,461 77,115
Interest paid............................................. 12,509,547 1,371,846 2,368,042 2,841,259 2,038,225 1,646,999 1,074,663 455,491 269,490 392,543 50,987
Depreciation............................................ 34,110,071 5,870,855 8,932,086 8,003,836 4,620,683 3,392,492 1,952,414 689,606 314,939 279,286 53,874
Net income (less deficit).......................... 217,385,116 17,411,966 69,760,576 57,061,874 32,545,040 23,083,032 11,204,827 3,028,567 1,378,785 1,227,966 682,482
Net income.............................................. 250,178,322 37,314,917 74,766,451 59,604,848 34,083,147 24,351,032 12,122,051 3,548,076 1,695,851 1,709,419 982,528
Deficit....................................................... 32,793,206 19,902,951 5,005,874 2,542,974 1,538,107 1,268,000 917,224 519,510 317,066 481,453 300,047
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.
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Petska, Parisi, LuttreLL,  Davitian, anD scoffic


Table 2E.--Number of Businesses, Business Receipts, Net Income, Deficit, and Other Selected Items,
by Form of Business, Industry, and Business Receipt Size, Tax Year 2002
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Under $25,000 $100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000
Total $25,000 under under under under under under under under or


$100,000 $250,000 $500,000 $1,000,000 $2,500,000 $5,000,000 $10,000,000 $50,000,000 more


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
  All Businesses
Number of businesses............................. 26,434,293 15,202,645 5,318,640 2,484,778 1,294,887 918,926 668,699 256,345 137,587 120,986 30,803
Total receipts........................................... 23,361,178,481 158,287,542 273,216,155 384,486,871 451,453,173 643,349,197 1,035,489,736 895,421,534 952,525,155 2,486,021,062 16,080,928,056
Business receipts..................................... 20,741,003,999 94,623,867 266,112,890 375,700,789 442,258,534 628,537,583 1,011,167,258 865,492,105 908,346,592 2,311,588,821 13,837,175,560
Total business deductions....................... 22,463,630,938 189,439,969 208,087,137 324,116,768 411,662,071 608,173,280 1,005,173,751 873,716,273 926,726,567 2,394,360,316 15,522,174,806
Costs of goods sold................................. 12,389,402,643 11,137,601 43,445,479 95,473,645 146,955,332 244,083,483 485,274,766 471,758,737 538,458,939 1,514,356,816 8,838,457,844
Salaries and wages................................. 2,322,634,367 15,183,200 14,222,424 40,570,935 63,612,940 102,579,295 149,773,658 118,758,217 116,327,416 255,606,688 1,445,999,594
Taxes paid............................................... 447,889,738 4,176,027 4,660,884 9,435,166 12,954,735 19,035,887 28,592,443 22,233,837 20,739,552 44,355,212 281,705,995
Interest paid............................................. 992,318,790 8,266,714 4,559,313 6,551,377 6,862,157 8,957,269 14,281,321 12,851,625 16,684,192 51,823,571 861,481,252
Depreciation............................................ 831,111,969 14,167,232 14,332,408 16,109,773 14,246,100 18,581,791 26,880,034 20,741,549 22,135,501 55,554,641 628,362,940
Net income (less deficit).......................... 1,088,304,478   -35,207,003 71,225,703 73,497,961 51,123,474 48,206,107 44,135,280 32,541,039 38,735,299 117,160,769 646,885,849
Net income.............................................. 1,781,234,412 89,088,110 98,555,316 95,831,974 74,766,223 72,468,090 78,540,264 58,353,005 67,387,065 185,433,067 960,811,300
Deficit....................................................... 692,929,934 124,295,113 27,329,613 22,334,013 23,642,748 24,261,983 34,404,983 25,811,966 28,651,765 68,272,298 313,925,451
  Corporations
Number of businesses............................. 5,266,607   1,282,449   828,658   893,875   688,785   610,715   510,424   209,942   114,539   101,777   25,443   
Total receipts........................................... 19,749,426,052   38,458,278   53,727,669   153,639,962   253,596,745   442,377,560   808,490,681   743,724,722   805,258,852   2,108,934,069   14,341,217,514   
Business receipts..................................... 17,297,125,146   5,730,889   48,777,161   146,591,152   246,224,279   431,617,409   789,209,655   718,536,156   767,997,903   1,958,909,658   12,183,530,885   
Total business deductions....................... 19,198,882,117   66,039,533   56,592,652   149,698,092   250,581,925   432,390,571   795,994,369   731,819,176   786,788,633   2,038,781,145   13,890,196,023   
Costs of goods sold................................. 10,607,404,004   1,866,005   10,168,249   38,006,411   80,144,537   163,208,766   378,171,863   396,440,900   462,415,265   1,318,982,261   7,757,999,748   
Salaries and wages................................. 1,988,294,948   8,693,151   5,094,139   18,427,070   36,679,649   70,784,527   116,934,179   97,510,821   98,428,756   213,033,121   1,322,709,535   
Taxes paid............................................... 396,571,738   2,556,149   2,240,508   5,591,856   8,866,155   14,823,779   23,978,465   19,500,665   18,193,816   38,864,217   261,956,129   
Interest paid............................................. 912,751,562   4,417,226   1,645,291   3,009,756   3,993,239   5,850,328   9,987,556   9,754,194   13,059,364   42,625,382   818,409,225
Depreciation............................................ 710,881,312   3,470,361   3,589,714   6,151,023   7,653,132   12,144,892   20,047,986   16,569,681   17,684,046   44,082,666   579,487,809   
Net income (less deficit)( ¹ )..................... 596,524,023   -16,618,912   -1,956,564   4,819,272   3,749,595   11,469,724   13,713,879   12,678,754   17,945,354   65,391,437   485,331,483   
Net income.............................................. 1,084,179,817 24,970,657 8,758,595 16,866,762 19,031,190 27,054,800 37,818,772 31,910,085 37,999,291 115,118,704 764,650,961
Deficit....................................................... 487,655,794   41,589,569   10,715,159   12,047,490   15,281,595   15,585,076   24,104,893   19,231,331   20,053,936   49,727,266   279,319,478   
          C Corporations ( 2 )


Number of businesses....................... 2,112,230 472,469 304,702 336,437 276,819 250,744 240,579 105,620 57,831 50,702 16,326
Total receipts..................................... 15,838,499,350 28,504,846 20,731,910 59,710,978 104,169,660 184,240,237 388,704,542 376,515,006 410,275,152 1,062,957,229 13,202,689,791
Business receipts............................... 13,455,844,040 2,257,712 17,418,221 54,866,994 98,925,788 176,587,421 375,382,257 356,654,979 378,923,647 930,333,430 11,064,493,590
Total business deductions................. 15,439,803,663 47,818,120 24,943,962 63,845,753 110,153,988 189,373,466 395,508,821 378,798,010 408,300,820 1,030,741,791 12,790,318,932
Costs of goods sold........................... 8,220,579,884 803,602 3,896,827 14,480,167 33,921,090 66,012,464 174,303,365 195,474,791 224,588,717 594,582,839 6,912,516,022
Salaries and wages........................... 1,569,301,518 5,933,543 2,429,179 8,162,958 15,284,537 28,793,483 57,740,829 49,186,789 51,594,471 117,410,926 1,232,764,802
Taxes paid......................................... 315,744,047 1,758,778 1,086,518 2,565,602 4,081,924 6,743,821 12,507,701 10,563,613 9,789,494 21,302,098 245,344,498
Interest paid....................................... 873,968,319 3,391,045 871,385 1,495,425 1,882,783 2,820,419 5,435,940 5,922,761 8,689,533 33,453,167 810,005,862
Depreciation...................................... 632,581,809 2,067,413 1,465,393 2,727,110 3,479,247 5,629,286 10,264,171 8,834,280 9,725,392 26,535,600 561,853,917
Net income (less deficit).................... 413,045,090   -19,148,033   -4,218,962   -4,172,025   -5,995,410   -5,195,853   -7,110,483   -3,334,615   -246,489 21,853,336 440,613,623
Net income........................................ 837,646,190 7,054,427 1,886,041 3,193,915 3,823,261 5,067,070 9,695,354 10,729,547 15,707,804 64,559,522 715,929,248
Deficit................................................. 424,601,100 26,202,460 6,105,003 7,365,940 9,818,671 10,262,923 16,805,837 14,064,162 15,954,293 42,706,185 275,315,625


           S Corporations
Number of businesses....................... 3,154,377 809,980 523,956 557,438 411,966 359,971 269,845 104,321 56,708 51,075 9,117
Total receipts..................................... 3,910,926,701 9,953,432 32,995,759 93,928,985 149,427,085 258,137,323 419,786,138 367,209,716 394,983,700 1,045,976,840 1,138,527,723
Business receipts............................... 3,841,281,106 3,473,177 31,358,940 91,724,158 147,298,491 255,029,988 413,827,398 361,881,176 389,074,256 1,028,576,228 1,119,037,294
Total business deductions................. 3,759,078,454 18,221,412 31,648,689 85,852,338 140,427,937 243,017,105 400,485,548 353,021,166 378,487,813 1,008,039,354 1,099,877,091
Costs of goods sold........................... 2,386,824,120 1,062,403 6,271,423 23,526,244 46,223,446 97,196,302 203,868,497 200,966,108 237,826,549 724,399,421 845,483,726
Salaries and wages........................... 418,993,431 2,759,608 2,664,960 10,264,112 21,395,112 41,991,045 59,193,350 48,324,031 46,834,285 95,622,195 89,944,733
Taxes paid......................................... 80,827,691 797,371 1,153,991 3,026,254 4,784,231 8,079,958 11,470,764 8,937,052 8,404,321 17,562,118 16,611,631
Interest paid....................................... 38,783,242 1,026,182 773,906 1,514,331 2,110,456 3,029,909 4,551,617 3,831,433 4,369,831 9,172,215 8,403,363
Depreciation...................................... 78,299,503 1,402,949 2,124,321 3,423,912 4,173,886 6,515,606 9,783,815 7,735,401 7,958,655 17,547,066 17,633,892
Total net income (less deficit)........... 183,478,933 2,529,121 2,262,398 8,991,297 9,745,005 16,665,577 20,824,362 16,013,369 18,191,843 43,538,101 44,717,860
Net income........................................ 246,533,627 17,916,230 6,872,554 13,672,847 15,207,929 21,987,730 28,123,418 21,180,538 22,291,487 50,559,182 48,721,713
Deficit................................................. 63,054,694 15,387,109 4,610,156 4,681,550 5,462,924 5,322,153 7,299,056 5,167,169 4,099,643 7,021,081 4,003,853


  Partnerships
Number of businesses............................. 2,242,169 1,203,722 380,403 248,533 145,261 104,958 83,998 33,201 19,198 17,709 5,187
Total receipts ( ³ )..................................... 2,582,060,669 32,608,125 11,849,604 26,249,643 40,107,371 62,897,320 119,181,641 106,969,882 121,553,349 349,431,600 1,711,212,135
Business receipts..................................... 2,414,187,093 1,671,840 9,696,847 24,512,371 38,285,197 58,845,858 114,140,189 102,229,020 114,635,734 325,023,769 1,625,146,268
Total business deductions....................... 2,455,848,170 52,328,995 15,327,948 26,632,418 39,142,651 60,916,260 113,086,856 100,022,075 115,461,191 328,925,224 1,604,004,552
Costs of goods sold................................. 1,430,213,629 1,044,041 3,038,499 7,297,974 14,069,028 21,850,701 46,860,712 45,415,503 57,893,441 174,520,652 1,058,223,077
Salaries and wages................................. 237,882,426 5,511,544 1,204,394 2,882,053 5,336,723 9,524,195 18,391,405 16,538,950 15,568,867 40,555,992 122,368,302
Taxes paid............................................... 36,416,569 804,394 290,282 596,450 1,028,306 1,498,228 2,833,426 2,203,244 2,237,581 5,277,974 19,646,683
Interest paid............................................. 68,127,690 2,634,518 534,193 921,697 967,774 1,696,230 3,251,528 2,729,310 3,371,115 9,007,515 43,013,810
Depreciation............................................ 82,897,056 4,281,378 1,053,369 1,511,670 1,646,264 2,471,460 4,487,239 3,447,065 4,091,014 11,140,872 48,766,726
Net income (less deficit).......................... 270,667,169   -34,946,815 1,702,237 11,861,270 11,562,945 13,504,407 18,671,768 16,999,756 19,531,172 50,750,365 161,030,063
Net income.............................................. 439,761,741 25,759,194 12,511,429 19,073,137 18,106,027 20,842,847 27,979,207 23,157,217 27,789,869 68,981,239 195,561,575
Deficit....................................................... 169,094,572 60,706,009 10,809,192 7,211,867 6,543,082 7,338,440 9,307,438 6,157,461 8,258,697 18,230,874 34,531,512
  Nonfarm Sole Proprietorships
Number of businesses............................. 18,925,517 12,716,473 4,109,579 1,342,370 460,841 203,253 74,277 13,202 3,849 1,499 173
Total receipts........................................... 1,029,691,760 87,221,139 207,638,883 204,597,266 157,749,058 138,074,317 107,817,414 44,726,930 25,712,955 27,655,393 28,498,407
Business receipts..................................... 1,029,691,760 87,221,139 207,638,883 204,597,266 157,749,058 138,074,317 107,817,414 44,726,930 25,712,955 27,655,393 28,498,407
Total business deductions....................... 808,900,651 71,071,441 136,166,538 147,786,259 121,937,495 114,866,449 96,092,526 41,875,022 24,476,744 26,653,947 27,974,231
Costs of goods sold................................. 351,785,009 8,227,555 30,238,731 50,169,260 52,741,768 59,024,016 60,242,191 29,902,334 18,150,232 20,853,904 22,235,019
Salaries and wages................................. 96,456,993 978,505 7,923,891 19,261,812 21,596,568 22,270,573 14,448,073 4,708,446 2,329,792 2,017,575 921,757
Taxes paid............................................... 14,901,431 815,484 2,130,093 3,246,859 3,060,274 2,713,880 1,780,552 529,928 308,156 213,021 103,183
Interest paid............................................. 11,439,538 1,214,970 2,379,829 2,619,924 1,901,144 1,410,711 1,042,236 368,121 253,713 190,674 58,217
Depreciation............................................ 37,333,601 6,415,493 9,689,325 8,447,080 4,946,704 3,965,439 2,344,809 724,803 360,441 331,103 108,404
Net income (less deficit).......................... 221,113,286 16,358,724 71,480,030 56,817,419 35,810,934 23,231,976 11,749,632 2,862,529 1,258,773 1,018,966 524,303
Net income.............................................. 257,292,855 38,358,259 77,285,293 59,892,075 37,629,006 24,570,442 12,742,285 3,285,703 1,597,905 1,333,125 598,763
Deficit....................................................... 36,179,568 21,999,535 5,805,262 3,074,656 1,818,071 1,338,467 992,653 423,175 339,131 314,158 74,460
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For consistency purposes of this publication, what SOI normally publishes as Partnership "Total income" is labeled as "Total receipts."
NOTE:  Detail may not add to total because of rounding.


All industries


Form of business, item
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3A.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1998
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses
Number of businesses............................ 24,113,045   539,643   179,941   17,662   2,920,802   706,002   3,813,207   969,101   335,332   1,026,302   
Business receipts................................... 17,285,188,902   131,665,240   147,677,818   499,833,981   1,109,402,772   4,865,936,073   5,041,650,550   543,877,331   771,910,696   1,435,257,053   
Net income (less deficit)......................... 1,284,131,818   3,143,718   6,394,789   33,386,649   65,318,955   268,147,759   117,285,087   24,421,428   31,289,380   367,427,885   
Net income............................................. 1,668,091,253   12,483,647   19,331,265   42,448,390   80,156,917   331,010,906   158,707,639   33,697,693   89,056,619   411,027,844   
Deficit..................................................... 383,959,435   9,339,929   12,936,476   9,061,740   14,837,964   62,863,149   41,422,552   9,276,265   57,767,239   43,599,957   


  Corporations
Number of businesses............................ 4,848,888   135,107   31,467   8,067   551,935   309,912   956,803   159,646   100,977   218,193   
Business receipts................................... 15,010,264,802   100,398,430   116,905,970   450,830,225   859,139,558   4,591,071,027   4,516,670,915   469,626,605   667,610,273   1,285,017,559   
Net income (less deficit)( ¹ ).................... 895,152,471   1,266,193   2,339,453   31,920,963   31,506,413   254,033,430   95,614,094   16,357,260   35,353,093   291,193,439   
Net income............................................. 1,144,026,384   6,021,329   10,017,694   38,343,308   40,340,592   307,995,283   127,371,881   22,464,817   70,780,532   322,289,879   


Deficit..................................................... 248,873,913   4,755,137   7,678,241   6,422,344   8,834,179   53,961,854   31,757,788   6,107,556   35,427,439   31,096,439   
          C Corporations (2)


      Number of businesses...................... 2,260,801   65,689   15,988   5,943   246,404   163,295   472,031   78,341   44,895   115,309   
      Business receipts............................. 12,006,145,868   56,012,640   102,328,023   448,214,333   467,247,448   4,107,930,264   3,241,722,259   384,935,892   620,177,682   1,226,629,994   
      Net income (less deficit)................... 713,364,168   231,736   -76,819   31,407,088   10,249,297   218,465,519   57,410,132   12,794,920   29,887,900   279,336,463   
      Net income....................................... 920,053,474   2,787,619   7,018,179   37,725,338   15,321,252   267,572,313   82,152,207   17,336,221   62,927,184   307,951,720   
      Deficit............................................... 206,689,306   2,555,883   7,094,998   6,318,249   5,071,954   49,106,794   24,742,076   4,541,300   33,039,284   28,615,256   


           S Corporations
      Number of businesses...................... 2,588,088   69,418   15,479   2,124   305,531   146,617   484,772   81,305   56,082   102,884   
      Business receipts............................. 3,004,118,934   44,385,790   14,577,947   2,615,892   391,892,110   483,140,763   1,274,948,656   84,690,713   47,432,591   58,387,565   
      Total net income (less deficit)........... 181,788,303   1,034,457   2,416,272   513,875   21,257,116   35,567,911   38,203,962   3,562,340   5,465,193   11,856,976   
      Net income....................................... 223,972,910   3,233,710   2,999,515   617,970   25,019,340   40,422,970   45,219,674   5,128,596   7,853,348   14,338,159   
      Deficit............................................... 42,184,607   2,199,254   583,243   104,095   3,762,225   4,855,060   7,015,712   1,566,256   2,388,155   2,481,183   


  Partnerships
Number of businesses............................ 1,855,348   115,614   29,098   2,448   125,823   34,836   130,288   19,193   21,900   209,150   
Business receipts................................... 1,356,655,904   15,572,293   25,711,768   48,837,758   106,320,658   247,438,628   304,069,914   31,009,687   98,387,504   88,996,302   
Net income (less deficit)......................... 186,704,627   500,178   4,201,775   1,398,864   7,808,640   10,237,101   5,722,617   1,505,717   -5,773,299   63,268,132   
Net income............................................. 297,875,299   4,148,941   8,556,138   4,034,991   11,973,217   18,574,043   9,967,695   3,488,257   16,204,642   74,310,012   
Deficit..................................................... 111,170,672   3,648,762   4,354,363   2,636,127   4,164,578   8,336,943   4,245,077   1,982,540   21,977,941   11,041,880   
          General (3)


      Number of businesses...................... 1,015,678   90,796   11,181   340   69,173   18,619   88,078   9,791   12,961   113,083   
      Business receipts............................. 399,306,152   5,592,102   8,271,842   10,833,116   38,642,807   73,335,482   72,443,611   6,442,068   32,426,530   23,391,638   
      Net income (less deficit)................... 82,766,449   1,460,571   575,260   784,292   3,217,570   4,455,912   2,580,004   1,082,522   2,303,426   18,626,318   
      Net income....................................... 107,709,809   3,133,629   3,495,446   1,166,756   4,492,334   6,421,416   3,491,361   1,330,410   6,264,782   21,121,278   
      Deficit............................................... 24,943,359   1,673,058   2,920,186   382,464   1,274,764   1,965,504   911,357   247,888   3,961,356   2,494,961   
          Limited (4)


      Number of businesses...................... 369,013   12,368   11,966   731   17,226   3,488   6,101   1,445   2,460   63,643
      Business receipts............................. 534,248,684   4,684,558   10,448,278   21,525,717   28,525,870   85,139,650   134,538,787   10,149,777   50,911,219   40,964,184   
      Net income (less deficit)................... 79,328,818   -471,446   3,178,831   522,013   1,796,126   3,668,785   1,618,212   1,052,098   -3,686,482   35,132,990   
      Net income....................................... 131,493,455   574,188   3,825,546   2,449,036   3,550,642   6,826,390   2,936,466   1,603,172   8,634,336   39,657,223   
      Deficit............................................... 52,164,637   1,045,634   646,715   1,927,023   1,754,516   3,157,605   1,318,254   551,074   12,320,818   4,524,233   


           LLC
      Number of businesses...................... 470,657   12,450   5,951   1,376   39,424   12,729   36,109   7,957   6,479   32,425
      Business receipts............................. 423,101,069   5,295,633   6,991,649   16,478,925   39,151,981   88,963,496   97,087,516   14,417,841   15,049,755   24,640,479   
      Net income (less deficit)................... 24,609,360   -488,947   447,685   92,559   2,794,944   2,112,403   1,524,401   -628,903   -4,390,243   9,508,825   
      Net income....................................... 58,672,036   441,124   1,235,146   419,198   3,930,241   5,326,237   3,539,868   554,675   1,305,525   13,531,511   
      Deficit............................................... 34,062,676   930,070   787,461   326,639   1,135,297   3,213,834   2,015,466   1,183,578   5,695,767   4,022,686   


  Nonfarm Sole Proprietorships
Number of businesses............................ 17,408,809   288,922   119,376   7,147   2,243,044   361,254   2,726,116   790,262   212,455   598,959   
Business receipts................................... 918,268,196   15,694,517   5,060,080   165,998   143,942,556   27,426,418   220,909,721   43,241,039   5,912,919   61,243,192   
Net income (less deficit)......................... 202,274,720   1,377,347   -146,439   66,822   26,003,902   3,877,228   15,948,376   6,558,451   1,709,586   12,966,314   
Net income............................................. 226,189,570   2,313,377   757,433   70,091   27,843,108   4,441,580   21,368,063   7,744,619   2,071,445   14,427,953   
Deficit..................................................... 23,914,850   936,030   903,872   3,269   1,839,207   564,352   5,419,687   1,186,169   361,859   1,461,638   
Footnotes at end of table.
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Table 3A.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1998--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,205,935   3,173,498   42,918   1,479,954   334,469   1,851,412   1,110,054   606,023   2,221,313   212,939   366,536   
Business receipts................................... 260,368,200   796,236,596   92,627,484   320,982,170   27,931,863   497,570,878   102,238,841   407,944,777   220,892,768   2,607,373   8,576,438   
Net income (less deficit)......................... 77,861,007   108,112,007   63,284,091   21,606,621   2,248,139   48,479,669   7,790,652   14,100,566   20,493,675   1,420,425   1,919,314   
Net income............................................. 120,638,642   132,646,277   71,848,728   28,656,644   3,096,368   61,528,291   16,520,105   25,832,332   25,137,968   1,495,125   2,769,852   
Deficit..................................................... 42,777,637   24,534,269   8,564,637   7,050,023   848,228   13,048,622   8,729,453   11,731,767   4,644,292   74,700   850,538   


  Corporations
Number of businesses............................ 521,917   623,784   30,931   200,449   36,959   307,258   92,966   245,334   300,313   N/A   16,870   
Business receipts................................... 175,701,248   540,924,209   90,497,966   263,655,627   23,196,929   357,156,938   60,387,702   295,686,536   143,395,451   N/A   2,391,635   
Net income (less deficit)( ¹ ).................... 20,032,614   23,825,752   57,992,086   11,319,256   952,453   4,703,934   2,665,760   8,708,478   5,570,156   N/A   -202,357   
Net income............................................. 31,165,308   42,062,770   62,833,377   16,412,398   1,447,682   14,339,113   5,929,494   15,734,084   8,127,748   N/A   349,095   


Deficit..................................................... 11,132,696   18,237,017   4,841,291   5,093,142   495,228   9,635,179   3,263,735   7,025,607   2,557,591   N/A   551,452   
          C Corporations (2)


      Number of businesses...................... 221,716   252,632   19,460   77,983   16,432   172,414   38,084   98,243   149,877   N/A   6,066   
      Business receipts............................. 120,932,399   361,250,574   87,283,096   170,634,628   12,899,509   278,203,449   35,087,417   197,416,935   86,169,085   N/A   1,070,241   
      Net income (less deficit)................... 4,871,421   3,531,659   55,306,953   3,180,597   285,851   -1,284,344   805,624   5,083,593   1,836,226   N/A   40,352   
      Net income....................................... 12,419,771   17,851,123   59,607,765   7,040,055   662,607   6,713,766   2,380,855   9,194,448   3,335,123   N/A   55,928   
      Deficit............................................... 7,548,352   14,319,463   4,300,812   3,859,458   376,756   7,998,110   1,575,232   4,110,856   1,498,897   N/A   15,576   


           S Corporations
      Number of businesses...................... 300,201   371,152   11,471   122,466   20,527   134,844   54,882   147,091   150,437   N/A   10,804   
      Business receipts............................. 54,768,849   179,673,635   3,214,870   93,020,999   10,297,420   78,953,489   25,300,285   98,269,601   57,226,366   N/A   1,321,394   
      Total net income (less deficit)........... 15,161,193   20,294,093   2,685,133   8,138,659   666,602   5,988,278   1,860,136   3,624,885   3,733,930   N/A   -242,709   
      Net income....................................... 18,745,537   24,211,647   3,225,612   9,372,343   785,075   7,625,347   3,548,639   6,539,636   4,792,625   N/A   293,167   
      Deficit............................................... 3,584,344   3,917,554   540,479   1,233,684   118,472   1,637,069   1,688,503   2,914,751   1,058,694   N/A   535,876   


  Partnerships
Number of businesses............................ 812,404   118,340   11,987   28,268   4,697   37,767   30,319   57,912   63,763   N/A   1,541   
Business receipts................................... 41,348,441   147,764,823   2,129,518   22,840,826   1,073,235   59,773,854   22,156,807   78,969,307   14,128,213   N/A   126,369   
Net income (less deficit)......................... 40,187,832   38,732,610   5,292,005   1,213,360   -14,143   7,913,211   26,492   3,374,509   1,070,062   N/A   38,964   
Net income............................................. 70,435,470   42,440,066   9,015,351   2,111,820   116,846   10,456,934   3,412,404   6,946,094   1,637,607   N/A   44,771   
Deficit..................................................... 30,247,638   3,707,456   3,723,346   898,460   130,989   2,543,723   3,385,911   3,571,585   567,545   N/A   5,807   
          General (3)


      Number of businesses...................... 399,000   64,124   3,077   15,597   2,734   20,159   16,801   30,899   48,119   N/A   1,146   
      Business receipts............................. 8,109,819   62,707,752   461,622   4,048,364   252,245   17,966,586   6,222,789   21,371,210   6,763,109   N/A   23,458   
      Net income (less deficit)................... 18,616,998   20,162,890   598,743   522,565   26,699   4,681,131   753,217   1,406,109   881,286   N/A   30,936   
      Net income....................................... 23,920,224   20,814,456   2,017,696   594,321   32,590   5,000,999   1,531,706   1,833,514   1,010,766   N/A   36,125   
      Deficit............................................... 5,303,226   651,566   1,418,953   71,755   5,892   319,868   778,489   427,404   129,480   N/A   5,189   
          Limited (4)


      Number of businesses...................... 212,838   12,630   3,944   1,214   98   4,995   2,889   8,588   2,015   N/A   375
      Business receipts............................. 17,700,146   51,478,821   195,939   7,956,966   289,017   22,588,714   10,056,807   35,117,416   1,976,313   N/A   505   
      Net income (less deficit)................... 14,931,331   14,074,114   3,069,115   581,525   -10,432   1,973,743   -54,373   1,849,712   97,494   N/A   5,463   
      Net income....................................... 33,253,393   15,271,996   3,999,473   828,100   39,928   2,920,711   1,356,212   3,565,697   195,430   N/A   5,514   
      Deficit............................................... 18,322,062   1,197,882   930,358   246,576   50,361   946,968   1,410,585   1,715,985   97,935   N/A   51   


           LLC
      Number of businesses...................... 200,566   41,587   4,966   11,457   1,864   12,613   10,629   18,425   13,629   N/A   20   
      Business receipts............................. 15,538,476   33,578,249   1,471,957   10,835,496   531,973   19,218,553   5,877,211   22,480,681   5,388,790   N/A   102,407   
      Net income (less deficit)................... 6,639,502   4,495,606   1,624,147   109,270   -30,410   1,258,336   -672,352   118,688   91,000   N/A   2,565   
      Net income....................................... 13,261,852   6,353,614   2,998,182   689,399   44,328   2,535,224   524,486   1,546,883   431,411   N/A   3,132   
      Deficit............................................... 6,622,350   1,858,008   1,374,035   580,129   74,737   1,276,887   1,196,837   1,428,195   340,129   N/A   567   


  Nonfarm Sole Proprietorships
Number of businesses............................ 871,614   2,431,374   N/A   1,251,237   292,813   1,506,387   986,769   302,777   1,857,237   212,939   348,125   
Business receipts................................... 43,318,511   107,547,564   N/A   34,485,717   3,661,699   80,640,086   19,694,332   33,288,934   63,369,104   2,607,373   6,058,434   
Net income (less deficit)......................... 17,640,561   45,553,645   N/A   9,074,005   1,309,829   35,862,524   5,098,400   2,017,579   13,853,457   1,420,425   2,082,707   
Net income............................................. 19,037,864   48,143,441   N/A   10,132,426   1,531,840   36,732,244   7,178,207   3,152,154   15,372,613   1,495,125   2,375,986   
Deficit..................................................... 1,397,303   2,589,796   N/A   1,058,421   222,011   869,720   2,079,807   1,134,575   1,519,156   74,700   293,279   
N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 1998 General Partnerships include partnerships listed on the tax return as General, Other and blank.
4 For Tax Year 1998 Limited Partnerships include Limited Partnerships and Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3B.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1999
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Information Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses


Number of businesses............................ 24,448,466   563,589   176,043   18,733   2,991,812   694,345   3,759,529   972,915   364,517   1,016,375   


Business receipts.................................... 18,899,080,668   134,816,195   142,755,807   541,101,464   1,253,264,625   5,138,844,358   5,390,347,492   569,394,999   884,229,947   1,928,698,837   


Net income (less deficit).......................... 1,421,748,414   4,963,514   6,843,334   40,915,599   73,542,134   272,261,935   121,558,071   20,354,248   38,286,294   463,708,734   


Net income.............................................. 1,864,354,420   13,937,084   20,261,718   46,130,529   88,518,927   344,567,830   173,366,185   32,202,024   119,994,339   506,510,894   


Deficit...................................................... 442,605,999   8,973,569   13,418,384   5,214,930   14,976,794   72,305,896   51,808,114   11,847,777   81,708,045   42,802,160   


  Corporations


Number of businesses............................ 4,935,904   141,678   30,849   7,044   580,302   297,714   948,371   160,195   107,628   217,780   


Business receipts.................................... 16,313,971,385   104,645,084   109,685,715   478,836,511   973,521,174   4,801,823,220   4,789,438,632   485,223,550   760,824,421   1,740,167,487   


Net income (less deficit)( ¹ ).................... 985,363,332   2,375,446   731,214   39,073,530   35,851,126   255,594,801   98,451,496   11,131,614   43,394,087   365,650,230   
Net income.............................................. 1,282,481,471   6,614,998   9,280,430   42,368,292   45,139,310   318,701,505   139,309,819   19,385,091   97,518,412   397,080,911   


Deficit...................................................... 297,118,133   4,239,551   8,549,216   3,294,762   9,288,185   63,106,705   40,858,323   8,253,478   54,124,325   31,430,681   
          C Corporations (2)


      Number of businesses...................... 2,210,129   70,306   14,772   5,584   246,775   151,824   454,773   72,675   49,160   114,026   


      Business receipts.............................. 13,071,173,955   57,328,751   96,063,482   475,658,599   516,969,690   4,303,643,709   3,431,344,964   397,193,258   709,929,597   1,682,078,285   


      Net income (less deficit).................... 791,606,921   1,010,347   -1,306,291   38,831,103   10,875,231   218,512,766   58,979,787   8,366,054   36,717,057   356,062,254   


      Net income........................................ 1,041,919,838   2,961,219   6,668,489   42,072,320   16,688,111   276,562,059   92,082,454   14,566,133   88,049,936   384,558,606   


      Deficit................................................ 250,312,911   1,950,871   7,974,780   3,241,217   5,812,880   58,049,293   33,102,667   6,200,079   51,332,879   28,496,352   


           S Corporations


      Number of businesses...................... 2,725,775   71,372   16,077   1,460   333,527   145,890   493,598   87,520   58,468   103,754   


      Business receipts.............................. 3,242,797,429   47,316,333   13,622,233   3,177,912   456,551,484   498,179,511   1,358,093,668   88,030,292   50,894,824   58,089,202   


      Total net income (less deficit)........... 193,756,411   1,365,099   2,037,505   242,427   24,975,895   37,082,035   39,471,709  2,765,560   6,677,030   9,587,976   


      Net income........................................ 240,561,633   3,653,779   2,611,941   295,972   28,451,199   42,139,446   47,227,365  4,818,958   9,468,476   12,522,305   


      Deficit................................................ 46,805,222   2,288,680   574,436   53,545   3,475,305   5,057,412   7,755,656  2,053,399   2,791,446   2,934,329   


  Partnerships


Number of businesses............................ 1,936,919   115,006   28,095   2,612   127,581   37,072   141,851   22,344   20,343   219,233   


Business receipts.................................... 1,615,762,245   13,518,418   28,635,592   62,156,799   125,518,084   309,693,927   372,693,889   38,182,156   116,417,632   102,140,730   


Net income (less deficit).......................... 228,438,105   1,343,662   6,252,201   1,819,162   9,360,698   13,058,214   6,441,214   2,046,745   -6,930,530   83,643,256   


Net income.............................................. 348,467,958   4,938,301   10,237,584   3,728,757   13,191,380   21,586,149   11,910,451   4,545,507   20,130,834   93,379,163   


Deficit...................................................... 120,029,853   3,594,639   3,985,383   1,909,595   3,830,682   8,527,935   5,469,238   2,498,762   27,061,363   9,735,907   
          General (3)


      Number of businesses...................... 950,608   85,161   10,815   562   64,934   18,022   85,523   10,210   10,461   106,696


      Business receipts.............................. 382,760,263   4,195,470   8,533,483   5,623,536   38,250,028   58,245,905   87,510,848   6,316,124   31,613,268   25,144,449   
      Net income (less deficit).................... 85,767,233   1,871,577   1,192,332   782,459   3,405,775   3,922,729   2,458,581   1,208,171   2,483,966   23,882,686   


      Net income........................................ 108,487,666   3,113,116   3,783,675   1,145,811   4,498,980   5,575,818   3,577,461   1,532,958   6,304,209   25,489,562   


      Deficit................................................ 22,720,433   1,241,539   2,591,343   363,351   1,093,205   1,653,089   1,118,880   324,788   3,820,243   1,606,876   
          Limited (4)


      Number of businesses...................... 396,908   12,532   9,907   1,113   13,998   2,987   8,444   1,947   2,036   68,007


      Business receipts.............................. 644,246,861   3,824,836   12,663,341   35,833,837   32,406,961   115,079,403   148,171,203   10,840,622   62,306,828   47,683,031   


      Net income (less deficit).................... 107,937,194   -361,913   4,342,538   1,171,164   2,538,434   6,212,157   2,246,290   1,368,209   -2,212,176   42,286,392   


      Net income........................................ 157,244,765   609,892   4,872,244   2,119,068   3,728,794   8,545,529   3,355,429   2,137,725   11,344,940   46,538,059   


      Deficit................................................ 49,307,571   971,805   529,706   947,904   1,190,360   2,333,372   1,109,139   769,516   13,557,116   4,251,666   


           LLC


      Number of businesses...................... 589,403   17,312   7,372   936   48,650   16,062   47,885   10,188   7,846   44,530


      Business receipts.............................. 588,755,121   5,498,111   7,438,768   20,699,426   54,861,096   136,368,619   137,011,837   21,025,410   22,497,536   29,313,251   


      Net income (less deficit).................... 34,733,678   -166,002   717,331   -134,461   3,416,489   2,923,328   1,736,342   -529,635   -7,202,319   17,474,178   


      Net income........................................ 82,735,527   1,215,293   1,581,665   463,879   4,963,606   7,464,802   4,977,561   874,824   2,481,685   21,351,542   


      Deficit................................................ 48,001,849   1,381,295   864,334   598,339   1,547,118   4,541,474   3,241,219   1,404,459   9,684,004   3,877,364   


  Nonfarm Sole Proprietorships


Number of businesses............................ 17,575,643   306,905   117,099   9,077   2,283,929   359,559   2,669,307   790,376   236,546   579,362   


Business receipts.................................... 969,347,038   16,652,693   4,434,500   108,154   154,225,367   27,327,211   228,214,971   45,989,293   6,987,894   86,390,620   


Net income (less deficit).......................... 207,946,977   1,244,406   -140,081   22,907   28,330,310   3,608,920   16,665,361   7,175,889   1,822,737   14,415,248   


Net income.............................................. 233,404,991   2,383,785   743,704   33,480   30,188,237   4,280,176   22,145,915   8,271,426   2,345,093   16,050,820   


Deficit...................................................... 25,458,013   1,139,379   883,785   10,573   1,857,927   671,256   5,480,553   1,095,537   522,357   1,635,572   
Footnotes at end of table.
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Table 3B.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 1999--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,230,947   3,223,670   55,907   1,693,387   367,654   1,863,824   1,167,836   630,425   2,154,135   210,843   291,981   
Business receipts.................................... 280,466,415   855,476,153   95,722,386   352,129,454   26,048,213   519,887,619   115,655,479   436,626,093   222,514,017   2,209,867   8,891,250   
Net income (less deficit).......................... 82,461,634   103,489,041   73,997,346   20,955,739   2,383,814   49,983,138   8,222,183   15,954,203   19,343,018   1,208,280   1,316,153   
Net income.............................................. 129,509,061   136,420,383   85,042,620   27,631,217   3,396,647   64,051,082   17,723,489   27,562,816   24,280,677   1,320,620   1,926,279   
Deficit...................................................... 47,047,426   32,931,342   11,045,273   6,675,477   1,012,832   14,067,944   9,501,305   11,608,614   4,937,658   112,340   610,124   


  Corporations
Number of businesses............................ 521,447   657,153   43,246   205,011   35,196   303,499   93,922   252,113   305,725   N/A   27,031   
Business receipts.................................... 185,450,183   576,276,292   91,583,476   283,700,509   20,532,679   371,442,071   70,756,712   318,528,271   146,498,454   N/A   5,036,944   
Net income (less deficit)( ¹ ).................... 14,525,074   17,633,962   67,069,382   8,865,906   666,803   5,883,711   2,450,222   11,065,417   4,828,525   N/A   120,785   
Net income.............................................. 26,723,002   43,324,463   74,005,614   13,705,989   1,384,796   15,926,481   6,389,531   17,528,785   7,629,604   N/A   464,438   


Deficit...................................................... 12,197,926   25,690,502   6,936,231   4,840,083   717,992   10,042,770   3,939,308   6,463,368   2,801,078   N/A   343,651   
          C Corporations (2)


      Number of businesses...................... 214,262   259,460   23,526   71,327   14,353   165,886   35,576   94,577   140,920   N/A   10,348   
      Business receipts.............................. 126,943,155   370,936,482   87,892,147   186,717,710   11,615,065   286,220,509   38,832,310   208,611,516   82,132,863   N/A   1,061,862   
      Net income (less deficit).................... 2,810,303   -4,515,568   56,275,439   2,781,004   21,357   -1,716,764   -356,592   7,226,673   1,234,499   N/A   -201,738   
      Net income........................................ 11,028,235   17,205,755   60,573,733   6,205,359   628,573   6,715,148   1,774,765   10,656,829   2,878,130   N/A   43,984   
      Deficit................................................ 8,217,931   21,721,323   4,298,294   3,424,355   607,215   8,431,912   2,131,357   3,430,156   1,643,630   N/A   245,720   


           S Corporations
      Number of businesses...................... 307,185   397,693   19,720   133,684   20,843   137,613   58,346   157,536   164,805   N/A   16,683   
      Business receipts.............................. 58,507,028   205,339,810   3,691,329   96,982,799   8,917,614   85,221,562   31,924,402   109,916,755   64,365,591   N/A   3,975,082   
      Total net income (less deficit)........... 11,714,771   22,149,530   10,793,943   6,084,902   645,446   7,600,475   2,806,814   3,838,744   3,594,026   N/A   322,523   
      Net income........................................ 15,694,767   26,118,708   13,431,881   7,500,630   756,223   9,211,333   4,614,766   6,871,956   4,751,474   N/A   420,454   
      Deficit................................................ 3,979,995   3,969,179   2,637,937   1,415,728   110,777   1,610,858   1,807,951   3,033,212   1,157,448   N/A   97,931   


  Partnerships
Number of businesses............................ 858,066   122,773   12,661   32,508   6,015   39,890   33,705   63,162   51,822   N/A   2,182   
Business receipts.................................... 52,143,490   172,277,572   4,138,910   31,147,073   1,359,899   65,685,097   25,444,429   81,804,555   12,298,764   N/A   505,229   
Net income (less deficit).......................... 49,665,658   40,628,476   6,927,964   1,512,770   123,489   8,486,828   421,718   2,733,972   883,768   N/A   18,840   
Net income.............................................. 83,003,855   44,880,009   11,037,006   2,387,425   204,424   11,255,870   3,925,572   6,602,193   1,416,643   N/A   106,835   
Deficit...................................................... 33,338,198   4,251,533   4,109,042   874,654   80,935   2,769,042   3,503,854   3,868,222   532,875   N/A   87,995   
          General (3)


      Number of businesses...................... 377,717   54,360   2,709   17,423   3,448   17,602   16,184   30,563   37,457   N/A   762   
      Business receipts.............................. 9,209,131   52,980,673   294,875   5,339,017   234,885   16,510,480   6,072,807   21,365,619   5,245,444   N/A   74,221   
      Net income (less deficit).................... 19,373,161   15,887,529   1,386,583   510,427   17,022   4,442,354   866,692   1,438,950   655,267   N/A   -19,029   
      Net income........................................ 24,778,501   16,525,330   2,557,509   636,020   44,426   4,655,789   1,586,373   1,926,047   747,882   N/A   8,199   
      Deficit................................................ 5,405,340   637,801   1,170,926   125,592   27,404   213,435   719,681   487,097   92,615   N/A   27,228   
          Limited (4)


      Number of businesses...................... 229,572   16,945   4,745   2,701   180   6,245   4,132   9,016   2,101   N/A   300
      Business receipts.............................. 20,470,814   73,994,646   2,110,770   7,017,025   258,098   25,320,021   11,610,864   32,484,727   2,140,787   N/A   29,047   
      Net income (less deficit).................... 22,566,267   19,626,628   3,396,412   546,176   31,606   2,188,901   296,921   1,527,297   166,385   N/A   -493   
      Net income........................................ 40,399,430   20,424,639   4,426,640   740,350   39,237   3,138,158   1,529,429   3,066,015   228,512   N/A   676   
      Deficit................................................ 17,833,163   798,011   1,030,229   194,174   7,631   949,257   1,232,508   1,538,718   62,127   N/A   1,169   


           LLC
      Number of businesses...................... 250,777   51,468   5,207   12,384   2,387   16,042   13,389   23,583   12,264   N/A   1,120   
      Business receipts.............................. 22,463,545   45,302,253   1,733,265   18,791,031   866,917   23,854,596   7,760,757   27,954,209   4,912,533   N/A   401,961   
      Net income (less deficit).................... 7,726,230   5,114,319   2,144,969   456,167   74,861   1,855,573   -741,895   -232,276   62,116   N/A   38,361   
      Net income........................................ 17,825,925   7,930,041   4,052,857   1,011,055   120,761   3,461,923   809,770   1,610,131   440,249   N/A   97,960   
      Deficit................................................ 10,099,695   2,815,721   1,907,888   554,888   45,900   1,606,349   1,551,665   1,842,407   378,133   N/A   59,599   


  Nonfarm Sole Proprietorships
Number of businesses............................ 851,434   2,443,744   N/A   1,455,868   326,443   1,520,435   1,040,209   315,150   1,796,588   210,843   262,768   
Business receipts.................................... 42,872,742   106,922,289   N/A   37,281,872   4,155,635   82,760,451   19,454,338   36,293,267   63,716,799   2,209,867   3,349,077   
Net income (less deficit).......................... 18,270,902   45,226,603   N/A   10,577,063   1,593,522   35,612,599   5,350,243   2,154,814   13,630,725   1,208,280   1,176,528   
Net income.............................................. 19,782,204   48,215,911   N/A   11,537,803   1,807,427   36,868,731   7,408,386   3,431,838   15,234,430   1,320,620   1,355,006   
Deficit...................................................... 1,511,302   2,989,307   N/A   960,740   213,905   1,256,132   2,058,143   1,277,024   1,603,705   112,340   178,478   
N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 1999 General Partnerships include partnerships listed on the tax return as General, Other and blank.
4 For Tax Year 1999 Limited Partnerships include Limited Partnerships and Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3C.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry, 
Tax Year 2000
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses


Number of businesses............................ 25,007,505   532,328   165,304   24,441   2,958,179   678,953   3,797,576   1,076,305   427,654   1,043,242   


Business receipts.................................... 18,659,570,396   122,612,734   146,867,803   708,180,639   1,194,678,304   5,287,885,546   5,490,535,822   558,173,928   824,439,100   1,628,868,725   


Net income (less deficit).......................... 1,201,936,567   4,305,215   12,129,647   29,318,476   62,456,542   283,928,550   107,547,979   16,466,208   12,061,210   401,601,964   


Net income.............................................. 1,636,649,354   10,079,049   18,010,790   35,430,405   76,315,388   367,392,144   167,064,668   28,876,412   98,830,177   446,018,129   


Deficit...................................................... 434,712,784   5,773,836   5,881,144   6,111,928   13,858,846   83,463,593   59,516,688   12,410,204   86,768,967   44,416,166   


  Corporations


Number of businesses............................ 5,045,274   140,851   32,578   7,968   597,902   288,506   959,575   160,437   118,073   221,394   


Business receipts.................................... 17,636,551,349   106,085,760   140,917,053   707,815,083   1,034,087,166   5,259,173,394   5,267,581,835   505,713,781   817,186,647   1,525,629,096   


Net income (less deficit)( ¹ ).................... 986,952,278   2,771,799   11,568,288   29,268,805   35,757,665   279,610,134   92,637,276   8,959,964   10,171,572   387,653,903   
Net income.............................................. 1,391,008,755   7,549,336   16,664,668   35,355,913   46,969,598   362,321,332   145,734,841   19,984,584   96,384,845   429,289,049   


Deficit...................................................... 404,056,474   4,777,538   5,096,381   6,087,107   11,211,933   82,711,197   53,097,565   11,024,620   86,213,273   41,635,148   
          C Corporations (2)


      Number of businesses...................... 2,184,795   68,555   14,892   5,413   232,294   141,687   453,838   71,417   55,995   104,563   


      Business receipts.............................. 14,078,901,184   57,708,101   122,891,531   703,863,380   522,979,306   4,737,156,398   3,767,376,961   414,456,985   764,211,744   1,452,461,321   


      Net income (less deficit).................... 788,416,390   1,099,041   7,610,738   29,085,238   9,873,890   246,352,850   54,099,727   6,716,444   4,031,594   373,773,331   


      Net income........................................ 1,136,792,550   3,070,493   12,155,823   35,048,390   16,460,765   323,064,519   96,649,397   14,990,511   86,311,839   411,646,454   


      Deficit................................................ 348,376,157   1,971,453   4,545,086   5,963,151   6,586,875   76,711,668   42,549,670   8,274,067   82,280,245   37,873,124   


           S Corporations


      Number of businesses...................... 2,860,478   72,296   17,686   2,555   365,608   146,819   505,737   89,020   62,078   116,831   


      Business receipts.............................. 3,557,650,166   48,377,659   18,025,522   3,951,703   511,107,860   522,016,996   1,500,204,874   91,256,796   52,974,903   73,167,775   


      Total net income (less deficit)........... 198,535,888   1,672,758   3,957,550   183,567   25,883,775   33,257,284   38,537,549   2,243,520   6,139,978   13,880,572   


      Net income........................................ 254,216,205   4,478,843   4,508,845   307,523   30,508,833   39,256,813   49,085,444   4,994,073   10,073,006   17,642,595   


      Deficit................................................ 55,680,317   2,806,085   551,295   123,956   4,625,058   5,999,529   10,547,895   2,750,553   3,933,028   3,762,024   


  Partnerships


Number of businesses............................ 2,057,500   113,931   26,084   2,453   115,509   37,950   148,305   26,941   26,945   251,657   


Business receipts.................................... 2,061,764   16,320   57,347   107,719   140,387   411,568   493,306   43,745   139,237   131,752   


Net income (less deficit).......................... 268,991   214   15,898   3,608   10,320   17,284   7,045   2,676   -3,497   99,656


Net income.............................................. 409,973   4,668   20,474   5,896   14,034   26,947   14,372   5,491   20,517   115,087   


Deficit...................................................... 140,982   4,454   4,576   2,288   3,714   9,663   7,327   2,815   24,014   15,431   
          General (3)


      Number of businesses...................... 936,564   80,041   10,442   261   54,608   17,908   85,311   13,753   13,772   115,364


      Business receipts.............................. 425,752   5,258   13,740   8,015   37,885   67,696   99,816   6,574   39,208   26,317   
      Net income (less deficit).................... 101,787   1,252   5,067   1,253   3,595   4,621   2,435   1,177   2,915   32,836


      Net income........................................ 127,059   2,810   7,770   1,558   4,471   6,088   3,392   1,816   6,312   36,385   


      Deficit................................................ 25,272   1,558   2,704   305   876   1,467   957   639   3,397   3,548
          Limited (4)


      Number of businesses...................... 402,232   12,469   7,482   682   10,352   1,933   8,242   1,487   1,503   78,455


      Business receipts.............................. 830,430   3,705   19,978   54,237   36,292   155,576   212,811   12,241   63,814   73,544   


      Net income (less deficit).................... 119,512   -401   7,867   1,553   2,877   8,189   3,959   2,397   580   40,192


      Net income........................................ 170,929   654   8,530   2,725   4,089   10,673   5,238   2,872   10,558   46,406   


      Deficit................................................ 51,417   1,055   663   1,172   1,212   2,484   596   475   9,977   6,214   


           LLC


      Number of businesses...................... 718,704   21,421   8,160   1,510   50,548   18,109   54,752   11,702   11,669   57,838   


      Business receipts.............................. 805,582   7,357   23,629   45,467   66,210   188,295   180,679   24,930   36,215   31,891   


      Net income (less deficit).................... 47,692   -636   2,964   802   3,848   4,475   651   -898   -6,992   26,628  


      Net income........................................ 111,984   1,204   4,174   1,613   5,474   10,187   5,741   802   3,647   32,297   


      Deficit................................................ 64,292   1,840   1,210   811   1,626   5,712   5,090   1,701   10,639   5,669   


  Nonfarm Sole Proprietorships


Number of businesses............................ 17,904,731   277,546   106,642   14,020   2,244,768   352,497   2,689,696   888,927   282,636   570,191   


Business receipts.................................... 1,020,957,283   16,510,654   5,893,403   257,837   160,450,751   28,300,584   222,460,681   52,416,402   7,113,216   103,107,877   


Net income (less deficit).......................... 214,715,298   1,533,202   545,461   46,063   26,688,557   4,301,132   14,903,658   7,503,568   1,893,135   13,848,405   


Net income.............................................. 245,230,626   2,525,045   1,325,648   68,596   29,331,756   5,043,865   21,315,455   8,886,337   2,424,815   16,613,993   


Deficit...................................................... 30,515,328   991,844   780,187   22,533   2,643,199   742,733   6,411,796   1,382,769   531,680   2,765,587   
Footnotes at end of table.
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Table 3C.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 2000--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,373,298   3,270,162   64,278   1,798,842   394,803   1,945,785   1,208,571   642,061   2,103,502   226,867   275,355   
Business receipts.................................... 315,146,764   931,622,176   133,216,727   394,519,709   28,858,868   563,805,144   123,169,925   473,426,560   244,741,572   2,933,690   5,748,721   
Net income (less deficit).......................... 87,077,469   87,155,800   92,033,462   19,334,538   2,637,723   54,806,309   6,304,888   15,221,225   20,845,350   1,498,270   1,277,086   
Net income.............................................. 142,901,801   147,126,920   102,671,023   29,520,694   4,010,504   68,237,725   17,552,136   28,772,909   26,614,063   1,679,507   1,849,846   
Deficit...................................................... 55,824,333   59,971,120   11,037,559   10,186,155   1,372,780   13,431,416   11,247,248   13,551,683   5,768,714   181,237   572,759   


  Corporations
Number of businesses............................ 532,426   689,412   47,542   211,993   36,756   306,352   97,866   257,525   316,138   N/A   21,980   
Business receipts.................................... 204,519,672   623,368,137   127,242,280   313,932,798   22,021,416   403,580,914   64,157,666   346,989,626   164,175,721   N/A   2,373,305   
Net income (less deficit)( ¹ ).................... 14,935,833   -3,906,788   84,733,578   5,987,563   816,534   8,171,921   1,232,220   11,155,487   5,828,456   N/A   -1,933   
Net income.............................................. 29,322,559   45,913,867   90,006,013   13,622,169   1,811,683   17,428,292   5,630,381   17,775,976   9,022,211   N/A   221,437   


Deficit...................................................... 14,386,726   49,820,656   5,672,434   7,634,605   995,148   9,256,371   4,398,161   6,620,488   3,193,756   N/A   223,369   
          C Corporations (2)


      Number of businesses...................... 212,680   263,494   26,357   72,978   15,125   163,465   35,395   93,618   141,282   N/A   11,747   
      Business receipts.............................. 138,723,611   400,696,546   122,928,517   204,978,744   13,743,225   304,962,586   34,866,246   227,687,772   85,900,693   N/A   1,307,517   
      Net income (less deficit).................... 1,450,889   -26,918,719   75,886,309   -487,166   96,848   -1,287,652   -405,031   6,497,107   1,021,006   N/A   -80,054   
      Net income........................................ 10,906,984   17,834,015   80,199,791   5,527,204   964,208   6,549,491   1,901,142   10,435,175   2,987,290   N/A   89,059   
      Deficit................................................ 9,456,094   44,752,734   4,313,482   6,014,369   867,359   7,837,142   2,306,173   3,938,068   1,966,285   N/A   169,112   


           S Corporations
      Number of businesses...................... 319,746   425,918   21,185   139,015   21,631   142,887   62,471   163,907   174,856   N/A   10,233   
      Business receipts.............................. 65,796,061   222,671,591   4,313,763   108,954,054   8,278,191   98,618,328   29,291,420   119,301,854   78,275,028   N/A   1,065,788   
      Total net income (less deficit)........... 13,484,944   23,011,931   8,847,269   6,474,729   719,686   9,459,573   1,637,251   4,658,380   4,807,450   N/A   78,121   
      Net income........................................ 18,415,575   28,079,852   9,806,222   8,094,965   847,475   10,878,801   3,729,239   7,340,801   6,034,921   N/A   132,378   
      Deficit................................................ 4,930,632   5,067,922   1,358,952   1,620,236   127,789   1,419,229   2,091,988   2,682,420   1,227,471   N/A   54,257   


  Partnerships
Number of businesses............................ 905,796   135,905   16,736   37,696   5,752   44,038   35,091   62,076   61,643   N/A   2,991   
Business receipts.................................... 61,899,580   193,998,910   5,974,447   40,370,566   2,033,451   73,247,847   38,443,515   89,091,640   15,045,733   N/A   276,756   
Net income (less deficit).......................... 51,598,841   42,945,726   7,299,884   1,771,173   75,145   9,758,764   -302,694   1,820,136   824,433   N/A   -4,276   
Net income.............................................. 91,406,835   49,516,987   12,665,010   2,978,182   241,673   12,575,743   4,028,424   7,499,357   1,556,234   N/A   18,979   
Deficit...................................................... 39,807,995   6,571,261   5,365,125   1,207,009   166,528   2,816,979   4,331,118   5,679,221   731,801   N/A   23,255   
          General (3)


      Number of businesses...................... 366,696   56,581   2,500   18,099   3,308   16,237   16,958   25,712   37,859   N/A   1,154   
      Business receipts.............................. 9,456,095   53,075,905   225,176   5,748,549   261,393   16,786,348   13,161,141   16,727,609   5,744,432   N/A   54,501   
      Net income (less deficit).................... 19,264,923   17,847,674   1,415,642   446,421   -11,057   4,648,902   1,140,120   1,252,200   632,191   N/A   20   
      Net income........................................ 24,838,280   18,442,731   3,472,805   548,912   35,265   4,820,173   1,789,919   1,752,693   753,859   N/A   2,402   
      Deficit................................................ 5,573,357   595,057   2,057,163   102,492   46,322   171,271   649,799   500,493   121,667   N/A   2,382   
          Limited (4)


      Number of businesses...................... 227,085   18,488   6,165   3,110   71   8,073   3,667   8,499   3,339   N/A   1,130
      Business receipts.............................. 21,684,835   83,972,072   1,707,402   11,778,902   315,263   28,416,653   12,912,004   35,097,027   2,346,855   N/A   --   
      Net income (less deficit).................... 23,225,545   21,002,777   3,325,341   363,944   101,644   2,698,524   -102,030   1,594,389   81,363   N/A   7,744   
      Net income........................................ 43,154,732   22,260,640   4,382,362   589,135   101,644   3,628,344   1,408,839   3,481,317   169,662   N/A   8,046   
      Deficit................................................ 19,929,187   1,257,863   1,057,022   225,191   --   929,821   1,510,869   1,886,928   88,298   N/A   302   


           LLC
      Number of businesses...................... 312,016   60,836   8,071   16,487   2,373   19,728   14,466   27,866   20,445   N/A   707   
      Business receipts.............................. 30,758,650   56,950,933   4,041,868   22,843,115   1,456,796   28,044,845   12,370,370   37,267,004   6,954,445   N/A   222,255   
      Net income (less deficit).................... 9,108,373   4,095,275   2,558,902   960,809   -15,442   2,411,338   -1,340,784   -1,026,453   110,878   N/A   -12,040   
      Net income........................................ 23,413,824   8,813,617   4,809,842   1,840,135   104,764   4,127,225   829,666   2,265,348   632,713   N/A   8,532   
      Deficit................................................ 14,305,450   4,718,341   2,250,940   879,327   120,206   1,715,888   2,170,450   3,291,801   521,835   N/A   20,572   


  Nonfarm Sole Proprietorships
Number of businesses............................ 935,076   2,444,845   N/A   1,549,153   352,295   1,595,395   1,075,614   322,460   1,725,721   226,867   250,384   
Business receipts.................................... 48,727,512   114,255,129   N/A   40,216,345   4,804,001   86,976,383   20,568,744   37,345,294   65,520,118   2,933,690   3,098,660   
Net income (less deficit).......................... 20,542,795   48,116,862   N/A   11,575,802   1,746,044   36,875,624   5,375,362   2,245,602   14,192,461   1,498,270   1,283,295   
Net income.............................................. 22,172,407   51,696,066   N/A   12,920,343   1,957,148   38,233,690   7,893,331   3,497,576   16,035,618   1,679,507   1,609,430   
Deficit...................................................... 1,629,612   3,579,203   N/A   1,344,541   211,104   1,358,066   2,517,969   1,251,974   1,843,157   181,237   326,135   


N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 2000 General Partnerships include partnerships listed on the tax return as General, Foreign, Other and blank.
4 For Tax Year 2000 Limited Partnerships include Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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an anaLysis of Business organizationaL structure anD activity from tax Data


Table 3D.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 2001
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
    All Businesses


Number of businesses............................ 25,605,898   528,224   173,580   19,566   3,124,732   662,521   3,674,362   1,129,498   426,500   1,059,181   


Business receipts.................................... 20,799,323,834   137,726,166   218,469,712   1,143,709,184   1,405,785,332   5,348,916,414   5,897,663,230   593,002,438   982,177,427   1,684,991,171   


Net income (less deficit).......................... 1,142,478,028   3,674,270   24,844,876   21,425,917   74,462,287   160,456,099   103,595,361   3,563,871   -44,851,759   386,021,771   


Net income.............................................. 1,851,745,213   14,046,103   39,158,379   36,088,138   95,238,192   313,684,796   171,974,002   29,819,784   83,596,193   468,340,204   


Deficit...................................................... 709,267,183   10,371,833   14,313,506   14,662,222   20,775,905   153,228,696   68,378,639   26,255,912   128,447,950   82,318,433   


  Corporations


Number of businesses............................ 5,135,591   140,806   31,776   7,802   624,478   278,995   963,403   164,492   115,435   220,895   


Business receipts.................................... 17,504,288,630   102,909,416   151,151,906   1,004,358,112   1,084,579,920   4,862,174,424   5,183,197,415   493,765,699   815,772,817   1,430,898,834   


Net income (less deficit)( ¹ ).................... 648,758,088   1,672,678   10,279,423   16,965,071   35,393,578   134,837,427   84,526,491   -6,441,292   -35,586,988   272,519,760   
Net income.............................................. 1,155,497,719   6,429,255   17,023,541   28,877,598   48,628,971   274,142,214   136,822,456   14,678,456   61,329,395   332,135,408   


Deficit...................................................... 506,739,630   4,756,577   6,744,121   11,912,527   13,235,392   139,304,786   52,295,963   21,119,748   96,916,381   59,615,647   
          C Corporations (2)


      Number of businesses...................... 2,149,105   66,284   13,908   5,941   238,116   139,508   440,523   73,304   52,769   99,141   


      Business receipts.............................. 13,813,168,479   56,153,283   130,106,865   999,589,343   535,734,095   4,359,364,517   3,647,616,000   399,221,076   765,512,006   1,363,009,858   


      Net income (less deficit).................... 461,071,171   1,221,679   5,628,672   16,585,894   9,018,523   110,021,373   43,425,834   -8,021,537   -36,958,491   260,174,240   


      Net income........................................ 906,633,873   3,080,882   11,766,438   28,371,482   16,948,122   241,206,592   85,924,640   10,290,662   54,766,601   316,581,583   


      Deficit................................................ 445,562,701   1,859,203   6,137,768   11,785,588   7,929,598   131,185,218   42,498,806   18,312,199   91,725,091   56,407,343   


           S Corporations


      Number of businesses...................... 2,986,486   74,522   17,868   1,861   386,362   139,487   522,880   91,188   62,666   121,754   


      Business receipts.............................. 3,691,120,151   46,756,133   21,045,041   4,768,769   548,845,825   502,809,907   1,535,581,415   94,544,623   50,260,811   67,888,976   


      Total net income (less deficit)........... 187,686,917   450,999   4,650,751   379,177   26,375,055   24,816,054   41,100,657   1,580,245   1,371,503   12,345,520   


      Net income........................................ 248,863,846   3,348,373   5,257,103   506,116   31,680,849   32,935,622   50,897,816   4,387,794   6,562,794   15,553,825   


      Deficit................................................ 61,176,929   2,897,374   606,353   126,939   5,305,794   8,119,568   9,797,157   2,807,549   5,191,290   3,208,304   


  Partnerships


Number of businesses............................ 2,132,117   117,343   27,269   2,757   127,374   36,514   146,402   25,483   26,091   261,682   


Business receipts.................................... 2,278,200,526   18,573,227   60,502,000   139,090,586   156,967,238   462,062,912   490,913,434   46,548,552   158,779,118   171,469,593   


Net income (less deficit).......................... 276,334,824   678,466   13,958,241   4,390,151   10,538,118   22,184,926   5,478,305   1,914,673   -10,946,478   99,627,703   


Net income.............................................. 446,069,172   5,276,110   20,573,102   7,123,443   15,132,697   35,451,133   14,795,537   5,487,560   19,994,802   119,943,530   


Deficit...................................................... 169,734,347   4,597,644   6,614,861   2,733,293   4,594,579   13,266,207   9,317,232   3,572,887   30,941,280   20,315,827   
          General (3)


      Number of businesses...................... 885,457   77,990   10,603   540   55,127   15,935   77,574   10,506   11,563   104,824


      Business receipts.............................. 464,251,886   4,268,379   13,138,627   9,480,774   40,243,629   118,149,292   91,105,525   6,962,623   44,097,606   17,133,339   
      Net income (less deficit).................... 101,830,079   1,761,759   2,912,285   1,276,453   3,618,801   8,855,695   2,287,250   1,223,053   2,102,636   30,644,767   


      Net income........................................ 128,591,551   3,197,829   6,431,979   1,748,849   4,592,540   10,282,879   3,358,011   1,873,241   6,528,094   34,437,101   


      Deficit................................................ 26,761,472   1,436,070   3,519,694   472,396   973,739   1,427,184   1,070,760   650,189   4,425,457   3,792,334   
          Limited (4)


      Number of businesses...................... 437,968   17,394   7,810   931   11,129   2,903   9,291   2,938   2,167   87,192


      Business receipts.............................. 876,234,279   3,827,239   18,267,977   72,523,323   39,803,876   145,959,928   187,696,593   14,272,618   66,649,516   113,439,079   


      Net income (less deficit).................... 127,448,902   -547,612   7,943,390   2,457,025   3,218,412   7,091,113   3,395,725   1,938,867   -5,262,980   44,697,072   


      Net income........................................ 187,146,566   674,613   9,236,149   3,930,377   4,374,005   11,892,494   4,867,844   2,590,253   8,199,391   49,805,651   


      Deficit................................................ 59,697,664   1,222,225   1,292,759   1,473,352   1,155,593   4,801,380   1,472,119   651,386   13,462,370   5,108,579   


           LLC


      Number of businesses...................... 808,692   21,959   8,856   1,287   61,117   17,677   59,537   12,038   12,361   69,665   


      Business receipts.............................. 937,714,361   10,477,609   29,095,395   57,086,489   76,919,733   197,953,692   212,111,316   25,313,311   48,031,996   40,897,175   


      Net income (less deficit).................... 47,055,843   -535,682   3,102,566   656,672   3,700,905   6,238,117   -204,671   -1,247,247   -7,786,135   24,285,864   


      Net income........................................ 130,331,055   1,403,668   4,904,974   1,444,217   6,166,151   13,275,760   6,569,682   1,024,066   5,267,317   35,700,778   


      Deficit................................................ 83,275,212   1,939,350   1,802,408   787,545   2,465,247   7,037,643   6,774,353   2,271,313   13,053,452   11,414,914   


  Nonfarm Sole Proprietorships


Number of businesses............................ 18,338,190   270,075   114,535   9,007   2,372,880   347,012   2,564,557   939,523   284,974   576,604   


Business receipts.................................... 1,016,834,678   16,243,523   6,815,806   260,486   164,238,174   24,679,078   223,552,381   52,688,187   7,625,492   82,622,744   


Net income (less deficit).......................... 217,385,116   1,323,126   607,212   70,695   28,530,591   3,433,746   13,590,565   8,090,490   1,681,707   13,874,308   


Net income.............................................. 250,178,322   2,340,738   1,561,736   87,097   31,476,524   4,091,449   20,356,009   9,653,768   2,271,996   16,261,266   


Deficit...................................................... 32,793,206   1,017,612   954,524   16,402   2,945,934   657,703   6,765,444   1,563,277   590,289   2,386,959   
Footnotes at end of table.
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Table 3D.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry,
Tax Year 2001--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses
Number of businesses............................ 2,456,254   3,445,157   63,211   1,829,793   422,180   2,051,024   1,174,566   691,094   2,237,355   231,591   205,507   
Business receipts.................................... 325,077,096   965,106,321   182,587,302   421,976,061   31,760,887   608,972,873   133,977,372   456,267,719   255,091,915   2,837,353   3,227,862   
Net income (less deficit).......................... 93,243,970   97,673,057   91,333,150   22,302,092   2,325,169   63,600,568   4,380,651   11,682,493   20,182,517   1,473,603   1,088,067   
Net income.............................................. 153,082,125   155,617,014   105,838,162   32,032,024   4,023,737   75,985,681   17,359,662   26,257,997   26,597,037   1,718,877   1,287,104   
Deficit...................................................... 59,838,158   57,943,958   14,505,011   9,729,931   1,698,571   12,385,113   12,979,008   14,575,506   6,414,520   245,275   199,039   


  Corporations
Number of businesses............................ 539,965   709,837   47,866   223,999   38,480   327,338   102,631   259,465   325,602   N/A   12,325   
Business receipts.................................... 207,454,856   631,691,343   175,450,783   339,002,912   25,148,309   429,190,484   69,089,923   328,552,525   168,989,458   N/A   909,495   
Net income (less deficit)( ¹ ).................... 13,816,572   -1,095,827   85,179,993   8,299,302   472,261   12,584,750   938,959   9,954,901   4,484,029   N/A   -43,000   
Net income.............................................. 28,291,489   45,485,912   93,187,021   15,431,400   1,676,488   20,580,467   5,656,721   17,006,538   8,088,334   N/A   26,055   


Deficit...................................................... 14,474,918   46,581,740   8,007,027   7,132,097   1,204,229   7,995,717   4,717,760   7,051,638   3,604,305   N/A   69,057   
          C Corporations (2)


      Number of businesses...................... 208,012   260,025   26,419   72,341   14,407   157,124   35,406   92,568   144,389   N/A   8,916   
      Business receipts.............................. 138,430,430   394,400,768   170,384,509   209,587,067   14,424,654   308,545,859   35,905,198   203,384,005   81,561,619   N/A   237,329   
      Net income (less deficit).................... 1,139,392   -26,513,768   79,034,349   1,582,025   -203,819   452,528   -857,275   4,829,631   564,473   N/A   -52,552   
      Net income........................................ 10,248,856   15,170,503   84,389,567   7,018,266   751,968   6,990,796   1,676,821   8,789,384   2,645,990   N/A   14,720   
      Deficit................................................ 9,109,465   41,684,271   5,355,217   5,436,240   955,789   6,538,268   2,534,094   3,959,754   2,081,517   N/A   67,272   


           S Corporations
      Number of businesses...................... 331,953   449,812   21,447   151,658   24,073   170,214   67,225   166,897   181,213   N/A   3,409   
      Business receipts.............................. 69,024,426   237,290,575   5,066,274   129,415,845   10,723,655   120,644,625   33,184,725   125,168,520   87,427,839   N/A   *672,166   
      Total net income (less deficit)........... 12,677,180   25,417,941   6,145,644   6,717,277   676,080   12,132,222   1,796,234   5,125,270   3,919,556   N/A   9,552   
      Net income........................................ 18,042,633   30,315,409   8,797,454   8,413,134   924,520   13,589,671   3,979,900   8,217,154   5,442,344   N/A   *11,335   
      Deficit................................................ 5,365,453   4,897,469   2,651,810   1,695,857   248,440   1,457,449   2,183,666   3,091,884   1,522,788   N/A   *1,785   


  Partnerships
Number of businesses............................ 948,200   143,045   15,345   38,516   5,240   44,689   34,594   70,171   58,454   N/A   2,948   
Business receipts.................................... 68,470,179   214,642,623   7,136,519   43,650,320   1,763,853   86,253,831   43,679,315   90,282,581   17,267,790   N/A   146,854   
Net income (less deficit).......................... 59,019,298   49,938,292   6,153,157   2,687,888   113,020   11,321,467   -1,906,125   258,538   901,189   N/A   23,996   
Net income.............................................. 102,358,616   57,199,172   12,651,141   3,842,198   286,122   14,439,819   3,763,575   5,977,669   1,727,430   N/A   *45,516   
Deficit...................................................... 43,339,319   7,260,881   6,497,984   1,154,310   173,102   3,118,352   5,669,699   5,719,131   826,241   N/A   21,520   
          General (3)


      Number of businesses...................... 349,791   55,333   1,873   14,507   3,093   15,180   15,136   28,867   35,960   N/A   1,057   
      Business receipts.............................. 10,515,703   50,109,862   366,440   5,434,223   118,631   16,563,029   15,558,638   15,588,953   5,389,907   N/A   26,706   
      Net income (less deficit).................... 21,108,782   18,677,683   243,766   452,376   36,807   4,284,728   1,037,447   672,090   651,315   N/A   -17,615   
      Net income........................................ 25,674,465   19,675,697   1,876,643   619,709   47,723   4,443,501   1,712,566   1,295,820   794,902   N/A   --   
      Deficit................................................ 4,565,683   998,014   1,632,878   167,333   10,916   158,774   675,119   623,730   143,587   N/A   17,615   
          Limited (4)


      Number of businesses...................... 242,641   16,313   6,059   3,815   265   7,595   4,380   9,710   4,552   N/A   880
      Business receipts.............................. 22,428,847   97,702,096   1,870,339   10,857,367   437,989   32,767,467   12,506,439   32,746,417   2,456,353   N/A   20,815   
      Net income (less deficit).................... 26,599,055   26,578,068   4,033,049   1,044,300   113,397   3,814,195   -709,654   832,826   169,473   N/A   43,180   
      Net income........................................ 48,261,080   27,599,589   5,607,019   1,316,813   131,470   4,786,165   1,068,293   2,519,938   239,915   N/A   *45,508   
      Deficit................................................ 21,662,025   1,021,521   1,573,970   272,513   18,073   971,970   1,777,947   1,687,113   70,442   N/A   2,327   


           LLC
      Number of businesses...................... 355,768   71,399   7,413   20,195   1,882   21,914   15,078   31,594   17,942   N/A   1,011   
      Business receipts.............................. 35,525,630   66,830,666   4,899,740   27,358,730   1,207,233   36,923,335   15,614,238   41,947,211   9,421,530   N/A   99,333   
      Net income (less deficit).................... 11,311,461   4,682,540   1,876,343   1,191,212   -37,184   3,222,544   -2,233,917   -1,246,377   80,401   N/A   -1,569   
      Net income........................................ 28,423,072   9,923,886   5,167,479   1,905,676   106,929   5,210,152   982,716   2,161,910   692,613   N/A   *8   
      Deficit................................................ 17,111,610   5,241,345   3,291,136   714,464   144,113   1,987,608   3,216,633   3,408,288   612,213   N/A   1,577   


  Nonfarm Sole Proprietorships
Number of businesses............................ 968,089   2,592,275   N/A   1,567,278   378,460   1,678,997   1,037,341   361,458   1,853,299   231,591   190,234   
Business receipts.................................... 49,152,061   118,772,355   N/A   39,322,829   4,848,725   93,528,558   21,208,134   37,432,613   68,834,667   2,837,353   2,171,513   
Net income (less deficit).......................... 20,408,100   48,830,592   N/A   11,314,902   1,739,888   39,694,351   5,347,817   1,469,054   14,797,299   1,473,603   1,107,071   
Net income.............................................. 22,432,020   52,931,930   N/A   12,758,426   2,061,127   40,965,395   7,939,366   3,273,790   16,781,273   1,718,877   1,215,533   
Deficit...................................................... 2,023,921   4,101,337   N/A   1,443,524   321,240   1,271,044   2,591,549   1,804,737   1,983,974   245,275   108,462   
N/A - not applicable.
* Estimate should be used with caution because of the small number of sample returns on which it is based.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
3 For Tax Year 2001 General Partnerships include partnerships listed on the tax return as General, Foreign, Other and blank.
4 For Tax Year 2001 Limited Partnerships include Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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Table 3E.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry, 
Tax Year 2002
[All figures are estimates based on samples--money amounts are in thousands of dollars]


All Agriculture, Wholesale Transportation Finance and
Form of business, item industries forestry, fishing, Mining Utilities Construction Manufacturing and and Information insurance


and hunting retail trade warehousing


(1) (2) (3) (4) (5) (6) (7) (10) (11) (12)
    All Businesses


Number of businesses............................ 26,434,293   562,647   169,687   17,283   3,060,857   628,868   3,753,503   1,153,198   372,249   1,134,714   


Business receipts.................................... 20,741,003,999   141,220,484   203,416,985   684,621,006   1,418,625,997   5,331,158,546   6,031,582,090   617,883,492   973,137,236   1,825,601,822   


Net income (less deficit).......................... 1,088,304,476   -203,658   14,324,289   48,277   69,152,166   148,924,229   112,870,246   2,520,763   -37,650,355   354,829,875   


Net income.............................................. 1,781,234,414   11,936,961   29,153,524   28,232,018   94,333,280   289,209,459   175,744,485   30,743,808   70,695,627   433,584,763   


Deficit...................................................... 692,929,935   12,140,619   14,829,237   28,183,742   25,181,113   140,285,228   62,874,239   28,223,045   108,345,980   78,754,887   


  Corporations


Number of businesses............................ 5,266,607   140,223   30,287   7,863   648,535   280,185   964,523   177,745   120,271   224,352   


Business receipts.................................... 17,297,125,146   107,931,393   142,247,484   537,883,736   1,080,555,117   4,822,650,951   5,278,843,887   510,816,998   799,441,224   1,573,271,535   


Net income (less deficit)( ¹ ).................... 596,524,021   181,253   1,828,515   -996,254   30,333,662   122,875,109   92,047,142   -8,071,329   -32,346,204   249,912,504   
Net income.............................................. 1,084,179,818   5,375,689   10,246,727   22,610,162   47,104,662   248,294,674   139,521,185   14,939,554   49,906,622   306,820,086   


Deficit...................................................... 487,655,795   5,194,437   8,418,213   23,606,417   16,770,999   125,419,563   47,474,044   23,010,883   82,252,824   56,907,581   
          C Corporations (2)


      Number of businesses...................... 2,112,229   62,926   13,689   6,148   229,765   136,154   421,528   79,150   53,442   101,495   


      Business receipts.............................. 13,455,844,038   55,913,447   123,353,269   534,775,345   508,439,348   4,310,253,648   3,683,137,171   404,314,605   747,803,342   1,499,651,364   


      Net income (less deficit).................... 413,045,088   -49,355   -694,500   -1,191,723   5,274,233   97,594,117   53,553,028   -10,159,325   -33,801,955   235,885,468   


      Net income........................................ 837,646,191   2,174,754   7,032,252   22,301,428   15,510,859   215,419,073   89,774,067   10,257,243   43,415,794   290,625,026   


      Deficit................................................ 424,601,101   2,224,109   7,726,753   23,493,152   10,236,625   117,824,954   36,221,039   20,416,569   77,217,748   54,739,558   


           S Corporations


      Number of businesses...................... 3,154,377   77,297   16,598   1,715   418,770   144,031   542,150   98,595   66,829   122,857   


      Business receipts.............................. 3,841,281,106   52,017,946   18,894,215   3,108,391   572,115,769   512,397,303   1,595,706,716   106,502,393   51,637,882   73,620,171   


      Total net income (less deficit)........... 183,478,933   230,608   2,523,015   195,469   25,059,429   25,280,992   38,494,114   2,087,996   1,455,751   14,027,036   


      Net income........................................ 246,533,627   3,200,935   3,214,475   308,734   31,593,803   32,875,601   49,747,118   4,682,311   6,490,828   16,195,060   


      Deficit................................................ 63,054,694   2,970,328   691,460   113,265   6,534,374   7,594,609   11,253,005   2,594,314   5,035,076   2,168,023   


  Partnerships


Number of businesses............................ 2,242,169   117,667   29,549   2,507   134,114   38,364   159,813   26,007   28,580   263,024   


Business receipts.................................... 2,414,187,093   18,493,176   54,836,750   146,591,432   169,589,554   485,032,481   537,823,272   52,184,396   167,226,832   175,974,554   


Net income (less deficit).......................... 270,667,169   -1,120,675   11,994,183   1,059,594   10,726,523   23,367,624   8,680,372   2,936,996   -6,541,677   89,250,979   


Net income.............................................. 439,761,741   4,541,707   17,592,960   5,596,380   15,771,154   37,340,960   16,237,421   6,209,734   19,058,239   108,763,922   


Deficit...................................................... 169,094,572   5,662,382   5,598,778   4,536,786   5,044,631   13,973,337   7,557,049   3,272,738   25,599,916   19,512,943   
          General (3)


      Number of businesses...................... 841,299   74,586   10,152   304   49,924   13,524   74,751   7,786   9,363   100,760


      Business receipts.............................. 467,422,866   4,111,608   15,806,315   7,866,688   40,873,429   121,586,703   78,246,760   6,872,176   44,541,936   19,476,261   
      Net income (less deficit).................... 100,914,057   326,094   2,363,373   799,754   3,375,292   7,399,312   2,441,551   1,348,451   2,776,913   30,381,653   


      Net income........................................ 125,748,798   2,481,044   5,511,800   1,341,755   4,238,104   8,947,265   3,420,744   1,933,698   5,949,747   33,270,302   


      Deficit................................................ 24,834,741   2,154,950   3,148,427   542,001   862,812   1,547,954   979,193   585,247   3,172,835   2,888,649   
          Limited (4)


      Number of businesses...................... 454,741   17,512   8,518   967   13,317   4,313   12,452   2,855   2,883   87,169


      Business receipts.............................. 931,055,315   3,426,772   16,373,002   68,858,403   40,037,930   152,191,353   232,630,290   19,499,553   71,639,619   106,282,223   


      Net income (less deficit).................... 121,126,936   -629,960   6,717,840   -220,262   2,605,478   9,847,500   3,814,619   2,406,473   -112,165   35,320,086   


      Net income........................................ 178,135,683   549,170   7,643,989   2,487,910   3,939,865   14,210,050   5,449,308   2,998,487   9,272,006   41,900,615   


      Deficit................................................ 57,008,747   1,179,129   926,149   2,708,172   1,334,388   4,362,550   1,634,689   592,014   9,384,171   6,580,529   


           LLC


      Number of businesses...................... 946,130   25,569   10,879   1,236   70,873   20,528   72,610   15,366   16,335   75,095   


      Business receipts.............................. 1,015,708,912   10,954,796   22,657,433   69,866,341   88,678,195   211,254,425   226,946,222   25,812,666   51,045,277   50,216,070   


      Net income (less deficit).................... 48,626,175   -816,809   2,912,970   480,102   4,745,754   6,120,812   2,424,202   -817,928   -9,206,425   23,549,240   


      Net income........................................ 135,877,260   1,511,493   4,437,171   1,766,715   7,593,185   14,183,645   7,367,370   1,277,548   3,836,485   33,593,005   


      Deficit................................................ 87,251,084   2,328,303   1,524,201   1,286,613   2,847,431   8,062,833   4,943,168   2,095,477   13,042,910   10,043,765   


  Nonfarm Sole Proprietorships


Number of businesses............................ 18,925,517   304,757   109,851   6,913   2,278,208   310,319   2,629,167   949,446   223,398   647,338   


Business receipts.................................... 1,029,691,760   14,795,915   6,332,751   145,838   168,481,326   23,475,114   214,914,931   54,882,098   6,469,180   76,355,733   


Net income (less deficit).......................... 221,113,286   735,764   501,591   -15,063   28,091,981   2,681,496   12,142,732   7,655,096   1,237,526   15,666,392   


Net income.............................................. 257,292,855   2,019,565   1,313,837   25,476   31,457,464   3,573,825   19,985,879   9,594,520   1,730,766   18,000,755   


Deficit...................................................... 36,179,568   1,283,800   812,246   40,539   3,365,483   892,328   7,843,146   1,939,424   493,240   2,334,363   
Footnotes at end of table.
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Table 3E.--Number of Businesses, Business Receipts, Net Income, and Deficit, by Form of Business and Industry, 
Tax Year 2002--Continued
[All figures are estimates based on samples--money amounts are in thousands of dollars]


Administrative Religious,
Real estate Professional, Management and support Educational Health care Arts, Accommodation, Other grantmaking, Unclassified


Form of business, item and rental scientific, and of companies and waste services and social entertainment, food services, services civic, industries
and leasing technical (holding management assistance and recreation and drinking professional,


services companies) services places and similar


(11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
    All Businesses


Number of businesses............................ 2,585,913   3,553,985   66,826   2,030,303   443,425   2,104,237   1,259,014   711,374   2,347,198   256,606   222,407   


Business receipts.................................... 326,365,476   994,707,323   181,076,985   434,450,537   31,962,231   647,296,654   142,366,794   502,106,590   246,454,926   3,008,913   3,959,910   


Net income (less deficit).......................... 88,486,346   108,603,239   93,713,668   21,559,264   2,497,018   71,897,581   5,026,449   8,914,092   19,504,855   1,767,093   1,519,038   


Net income.............................................. 154,030,315   159,757,591   109,455,165   33,137,274   4,453,305   83,381,275   18,266,440   24,841,983   26,595,564   1,964,550   1,717,027   


Deficit...................................................... 65,543,969   51,154,352   15,741,496   11,578,010   1,956,286   11,483,693   13,239,991   15,927,891   7,090,710   197,457   197,991   


  Corporations


Number of businesses............................ 570,639   736,005   48,053   231,412   41,317   334,305   110,609   271,527   321,134   N/A   7,620   


Business receipts.................................... 205,206,751   651,992,903   170,514,329   338,209,323   24,509,009   448,427,967   72,674,159   372,418,853   159,401,281   N/A   128,244   


Net income (less deficit)( ¹ ).................... 10,916,823   5,529,606   86,974,150   5,569,376   1,074,846   17,201,986   1,287,165   8,690,367   3,530,796   N/A   -15,492   
Net income.............................................. 27,306,140   45,588,917   97,401,257   13,923,247   1,920,404   24,207,526   5,595,830   16,130,502   7,260,820   N/A   25,814   


Deficit...................................................... 16,389,317   40,059,312   10,427,107   8,353,871   845,557   7,005,539   4,308,665   7,440,134   3,730,024   N/A   41,308   
          C Corporations (2)


      Number of businesses...................... 210,506   255,885   26,274   74,456   16,010   155,300   36,195   93,686   134,581   N/A   5,039   


      Business receipts.............................. 129,234,183   393,523,705   165,001,246   210,732,359   14,327,839   319,820,278   38,335,364   240,354,090   76,835,603   N/A   37,832   


      Net income (less deficit).................... -894,004   -19,657,410   80,499,994   -1,021,791   402,377   2,985,478   -441,061   4,628,666   140,666   N/A   -7,815   


      Net income........................................ 9,450,869   14,936,926   89,169,833   5,647,487   969,788   8,441,367   1,603,174   8,696,227   2,209,287   N/A   10,737   


      Deficit................................................ 10,344,872   34,594,337   8,669,839   6,669,278   567,411   5,455,888   2,044,235   4,067,560   2,068,622   N/A   18,552   


           S Corporations


      Number of businesses...................... 360,133   480,120   21,779   156,956   25,307   179,005   74,414   177,841   186,553   N/A   2,581   


      Business receipts.............................. 75,972,568   258,469,198   5,513,083   127,476,964   10,181,170   128,607,689   34,338,795   132,064,763   82,565,678   N/A   90,412   


      Total net income (less deficit)........... 11,810,827   25,187,016   6,474,156   6,591,167   672,469   14,216,508   1,728,226   4,061,701   3,390,130   N/A   -7,677   


      Net income........................................ 17,855,271   30,651,991   8,231,424   8,275,760   950,616   15,766,159   3,992,656   7,434,275   5,051,533   N/A   15,077   


      Deficit................................................ 6,044,445   5,464,975   1,757,268   1,684,593   278,146   1,549,651   2,264,430   3,372,574   1,661,402   N/A   22,756   


  Partnerships


Number of businesses............................ 999,786   145,612   18,773   44,405   6,269   47,468   42,691   77,698   57,121   N/A   2,724   


Business receipts.................................... 67,802,229   217,768,361   10,562,656   51,362,821   2,430,063   101,791,775   46,693,674   92,954,528   14,793,210   N/A   275,329   


Net income (less deficit).......................... 54,988,398   54,436,614   6,739,518   3,671,249   -398,521   13,429,774   -1,828,953   -1,385,726   533,605   N/A   127,291   


Net income.............................................. 102,101,478   61,011,977   12,053,908   5,008,766   369,900   16,601,502   4,209,000   5,532,794   1,598,305   N/A   161,634   


Deficit...................................................... 47,113,080   6,575,362   5,314,389   1,337,517   768,421   3,171,728   6,037,953   6,918,520   1,064,700   N/A   34,343   
          General (3)


      Number of businesses...................... 330,998   51,653   3,166   18,402   1,706   14,200   17,740   27,750   32,421   N/A   2,114   


      Business receipts.............................. 8,961,887   58,420,546   1,215,411   5,515,365   245,495   18,304,199   15,373,595   14,984,086   4,799,322   N/A   221,085   
      Net income (less deficit).................... 18,639,017   21,822,755   1,989,804   595,616   34,903   4,718,857   829,393   513,055   538,678   N/A   19,587   


      Net income........................................ 23,063,746   23,018,322   3,150,819   731,826   41,553   4,900,516   1,799,920   1,178,681   727,927   N/A   40,968   


      Deficit................................................ 4,424,728   1,195,567   1,161,016   136,210   6,650   181,659   970,527   665,686   189,250   N/A   21,381   
          Limited (4)


      Number of businesses...................... 246,080   20,392   5,780   4,795   451   8,405   4,238   11,400   3,125   N/A   90   


      Business receipts.............................. 21,445,241   100,612,413   1,895,174   11,695,703   348,590   37,776,105   12,460,189   31,890,243   1,992,512   N/A   --   


      Net income (less deficit).................... 25,647,581   27,214,119   2,600,821   1,148,316   -354,503   4,718,795   -281,642   503,639   60,922   N/A   119,281   


      Net income........................................ 46,905,081   28,159,530   3,848,931   1,279,723   107,709   5,582,047   1,201,222   2,238,646   241,963   N/A   119,430   


      Deficit................................................ 21,257,501   945,411   1,248,110   131,407   462,213   863,252   1,482,864   1,735,007   181,041   N/A   149   


           LLC


      Number of businesses...................... 422,708   73,567   9,826   21,208   4,112   24,863   20,713   38,548   21,574   N/A   520   


      Business receipts.............................. 37,395,101   58,735,402   7,452,071   34,151,754   1,835,978   45,711,471   18,859,890   46,080,199   8,001,376   N/A   54,244   


      Net income (less deficit).................... 10,701,800   5,399,740   2,148,894   1,927,317   -78,921   3,992,121   -2,376,704   -2,402,420   -65,994   N/A   -11,577   


      Net income........................................ 32,132,652   9,834,125   5,054,157   2,997,217   220,637   6,118,939   1,207,858   2,115,407   628,415   N/A   1,235   


      Deficit................................................ 21,430,851   4,434,385   2,905,263   1,069,900   299,558   2,126,817   3,584,562   4,517,827   694,409   N/A   12,812   


  Nonfarm Sole Proprietorships


Number of businesses............................ 1,015,488   2,672,368   N/A   1,754,486   395,839   1,722,464   1,105,714   362,149   1,968,943   256,606   212,063   


Business receipts.................................... 53,356,496   124,946,059   N/A   44,878,393   5,023,159   97,076,912   22,998,961   36,733,209   72,260,435   3,008,913   3,556,337   


Net income (less deficit).......................... 22,581,125   48,637,019   N/A   12,318,639   1,820,693   41,265,821   5,568,237   1,609,451   15,440,454   1,767,093   1,407,239   


Net income.............................................. 24,622,697   53,156,697   N/A   14,205,261   2,163,001   42,572,247   8,461,610   3,178,687   17,736,439   1,964,550   1,529,579   


Deficit...................................................... 2,041,572   4,519,678   N/A   1,886,622   342,308   1,306,426   2,893,373   1,569,237   2,295,986   197,457   122,340   
N/A - not applicable.
1 Total Corporation "Net income (less deficit)" includes "Total net income (less deficit)" from S Corporations and is more comprehensive than what SOI generally publishes.
2 For this table, the computations for C Corporations also include 1120-RIC and 1120-REIT returns.
2 For Tax Year 2002 General Partnerships include partnerships listed on the tax return as General, Foreign, Other and blank.
3 For Tax Year 2002 Limited Partnerships include Domestic Limited Partnerships and Domestic Limited Liability Partnerships.
NOTE:  Detail may not add to total because of rounding.
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Different approaches have been used to measure the 
distribution of individual income over time.  Survey 
data have been compiled with comprehensive 
enumeration, but underreporting of incomes, inadequate 
coverage at the highest income levels, and omission of 
a key income type jeopardize the validity of results.  
Administrative records, such as income tax returns, 
may be less susceptible to underreporting of income but 
exclude certain nontaxable income types and can be 
inconsistent in periods when the tax law has been 
changed.  Record linkage studies have capitalized on 
the advantages of both approaches, but are costly and 
severely restricted by the laws governing interagency 
data sharing.  
 
This paper is the sixth in a series examining trends in 
the distribution of individual incomes and tax burdens 
based on a consistent and comprehensive measure of 
income derived from individual income tax 
returns.1,2,3,4,5  In the previous papers, we demonstrated 
that the shares of income accounted for by the highest 
income-size classes clearly have increased over time, 
and we also demonstrated the superiority of our 
comprehensive and consistent income measure, the 
1979 Retrospective Income Concept, particularly in 
periods of tax reform.  In this paper, we continue the 
analysis of individual income and tax distributions, 
adding for 3 years (1979, 1989, and 1999) Social 
Security and Medicare taxes to this analysis and using 
panel data.  The paper has three sections.  In the first 
section, we briefly summarize this measure of 
individual income derived as a “retrospective concept” 
from individual income tax returns.  In the second 
section, we present the results of our analysis of time 
series data.  We conclude with an examination of Gini 
coefficients computed from these data. 
 


Derivation of the Retrospective Income Concept 
 
The tax laws of the 1980’s and 1990’s made significant 
changes to both the tax rates and definitions of taxable 
income.  The tax reforms of 1981 and 1986 
significantly lowered individual income tax rates, and 
the latter also substantially broadened the income tax 
base.  The tax law changes effective for 1991 and 1993 
initiated rising individual income tax rates and further 


modifications to the definition of taxable income.1,2,3,4,5   
Law changes effective for 1997 substantially lowered 
the maximum tax rate on capital gains.  The newest law 
changes, beginning for 2001, lowered marginal rates 
and the maximum tax rate on long-term capital gains, as 
well as decreased the maximum rates for most 
dividends.  With all of these changes, the questions that 
arise are what has happened to the distribution of 
individual income, the shares of taxes paid, and average 
taxes by the various income-size classes? 
 
In order to analyze changes in income and taxes over 
time, consistent definitions of income and taxes must be 
used. However, the Internal Revenue Code has been 
substantially changed in the last 24 years--both the 
concept of taxable income and the tax rate schedules 
have been significantly altered. The most commonly 
used income concept available from Federal income tax 
returns, Adjusted Gross Income (AGI), has changed 
over time making it difficult to use AGI for inter-
temporal comparisons of income.  For this reason, an 
income definition that would be both comprehensive 
and consistent over time was developed.6, 7, 8, 9  The 1979 
Retrospective Income Concept was designed to include 
the same income and deduction items from items 
available on Federal individual income tax returns. Tax 
Years 1979 through 1986 were used as base years to 
identify the income and deduction items, and the 
concept was subsequently applied to later years 
including the same components common to all years.  
 
The calculation of the 1979 Retrospective Income 
Concept includes several items partially excluded from 
AGI for the base years, the largest of which was capital 
gains. 1,2,3,4,5   The full amounts of all capital gains, as 
well as all dividends and unemployment compensation, 
were included in the income calculation. Total 
pensions, annuities, IRA distributions, and rollovers 
were added, including nontaxable portions that were 
excluded from AGI.  Social Security benefits (SSB) 
were omitted because they were not reported on tax 
returns until 1984.  Also, any depreciation in excess of 
straight-line depreciation, which was subtracted in 
computing AGI, was added back. For this study, 
retrospective income was computed for all individual 
income tax returns in the annual Statistics of Income 
(SOI) sample files for the period 1979 through 2002.  
Loss returns were excluded, and the tax returns were 
tabulated into income-size classes based on the size of 







retrospective income and ranked from highest to lowest.  
Percentile thresholds were estimated or interpolated for 
income-size classes ranging from the top 0.1 percent to 
the bottom 20 percent.10,11,12  For each size class, the 
number of returns and the amounts of retrospective 
income and taxes paid were compiled.  From these data, 
income and tax shares and average taxes were 
computed for each size class for all years. 
 


The Distribution of Income and Taxes 
 


With this database, we sought to answer the following 
questions--have the distribution of individual incomes 
(i.e., income shares), the distribution of taxes (i.e., tax 
shares), and the average effective tax rates  (i.e., tax 
burdens) changed over time?  As a first look at the data, 
we examined the income thresholds of the bottom (or 
entry level) of each income-size class, and a clear 
pattern emerged. While all of the income thresholds 
have increased over time, the largest increases in 
absolute terms, and on a percentage basis, were with the 
highest income-size classes. 
 
For example, while $233,539 was needed to enter the 
top 0.1 percent for 1979, $1,278,479 was needed for 
entry into this class for 2002.  This represents more 
than a 400-percent increase.  Also, while $79,679 of 
retrospective income was needed to enter the top 1-
percent size class for 1979, $315,937 was needed for 
entry into this size class for 2002, an increase of 297 
percent.  For the top 20 percent, the threshold increased 
by 162 percent, and, for the bottom 20 percent, the 


increase was only 130 percent.  Since much of these 
increases are attributable to inflation, we computed 
constant dollar thresholds, using the Consumer Price 
Index.13 


 


What is most striking about these data are the changes 
between 1979 and 2002 for the various income-size 
percentile thresholds (see Figure A).  For example, the 
threshold for the top 0.1 percent grew (using a 1982-
1984 base) from $321,679 for 1979 to $710,661 for 
2002, an increase of 121 percent.  Similarly, the 
threshold for taxpayers in the 1-percent group rose from 
$109,751 for 1979 to $175,618 for 2002, an increase of 
just over 60 percent.  However, the thresholds for each 
lower percentile class show smaller increases in the 
period; the top 20-percentile threshold increased only 
5.6 percent, and the 40-percent and all lower thresholds 
declined. 
 
Income Shares 
The share of income accounted for by the top 1 percent 
of the income distribution has climbed steadily from a 
low of 9.58 percent (3.28 for the top 0.1 percent) for 
1979 to a high of 21.55 (10.49 for the top 0.1 percent) 
for 2000.  With the recession and, then, the stagnating 
economy of 2001 and 2002, this share had declined to 
16.89 percent (7.10 for the top 0.1 percent) for 2002. 
While this increase has been mostly steady, there were 
some significantly large jumps, particularly for 1986, 
due to a surge in capital gains realizations after the 
passage, but prior to implementation, of the Tax 
Reform Act of 1986 (TRA).  The top 1-percent share 


Figure A-Constant Dollar Income Thresholds, 1979-2002 (1982-84=100)
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also increased rapidly for 1996 through 2000, when 
sales of capital assets also grew considerably each year.  
Notable declines in the top 1-percent share occurred in 
the recession years of 1981, 1990-1991, and 2001. 
 
This pattern of an increasing share of total income is 
mirrored in the 1-to-5 percent class but to a 
considerably lesser degree.  For this group, the income 
share increased from 12.60 percent to 15.14 percent in 
this period.  The 5-to-10 percent class’s share of income 
held fairly steady over this period, going from 10.89 
percent for 1979 to 11.28 percent for 2002.  The shares 
of the lower percentile-size classes, from the 10-to-20 
percent classes to the four lowest quintiles, show 


declines in shares of total income over the 24-year 
period (see Figure B).  
  
Tax Shares -- Income Tax 
The share of income taxes accounted for by the top 1 
percent also climbed steadily during this period, from 
19.75 percent (7.38 for the top 0.1 percent) for 1979, 
then declined to a low of 17.42 percent (6.28 for the top 
0.1 percent) for 1981, before rising to 36.30 percent 
(18.70 for the top 0.1 percent) for 2000 (Figure C).  The 
corresponding percentages for 2000 for the 1-percent 
and 0.1-percent groups are 37.68 percent and 19.44 
percent, respectively, accounting for the 2000 tax 
rebate, which is discussed below.  For the recession 


Figure B-Income Shares by Income Percentile Size-Classes, 1979-2002
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Figure C-Income Tax Shares by Income Percentile Size-Classes, 1979-2002
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year of 2001 and the subsequent year (2002) with its 
large decline in net gains from the sale of capital assets, 
these shares declined to 32.53 percent for the top 1 
percent and 15.06 percent (15.25 percent including the 
rebate of the child tax credit) for the top 0.1-percent 
group (32.95 percent and 15.25 percent, respectively, 
including a rebate of a portion of the child tax credit).  
As with incomes, there were some years with unusually 
large increases though a common feature for these years 
was double-digit growth in net capital gains.8,9 


 
The 1-to-5 percent size class exhibited relatively 
modest change in its share of taxes, increasing from 
17.53 percent to 20.29 percent (20.52 including the 
rebate for the child tax credit) in the period.  The 5-to-
10 percent class, and all lower income-size classes, had 
declining shares of total tax.   
 
Average Tax Rates -- Income Tax 
What is most striking about these data is that the levels 
of the average tax burdens increase with income size in 
most years (the only exceptions being 1986 for just the 
two highest groups).  The progressive nature of the 
individual income tax system is clearly demonstrated. 
 
Despite the fact that the overall average tax rate 
remained virtually the same for 1979 and 2001, the 
average rate for all but the very lowest size class 
actually declined (see Figure D).14 While this at first 
appears to be inconsistent, it is clear how this did in fact 
occur -- over time, an increasing proportion of income 
has shifted to the upper levels of the distribution where 
it is taxed at higher rates (see Figure B).  For 2002, 
including the child tax credit rebate, the average tax rate 


fell to 12.56 percent, close to the lowest rate over the 24 
years of this study of 12.53 percent for 1991. 
 
In examining the average tax data by income size, four 
distinct periods emerge.  First, the average tax rates 
were generally climbing up to the implementation of 
the Economic Recovery Tax Act (ERTA) effective for 
1982.  This was an inflationary period, and prior to 
indexing of personal exemptions, the standard 
deduction, and tax brackets, which caused many 
taxpayers to face higher tax rates.  (Indexing became a 
permanent part of the tax law for Tax Year 1985.7)  
Also, this period marked the recovery from the 
recession in the early 1980’s. 
 
Similarly, average taxes also climbed in the period after 
1992, the period affected by the Omnibus Budget and 
Reconciliation Act (OBRA).  This was not surprising 
for the highest income-size classes, ones affected by the 
OBRA-initiated 39.6-percent top marginal tax rate, but 
the average tax rate increases are also evident in the 
smaller income-size classes for most years in the 1993- 
to-1996 period as well. 
 
For the majority of intervening years (i.e., 1982 through 
1992), average tax rates generally declined by small 
amounts for most income-size classes, although the 
period surrounding the implementation of the 1986 Tax 
Reform Act (TRA) gave rise to small increases in some 
classes.  Despite the substantial base broadening and 
rate lowering initiated by TRA, for most income-size 
classes, the changes to average rates were fairly small.  
However, it should be kept in mind that individuals can 
and do move between income-size classes. 


Figure D-Average Income Tax Rates by Size-Classes, 1979-2002
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The rates for the top 0.1 percent clearly show the 
effects of the 1986 capital gains realizations, in 
anticipation of the ending of the 60-percent long-term 
gains exclusion, which began in 1987.  The average tax 
rate for this income-size class dropped for 1986, but it 
rose sharply for 1987, before dropping again for each of 
the next 3 years. 
 
To assess what happened, it is important to look at the 
underlying data.  The substantial increase in capital 
gains realizations for 1986 swelled the aggregate 
income and tax amounts for upper income classes and 
also raised the income thresholds of these top classes.  
However, since much of the increase in income for 
these size classes was from net long-term capital gains, 
which had a maximum effective tax rate of 20 percent, 
it is not surprising that the average tax rate for these top 
size classes declined. 
 
Next, to consider are those years affected by the 
Taxpayer Relief Act of 1997 (1997 through 2000), 
where the top rate on long-term capital gains was 
reduced significantly from 28 percent to 20 percent.  
For 1997, the first year under this law, when the lower 
rates were only partially in effect, the average tax rate 
fell for the top 0.1-percent group of taxpayers but 
increased for all other groups.  However, for 1998, the 
first full year under lower capital gains rates, all groups 
above and including the 40-to-60 percent class had 
reduced average tax rates (while the lowest two 
quintiles had virtually the same average tax rates).   For 
all groups (except for the 20-to-40 and the 60-to-80 
percent groups in 1999), the average rates returned to 
increasing for both 1999 and 2000.    
 
The Economic Growth and Tax Relief Reconciliation 
Act of 2001 (EGTRRA) further reduced marginal tax 
rates over several years.  One of these reductions was 
the introduction of a 10-percent bracket on the first 
$6,000 ($12,000 if married filing a joint return) of 
taxable income.  In an attempt to fuel a recovery from 
recession, this reduction was introduced retroactively in 
the form of a rebate based on Tax Year 2000 filings.  
Therefore, we simulated the rebate on the Tax Year 
2000 Individual File to see its effects on average tax 
rates. When the rebate (estimated at $37.9 billion) is 
taken into account, the average rates for 2000 decreased 
for all groups, except for the top 0.1 percent and the 1-
to-5 percent, reversing the pre-rebate increases. Tax 


Year 2001 was a mixture of increases and decreases in 
average tax rates by income group.  Most groups paid 
higher average taxes; however, the 1-to-5 percent and 
5-to-10 percent groups paid lower average taxes along 
with the bottom 20-percent group.   
 
For 2002, when the 10-percent rate applied to all 
returns and all rates above 15 percent were reduced by 
one-half of 1 percentage point, the average tax rate fell 
for every group.  Further, as the economy stagnated, 
another rebate of $400 per child was sent to individuals 
who received a child tax credit for that year.  This was 
in lieu of receiving the additional amount for 2003 as 
part of the increased child tax credit provided by the 
Jobs and Growth Tax Relief Reconciliation Act of 2003 
(JGTRRA).  Simulating this on Tax Year 2002, we 
estimated that $14.2 billion was sent to taxpayers 
further reducing average taxes for 2002.  The 
individuals who gained the most from this rebate were 
in the 5-to-10 percent group through the 40-to-60 
percent group. 
 
Tax Shares --Income Plus Social Security Tax 
For individual taxpayers, Social Security taxes compose 
a fairly large portion (about 37 percent for 1999) of the 
Federal tax burden.15  To broaden our analysis, we 
merged data from W-2’s with individual income tax 
records for the years 1979, 1989, and 1999.  Total 
Social Security taxes included self-employment taxes 
and taxes on tips reported on tax returns and two times 
the Social Security taxes (representing both the 
taxpayers’ and the employers’ shares) reported on W-
2’s.  The employers’ share of this tax was added into 
retrospective income, as well.  To further help our 
analysis, the U.S. Treasury Department’s Office of Tax 
Analysis (OTA) model was used to simulate the effect 
of the two new tax laws, EGTRRA and JGTRRA, on 
the 1999 data.16    
 
Even including Social Security taxes, the shares of the 
higher income groups increased (the top 0.1-percent 
group’s share more than doubled from 5.06 percent for 
1979 to 11.05 percent for 1999), while the shares of the  
lower income groups (each group from the 10-to-20 
percent group and lower) declined (see Figure E).   
 
However, when we simulated all of the provisions of 
EGTRRA/JGTRRA on 1999 data, tax shares for the top 
two groups (the 0.1 percent and the 0.1-to-1 percent 


Figure E-Tax Shares (Including Social Security Taxes) by Percentile Size-Classes, 1979-1999


Year Top 0.1%   0.1-1%   1-5%    5-10%  10-20% Top 20%   20-40%   40-60%   60-80% Low 20%


1979 5.06 8.97 14.69 11.87 17.70 58.28 22.97 12.42 5.12 1.22


1989 6.29 9.43 15.42 12.51 17.63 61.29 21.94 11.18 4.44 1.15


1999 11.05 12.27 16.84 12.03 15.98 68.17 18.83 9.28 3.09 0.63


1999 JGTRRA 9.52 11.31 17.75 12.50 16.39 67.47 19.22 9.54 3.11 0.65







groups) declined from 1999 levels, while all other 
groups increased.  Still, for these two groups and the 1-
to-5 percent, the tax shares were still higher than 1989 
levels.  Interestingly, the 1-to-5 percent group is the 
only group whose share increased from 1989 to 1999 
(from 15.42 percent to 16.84 percent) and then 
increased again (to 17.85 percent) under new tax law 
provisions.  This is most likely due to the effect of the 
alternative minimum tax (AMT) offsetting lower 
marginal and capital gain rates for this group of 
taxpayers.                  
 
Average Tax Rates Including Social Security Taxes 
Unlike the tax shares data, average taxes, including 
Social Security taxes, vary considerably over time from 
average income taxes.  Including Social Security taxes 
for 1979, the overall tax system (like the income tax 
system) was progressive, with each higher income class 
paying a higher percentage average tax than the classes 
preceding   it   (see Figure F).    However,   this   is   not  


 
entirely true for any of the other years that we merged 
income tax with W-2 data. For 1989, the system was 
progressive up to the 5-to-10 percent income class.  
Above this level, each successively higher income class 
paid a lower rate than the ones below it, falling to 23.33 
percent for the top 0.1-percent income group.  In fact, 
for 1989, the top 0.1-percent group faced a lower rate 
than all groups from the 10-to-20 percent income group 
and higher.  The highest rate for that year was paid by 
those individuals in the 5-to-10 percent income group at 
25.09 percent, 1.76 percentage points higher than those 
in the 0.1-percent group.   
 
In contrast, the 5-to-10 percent group paid an average 
tax of 22.59 percent in 1979, 9.33 percentage points 
lower than those in the 0.1-percent group.  A large 
reason for this increase in rate for the 5-to-10 percent 
group was the increase in Social Security taxes.  For 
1979, wage earners and their employers paid a 
combined rate of 8.1 percent in Social Security taxes on 
earnings up to $22,900.  By 1989, this had increased to 
13.02 percent on earned income up to $48,000. For 
1999, this had further increased to 15.3 percent on 
earned income up to $72,600.  Furthermore, for 1999, 
for any earned income above the $72,600 maximum, 
the employee and employer continued to pay Medicare 
taxes at a combined rate of 2.9 percent.   


Despite this rise in Social Security taxes, 1999 
combined average taxes returned to a mostly 
progressive system.  The only exception to this 
progressive tax structure was the 5-to-10 percent 
income group that paid higher average rates (26.18 
percent) than the 1-to-5 percent income group (25.97 
percent).  However, the 0.1-to-1 percent and the 0.1-
percent income groups paid the highest average taxes at 
26.70 percent and 27.51 percent, respectively.   
 
When we simulated the provisions of the two new tax 
laws (EGTRRA and JGTRRA) on 1999 data (without 
allowing for the sunset provisions), the overall tax 
system returns to a system looking more like 1989 than 
1999.  Under the simulation, average tax rates continue 
to increase until the 1-to-5 percent income class that 
paid the highest average tax at 25.76 percent.  From 
there, average taxes fall to 23.34 percent for the 0.1-to-
1 percent income group and decline further to 22.57 
percent for the 0.1-percent income group.  Both of these  


 
groups would pay a lower average tax than individuals 
in the 10-to-20 percent income class.  The highest 
income group winds up paying an average tax that is 
less than all of the groups above the 20-to-40 percent 
class.  Under the new laws, the 0.1-percent group would 
pay average taxes that are 3.19 percentage points less 
than the 1-to-5 percent income group, 2.91 percentage 
points less than the 5-to-10 percent income group, and 
1.24 percentage points less than the 10-to-20 percent 
group. In fact, under the provisions of 
EGTRRA/JGTRRA, individuals in the 0.1-percent 
group wind up paying less than one percentage point 
(0.99) more than the 20-to-40 percent income group.  In 
contrast, the highest income group paid average 
combined taxes that were 12.03 percentage points 
higher than the 20-to-40 percent income group in 1979 
and 4.29 percentage points higher than this group under 
existing 1999 laws. 


 
Using Panel Data 
 


For 1979, 1989, and 1999, we used a panel of 
individual tax returns that were selected at a 1-in-5,000 
return random sample embedded in each year’s 
Individual Statistics of Income (SOI) sample.  These 
returns were based on the primary taxpayer having 
certain Social Security Number endings and are  part  of  


Figure F-Average Tax Rates (Including Social Security Taxes) by Percentile Classes, 1979-1999


Year Total < 0.1% 0.1 - 1%   1-5%    5-10%  10-20%   20-40%   40-60%   60-80% Low 20%


1979 20.71 31.92 29.50 24.14 22.59 21.63 19.89 17.35 12.65 8.72


1989 22.24 23.33 24.22 24.84 25.09 23.90 22.37 19.29 13.93 11.47


1999 23.59 27.51 26.70 25.97 26.18 24.96 23.22 19.70 11.83 7.29


1999 JGTRRA 21.90 22.57 23.34 25.76 25.48 23.81 21.58 18.25 10.94 6.97







 
Social Security’s Continuous Work History Sample 
(CWHS).  The reason for studying a panel of returns is 
to obtain a more well-rounded approach to analyzing 
tax returns over time.  While “the rich” may appear to 
be getting greater concentrations of income over time, 
the composition of who “the rich” are may also be 
changing over time.  By looking at the panel, we 
defined income groups from the combined data 
(indexed for inflation) over the 1979, 1989, and 1999 
period.  In order to have a better income concept over 
time, we altered retrospective income by including total 
Social Security benefits.  Since this was not on a tax 
return for 1979, in that sense, income would be 
understated for that year (SSB for 1979 was estimated 
at $29 billion).  Then, we analyzed how income and 
taxes changed in each of these years, classifying each 
year's returns in quintile classes.   
 
In analyzing this panel over time, we classified returns  


 
into quintile classes for each of the three years, 1979, 
1989, and 1999.  We started with 90.6 million returns 
filed for 1979 and followed these returns.  We looked at 
movement of returns between quintile classes over time  
(see Figure G).  In order to not include small changes in 
income causing returns to change classes, we only 
showed movement of more than one quintile.  As can 
be seen, movement increased greatly the lower the 
quintile for the first year (1979).  While 70.7 percent of 
the highest income individuals remained high-income 
in   1999,  just  12.4   percent   of   the   lowest   quintile  
 


 
remained low-income in 1999.  Also, the percent of 
returns dropping out of the panel decreased consistently 
with the size of 1979 income. 
  
In further analyzing this panel over time, we only 
included returns that were filed for each of the 3 years, 
1979, 1989, and 1999.  This  left us with 58.8 million 
returns out of the 90.6 million returns filed for 1979.   
Using inflation-indexed income, we then combined the 
income and taxes over time to create a “combined 
income and tax” for each of the tax returns.  We then 
reclassified each return into percentile classes, with the 
5-percent income class being the highest class analyzed 
(due to the high sampling variability at levels above 
this). Looking at average taxes for the combined 
income groups, the 1979 and 1999 data look 
progressive, similar to our analysis above in looking at 
cross-sectional income and Social Security taxes 
(Figure H).  For 1989, the combined  5-percentile  class  


 
paid lower average taxes than the 5-to-10 percent 
combined income group.  Again, this regressivity is  
similar to what we found previously using the annual 
cross-section data.   Comparing tax shares for the 
combined panel in comparison to the cross-section, we 
found that the trends are the same for the top 10 percent 
and top 10-to-20 percent classes, but the high-income 
panel returns paid a lower share for each year (Figure 
H1).  The trend was also the same for the bottom 80 
percent of returns, but, in this case, the panel returns 
paid a consistently higher share of taxes.  


 


Figure G-Movement From 1979 to 1999 of More Than One Class


TOP 20 20 to 40 40 to 60 60 to 80 BOTTOM 20


TOP 20 70.7% 5.9% 2.1% 0.5% 20.8%


20 to 40 64.8% 4.8% 1.4% 29.0%


40 to 60 14.7% 41.8% 2.4% 41.1%


60 to 80 8.4% 13.0% 28.8% 49.8%


BOTTOM 20 7.6% 13.7% 14.2% 12.4% 52.10%


1979 Percent 
Class


1999 Percentile Class
Dropouts


Figure H-Combined Panel 'P': Average Tax Rates (Including Social Security Taxes) by Size-Classes, 1979-1999


Year Top 5% 'P' 5-10% 'P' 10-20% 'P' 20-40% 'P' 40-60% 'P' 60-80% 'P' Low 80% 'P'


1979 26.98 23.27 21.24 20.42 19.37 18.08 14.4
1989 23.52 23.87 22.98 22.18 20.69 18.88 15.25


1999 25.67 24.46 23.04 21.14 19.32 17.95 12.67


Year Top 10% Top 10% 'P' 10-20% 10-20% 'P' Bottom 80% Bottom 80% 'P'


1979 40.59 29.39 17.70 15.07 41.72 55.54


1989 43.66 35.78 17.63 15.45 38.71 48.77


1999 52.19 47.38 15.98 14.04 31.83 38.58


Figure H1-Comparison of Combined Panel ('P') vs. Cross-Sectional Data: Tax Shares (Including Social Security 
Taxes) by Size-Classes, 1979-1999







 
 


Analysis of Gini Coefficients 
 
To further analyze the data, we estimated Lorenz curves 
and computed Gini coefficients for all years. The 
Lorenz curve is a cumulative aggregation of income 
from lowest to highest, expressed on a percentage basis. 
To construct the Lorenz curves, we reordered the 
percentile classes from lowest to highest and used the 
income thresholds as “plotting points” to fit a series of 
regression equations for each income-size interval in 
the 24 years, both before- and after-taxes. 
 
Once the Lorenz curves were estimated for all years, 
Gini coefficients were calculated for all 24 years for 
before- and after-tax and are presented in Figure I. The 
Gini coefficient, which is a measure of the degree of 
inequality, generally increased throughout the 24-year 
period signifying rising levels of inequality for both the 
pre- and post-tax distributions.  This result was not 
unexpected since it parallels the rising shares of income 


accruing to the highest income-size classes. Over this 
period, the before-tax Gini coefficient value increased 
from 0.469 for 1979 to 0.588 (25.4 percent) for 2000, 
while the after-tax Gini value increased from 0.439 to 
0.558 for a slightly higher percentage increase (25.5 
percent). The economic downturn in 2001 and 2002 
actually decreased the levels of inequality to 0.555 (pre-
tax) and 0.525 (after-tax). 
 
So what has been the effect of the Federal tax system 
on the size and change over time of the Gini coefficient 
values?  One way to answer this question is to compare 
the before- and after-tax Gini values.17 Looking at this 
comparison, two conclusions are clear. First, Federal 
income taxation decreases the Gini coefficients for all 
years.  This is not surprising in that the tax rate 
structure is progressive, with average rates rising with 
higher incomes so after-tax income is more evenly 
distributed than before-tax income.  A second question 
is whether the relationship between the before-tax and 
after-tax Gini coefficient values has changed over time.  
From Figure I, the after-tax series closely parallels the 
before-tax series, with reductions in the value of the 
Gini coefficient ranging from 0.024 to 0.032.  The 
largest differences, which denote the largest 
redistributive effect of the Federal tax system, have 
generally been in the periods of relatively high marginal 
tax rates, particularly 1979-81 and for 1993 and later 
years. In fact, simulating the tax rebate for Tax Year 
2000 results in the largest difference (0.032) over all the 
years.  If this were the only change in marginal rates of 
the new tax law (EGTRRA), the results would be to 
increase the redistributive effects of Federal taxes.  
However, for Tax Year 2001 and beyond, the marginal 
rates of higher income classes will also be reduced over  
time until the highest rate will be reduced from its 
current value of 38.6 percent to 35 percent for 2003.  
The effects of the new tax laws (EGTRRA/JGTRRA) 
can be seen in Figure J.  This figure illustrates Gini 
values before and after taxes when including Social 
Security taxes with income taxes.  The new law 
decreases the difference between before- and after-tax 
Gini values for 1999 from 0.025 to 0.022.  
 
To investigate further, the percentage differences 
between before-tax and after-tax Gini values were 
computed and are shown as the fourth column in Figure 
I.  These percentage changes in the Gini coefficient 
values, a “redistributive effect,” show a decline ranging 
from 4.5 percent to 6.5 percent.  As for the differences, 
the largest percentage changes are for the earliest years, 
a period when the marginal tax rates were high.  The 
largest percentage reduction was for 1980, but the size 
of the reduction generally declined until 1986, 
fluctuated at relatively low levels between 1986 and 
1992, and then increased from 1993 to 1996.  However,  


1979 0.469 0.439 0.030 6.325


1980 0.471 0.441 0.031 6.477


1981 0.471 0.442 0.029 6.233


1982 0.474 0.447 0.027 5.731


1983 0.482 0.458 0.025 5.132


1984 0.490 0.466 0.024 4.933


1985 0.496 0.471 0.024 4.860


1986 0.520 0.496 0.024 4.573


1987 0.511 0.485 0.026 5.101


1988 0.530 0.505 0.026 4.817


1989 0.528 0.504 0.024 4.592


1990 0.527 0.503 0.024 4.498


1991 0.523 0.499 0.024 4.582


1992 0.532 0.507 0.025 4.709


1993 0.531 0.503 0.028 5.207


1994 0.532 0.503 0.028 5.292


1995 0.540 0.510 0.029 5.404


1996 0.551 0.521 0.030 5.496


1997 0.560 0.530 0.030 5.368


1998 0.570 0.541 0.029 5.136


1999 0.580 0.550 0.030 5.185


2000 0.588 0.558 0.031 5.222


2000 Rebate 0.588 0.557 0.032 5.417


2001 0.564 0.534 0.030 5.352


2002 0.555 0.525 0.030 5.339


2002 Rebate 0.555 0.525 0.030 5.334


Figure I-Gini Coefficients for Retrospective Income, Before and
After Taxes, 1979 – 2002


Year
Gini Before 


Tax
Gini After 


Tax Difference
Percent 


Difference







 
coinciding with the capital gains tax reduction for 1997, 
the percentage change again declined for 1997 and 
1998.  Nevertheless, it increased for 1999, 2000, and 
2001 (although the 2001 percentage increased slightly 
if the rebate is included with the 2000 data). 
 
Figure J shows the Gini coefficients for before and after 
tax (including Social Security taxes) for 1979, 1989, 
1999, and 1999 incorporating the new tax laws. The 
differences between before and after tax are much 
smaller than for the income tax, ranging from 0.018 for  
1989 to 0.025 for 1979 and 1999.  This results in 
percentage differences of 3.4 percent to 5.4 percent.  In 
all years, except 1999, the after-tax Gini coefficients are 
somewhat higher than those that result from simply 
including income taxes. Further, when Gini coefficients 
were calculated for these 3 years using the combined 
panel data, the trends over time were almost exactly the 
same.  However, these coefficients were consistently 
lower for the panel, showing that there is less inequality 
than what is suggested by looking at cross-sectional 
data only. 
 
So what does this all mean?  First, the high marginal tax 
rates prior to 1982 appear to have had a significant 
redistributive effect.  But, beginning with the tax rate 
reductions for 1982, this redistributive effect began to 
decline up to the period immediately prior to TRA 
1986. Although TRA became effective for 1987, a 
surge in late 1986 capital gains realizations (to take 
advantage of the 60-percent long-term capital gains 
exclusion) effectively lowered the average tax rate for 
the highest income groups, thereby lessening the 
redistributive effect. 


 
For the post-TRA period, the redistributive effect was 
relatively low, and it did not begin to increase until the 
initiation of the 39.6-percent tax bracket for 1993.    But  
since 1997, with continuation of the 39.6-percent rate 
but with a lowering of the maximum tax rate on  capital  
gains, the redistributive effect again declined. It appears 
that the new tax laws will continue this trend. Analysis 
of panel data shows that these trends are not quite as 
great as seen by looking at annual cross-section data, 
but the trends cited above are still apparent.  
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increased to 1999 levels.  Therefore, income is exactly 
the same as the rest of the 1999 data, and only the taxes 
paid differs.       
 


17 A comparison of the before- and after-tax Gini 
coefficients does not exclusively measure the effects of 
the tax system in that the tax laws can also affect 
before-tax income. For example, capital gain 
realizations have been shown to be sensitive to the tax 
rates.  








 HOW WELL CAN IRS COUNT THE POPULATION? 
 
 Peter Sailer, Michael Weber, and Ellen Yau, Internal Revenue Service 
 (O:S) P.O. Box 2608, Washington, DC  20013-2608 
 
KEY WORDS: Administrative records, Census, Age and Sex Distributions 
 
 The following paper is an outgrowth of research performed with a data base of merged individual 
income tax returns and information documents.  Tax Year 1989 was the first year for which such a data base 
was created and perfected.  Traditionally, the Statistics of Income (SOI) Division of the Internal Revenue 
Service has interpreted its mandate to produce "statistics reasonably available with respect to the operations 
of the internal revenue laws" [1] as meaning tabulating data shown on tax returns.  In recent years, with the 
computerization of the millions of information documents prepared by employers, banks, stock brokers, 
payers of pensions, etc., data from these documents have increasingly become "reasonably available."  Data 
from information documents, when matched to tax returns, can be used to serve as a check on the data 
shown on individual income tax returns, as well as to provide an indication of how much of the income on a 
joint return belongs to the husband and how much to the wife.  In addition, it is possible to pull a sample of 
information documents that do not match to tax returns, and use them to tally data about non-filers. 
 
 The data base used for this paper was created as a tool to compare tax return data to data gathered 
from information documents.  It includes a sample of tax returns matched to information documents, as well 
as unmatched tax returns and unmatched information documents.  The age of each individual in the sample 
was determined by matching his or her social security number (SSN) to the Year of Birth file, which 
contains information supplied at the time the SSN is applied for.  While the data base used for this paper 
was set up primarily for tax analysis purposes, it is also a rich source of information with which to evaluate 
recent proposals for a greater use of administrative records in structuring Censuses and inter-censal 
estimates. [2]  This paper is presented as a modest first step in performing the proposed research on the 
population covered by administrative records in the possession of the Internal Revenue Service. 
 
 Organizationally, this paper is divided into four sections.  First, we will demonstrate how 
administrative records can be used to compute a population estimate.   
Then we will discuss the reliability of this estimate.  Next, we will compare estimates from our data base, 
classified by age, sex, and state, to results from the 1990 Census.  And finally, we will summarize our 
conclusions and make some recommendations for further research. 
 
Computation of an IRS Administrative Records Population 
 
 Citizens and residents of the United States have numerous opportunities to come to the attention of the 
Internal Revenue Service.  Obviously, the 64 percent of the population that files individual tax returns, 
either as primary or secondary taxpayers, is easy enough to count.  These individuals also report, as 
exemptions, any children or other individuals they are supporting.  In addition, individuals covered by 
salaries and wages are generally reported to the IRS on Forms W-2; recipients of pensions on Forms W-2P; 
[3] individuals making contributions to Individual Retirement Arrangements (IRAs) or Simplified 
Employee Pension (SEP) accounts on Form 5498; individuals receiving gross distributions from IRAs, 
SEPs, or other pension plans on Form 1099-R; recipients of interest on Forms 1099-INT; recipients of 
dividends on Forms 1099-DIV; recipients of original issue discounts on Forms 1099-OID; recipients of 
patronage dividends on Forms 1099-PATR; recipients of government transfer payments on Forms 1099-G; 
recipients of social security benefits on Forms SSA-1099; sellers of capital assets on Forms 1099-B; sellers 
of real estate on Forms 1099-S; contractors with the Federal Government on Forms 8596; winners at 
gambling on Forms W-2G; payers of mortgage interest on Forms 1098; and recipients of many types of 
non-employment compensation, including prizes, awards, rents, royalties, crop insurance payments, and 
golden parachute payments on Forms 1099-MISC. 
 







 Table 1 details how we used all of this information to count the population covered by IRS 
administrative records.  We started, of course, with filers of tax returns for Tax Year 1989 (i.e., returns 
generally filed on or around April 15, 1990).  However, contrary to our usual practice in our Statistics of 
Income reports, [4] we did not count anybody filing a prior-year return in 1990, since these individuals had 
a chance of being captured as recipients of information documents.  We also excluded anybody filing from 
a foreign address, since we wanted to compare our results to those from the 1990 Census, and Census does 
not count U.S. citizens living abroad.  We counted 109.0 million current-year returns with U.S. addresses. 
 
 On joint returns selected for this sample, we counted the secondary taxpayers--a total of 46.9 million.  
This brought our count to 155.9 million.  
 
 We also counted dependents, but not all of them.  Dependents with income could be picked up in our 
sample of information documents or in our sample of tax return filers, so initially we only counted those 
dependents who had SSNs, but for whom a search of our administrative records master files revealed no 
records.  There were 36.3 million such dependents.     
     
 To the 192.2 million individuals counted thus far, we added 43.7 million non-filers with information 
documents.  We got these individuals by pulling a simple, random sample of individuals with at least one 
information document on the Information Returns Master File, and then eliminating all who appeared either 
as a primary or a secondary taxpayer on a tax return.  If they appeared on a tax return as a dependent, we 
left them in, since we were not counting dependents with income in the Third column of table 1.  Again, we 
eliminated any prior-year documents received by the IRS in 1989, and we did not count documents issued 
to individuals at foreign addresses. 
 
 Unfortunately, our file also contained 11.4 million dependents for whom no SSN was given.  
Obviously, in the absence of an SSN, we could neither check the Information Returns Master File (IRMF) 
for income, nor the Year of Birth File for age.  1989 was only the third Tax Year for which any dependent 
SSNs were requested on tax returns, and the first on which they were requested for dependents between the 
ages of two and five.  It seems IRS was still having a bit of a problem trying to convince taxpayers to get 
SSNs for their young dependents.  According to data available from our Taxpayer Usage Study, [5] some 
4.1 million taxpayers checked a box indicating that the dependent was under age 2, and therefore not 
required to have an SSN.  Based on U.S. vital statistics, as many as 3.9 million more of these dependents 
may have been under age 2, although the box was not checked.  An additional 2.5 million dependents had 
the words "applied  for"  entered  in the  SSN  space.   So we are 
 reasonably  confident  that  the  vast majority of these 
 
 11.4 million dependents were very young and had no income.  Therefore, we decided it was appropriate to 
include all of them in our population estimate, and to count them in the lowest age bracket. 
 
 At this point, our count is at 247.3 million, or 99.4 percent of the number counted in the 1990 Census 
(they counted 248.7 million), which is, of course, extremely impressive.  The only trouble is, when we 
distributed these taxpayers by age, our counts in the top age brackets--age 65 and over--exceeded Census's 
count by about 3.2 million--even after we had made allowances for all deaths between the beginning of Tax 
Year 1989 and the 1990 Census.  It is our current working hypothesis that a number of accounts remain 
active--and therefore generate information documents--even after the beneficiary has died.  This is 
particularly true of joint accounts where the taxpayer listed as primary beneficiary has died.  If the surviving 
spouse fails to file the needed paperwork, he or she can keep on using the account, even though it is issuing 
information documents to the deceased spouse. 
 
 IRS does not currently have any in-house information on deceased non-filers.  We are in the midst of 
negotiations with Disclosure Officers at IRS and the Social Security Administration.  We would like SSA to 
help us identify any deceased individuals who got into our sample--or at least provide us with statistics on 
how many of the individuals involved are deceased.  In the meantime, we are using as a proxy for the 
deceased those aged taxpayers who show no evidence of any earned or retirement income--in other words, 
all they had for Tax Year 1989 was some account bearing unearned income (usually interest or dividends), 







and, of course, no tax return was filed in their name.  Our files showed an estimated 3.0 million such 
information document recipients in the upper age brackets.  As is shown in the sixth column of table 1, we 
considered them all to have been deceased prior to 1989, and therefore removed them from our population 
estimates. 
 
 Of course, at that point, our sample still contained tax returns and information documents for 
individuals who were alive in 1989, but had died by the time of the 1990 Census.  On the other hand, the 
1990 Census included infants born during the first three months of 1990, who would have been excluded 
from our administrative records system.  We therefore used data on vital statistics to adjust for deaths 
during 1989 and births and deaths between January 1 and March 31, 1990.  This brought our bottom line 
estimate to 242.6 million, or 97.54 percent of the number counted by Census. 
 
Evaluation of the Estimate 
 
 Obviously, the estimates presented in Table 1 are subject to both sampling and non-sampling error.  In 
regards to the latter, it can be taken as given that the number of taxpayers (both primary and secondary) is 
reasonably solid, given the legal sanctions against fraudulent multiple filings.  However, all of the 
remaining administrative records estimates are valid only to the extent that reporting of social security 
numbers (SSNs) is accurate, both on the tax return and on the information document side of the equation.  
For example, a mistake in an entry for a dependent SSN may well have caused that dependent not to match 
up with his or her information documents, or to have matched up with somebody else's information 
documents.  If there were multiple information documents for the same taxpayer, but only one had the 
wrong SSN, the same person might be counted twice in this system, if neither SSN matched to a tax return.   
 
 We have not completed our research on incorrect SSNs yet.  However, we are in the middle of an 
extensive verification effort of all SSNs in the file as part of a family panel study begun for Tax Year 1987.  
So far, we have verified approximately 60 percent of the SSNs, those that were common to the 1987, 1988, 
and 1989 samples.  We have found only minor problems.  As expected, primary SSNs are almost always 
correct, since they are verified during mainline IRS processing.  Only about .02 percent needed to be 
corrected.  About 1 percent of the secondary SSNs were incorrect.  Since 1989, IRS has started verifying 
these as well, so we should do better in the future.  The biggest problem was with dependent SSNs, which 
are verified only on a sample basis during mainline processing.  About 2 percent of those checked were in 
error (representing nearly 3 percent of the population when the data were weighted).  As a result of the 
corrections, the proportion of dependents matching to information documents went down slightly--about 
two-thirds of the incorrect SSNs matched to information documents, about one third of the corrected SSNs 
matched.  This in turn raised the SOI coverage minimally, since we counted only dependents who did not 
have information documents in this tally.  The most common pattern of incorrect dependent SSNs occurs 
when more than one individual in a family uses the same SSN--either a dependent using the same SSN as 
the parent, or two or more dependents using the same SSN.  Even if all of these individuals are, in fact, 
receiving income using the same SSN, they will be counted only once in the "non-filer with information 
documents" group. 
 
 It should also be noted that the estimate of 11.4 million dependents without SSNs is a troublesome 
aspect of this analysis.  To the extent that these dependents really had SSNs and were receiving income that 
was reported on information documents, we would be double-counting them.  However, the evidence 
points, not to fraud, but to simple failure to obtain an SSN on time.  When we matched our sample returns 
with missing SSNs to the primary taxpayer's return for the following year, about 40 percent of these tax 
filing units showed an increased number of reported dependent SSNs in the following year. 
 
 In regards to sampling variability, the administrative records population estimate is based on a sample 
of 106,628 tax returns and 8,220 non-filers with information documents.  The coefficient of variation of the 
total estimate (242.6 million) is .8635 percent at the 95 percent level of confidence.  The true value of our 
administrative records population estimate therefore lies between 240.5 million and 244.7 million, or 
between 96.7 and 98.4 percent of the Census count. 
 







 At this point, it should also be noted that Census admits to an undercount of about 4 million 
individuals.  Assuming that is correct, we have identified between 95.2 and 96.8 percent of the true 
population in our administrative records file.  Obviously, the coefficients of variation are correspondingly 
higher for the subtotals shown in table 1. 
 
Comparisons to Census 
 
 Let us now look at the age and sex distribution of individuals in our file of administrative records.  As 
mentioned previously, age was added to our file simply by matching to an extract from the Social Security 
Administration's (SSA) Year of Birth file, which IRS receives for administrative and research purposes.  
SSA also has data on the gender of individuals with social security numbers; however, since IRS has no 
administrative need for this information, SSA does not provide it to us.  Therefore, sex codes had to be 
generated based on the first name of the individual.  Since it was know from previous studies that over 95 
percent of married couples filing jointly show the husband as the primary taxpayer, we assumed that any 
first name associated largely with primary taxpayers on joint returns was male, any name associated largely 
with secondary taxpayers female.  A manual review of the resulting dictionary of names revealed no 
discernible errors. 
 
 The dictionary of names was then applied to all taxpayers, dependents, and information document 
recipients.  The dictionary coded 89 percent of the individuals in the data base.  The remainder were 
assigned sex codes randomly within each age category.  While future refinements of the dictionary, with the 
help of experts on a number of foreign languages, will reduce the number of randomly coded individuals, 
they should not change the results of the following analysis appreciably. 
 
 As can be seen from Table 1, the overall correspondence between Census and administrative records 
data is extremely good from age 35 on--actually from about age 30, if the data are presented in smaller age 
breaks--through age 75.  Any differences can be explained by sampling variability on the administrative 
records side, by reporting differences at various stages of life (individuals reported their ages to Census in 
1990, to SSA when the first applied for an SSN), and by the fact that the Census figures are unadjusted for 
the undercount.  However, there is definitely undercoverage in the lower age brackets (especially among 
women), as well as an overcoverage in the 75 and over class (especially among men). 
 
 In all probability, the single largest category we are missing is children and young mothers on welfare.  
Presumably, once you get into the money economy, you tend to get into and stay in the administrative 
records system.  Even if you lose your job, your unemployment compensation is, after all, covered both on 
information documents and on tax returns.  It does appear that the 845,000 adjustment for presumed pre-
1989 deaths among male information document recipients age 75 and over fell short of the mark.  Or, 
perhaps, surviving widows are filing tax returns using their husbands' SSNs, while receiving information 
documents under their own SSNs, and are thus being counted twice, once as males and once as females.  
More research is needed in this area. 
 
Conclusions and Recommendations 
 
 The data from this first attempt at counting the population by using administrative records are very 
encouraging--certainly encouraging enough to warrant further research.  The Internal Revenue Service, by 
itself, can do a very good job of counting working age residents of the United States.  We are not quite as 
good at counting  young  people, but some other agency  
 
 
 
 
(perhaps the Census Bureau) might be able to fill in the gaps by gaining access to data on the Aid to 
Families with Dependent Children (AFDC) program from the various states.  In the top age brackets, there 
is some evidence that individuals stay in one of our administrative records systems for a while after they are 
deceased.  This problem could also be solved by matching our records to those of another agency (for 







example, SSA) that has better mortality data.  The authors hope that the findings presented here will 
stimulate additional research throughout the Federal statistical community. 
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Abstract 


 This paper focuses on the design, development, and use of the Individual Taxpayer Burden 


Model (ITBM) – a microsimulation model developed jointly by IBM and the IRS to estimate the 


amount of time and money that individuals spend on federal tax compliance.  First, the authors 


summarize the methodology that was used to define, measure, and model tax compliance burden.  


Next, they present estimates of overall compliance burden, and results from a simulation of 


economic and policy changes that took place between Tax Year 2000 and Tax Year 2001.  


Finally, they discuss applications of the burden model and review future development plans. 


Introduction 


 Each year, individuals and businesses in the United States submit more than 200 million tax 


returns (including estimated tax forms and supplemental documents) to the Internal Revenue 


Service (IRS). The IRS uses the information in these returns, recorded on hundreds of distinct 


forms, to administer a tax system whose rules span thousands of pages. Managing such a 


complex and broad-based tax system is costly—in FY02, the budget of the IRS was nearly $10 


billion. However, these costs represent only a small fraction of the total cost of administering the 


tax system. The costs in terms of time and money that citizens incur in order to comply with tax 


laws and regulations far exceed the budget of the IRS. 


 Since the 1980s, IRS estimates of taxpayer burden have been based on a model developed in 


1984 by the IRS and Arthur D. Little, Inc. (ADL). The model was designed to measure only a 


subset of total compliance burden—focusing on paperwork burden as defined by the PRA of 


1980. As the economy, tax laws, and characteristics of the population have changed, the survey 


data that underlie the estimates in the IRS/ADL model have become increasingly out-of-date. In 







addition, the model can simulate only a narrow range of policy changes because it does not 


adequately represent the characteristics of the tax law that generate burden. 


 Recognizing the need for improved measurement and management of compliance burden, 


IRS Commissioner Charles Rossotti established in 1998 a task force to study the issue and make 


recommendations regarding future research.  The task force included representatives from IRS, 


the Department of Treasury (Office of Tax Analysis and Assistant Secretary for Management), 


the Office of Management and Budget, and the General Accounting Office.   


 In 1998, the IRS contracted with IBM (formerly PricewaterhouseCoopers) to develop an 


improved methodology for measuring and modeling the compliance burdens imposed by the tax 


system.   This study will assist the IRS in its mission to provide taxpayers with top quality 


service—and it will help the IRS understand the burdens placed on taxpayers by tax laws, tax 


system administration, and changes to those factors. Specific objectives related to this 


overarching goal include: 


n Measure the Level of Taxpayer Burden.  Develop a measurement approach that provides 


detailed and accurate measures of taxpayer burden, in terms of both time and out-of-pocket 


costs. 


n Support Analysis of Tax Policy.  Develop a model that allows analysts to estimate the 


burden impact of changes in the tax system, thereby supplementing existing analyses of 


revenue and distributional impacts. 


n Guide IRS Administrative Initiatives.  Support the identification, evaluation, and 


prioritization of IRS burden reduction initiatives, including proposals to simplify tax forms, 


streamline reporting requirements, and alleviate record keeping burdens. 







 In light of the complexity and scope of this issue, the IRS is building the capacity to measure 


and model compliance burden in incremental steps, starting with two segments of individual 


taxpayers—Wage and Investment (W&I) and Self-Employed (SE). In January 2003, IBM 


completed the Individual Tax Burden Model (ITBM), which simulates burden experienced by 


individual taxpayers (both W&I and SE) during the pre-filing and filing time periods. 


 IBM is now working with IRS on a complementary model of compliance burden among 


Small Business (SB) taxpayers.  Like the individual taxpayer study, the SB study focuses on 


compliance burdens incurred in the pre-filing and filing time periods.  Unlike the W&I and SE 


models of individual tax burden, the scope of this new research extends beyond federal income 


tax compliance burden to include compliance burdens associated with employment taxes and 


excise taxes.  It also includes costs firms incur for activities associated with income tax 


compliance of their employees, such as withholding income tax from wages and ensuring that 


employee benefits qualify for favorable tax treatment. 


 This paper focuses on the design, development, and use of the Individual Taxpayer Burden 


Model (ITBM).  In the next section, we summarize the methodology that was used to define, 


measure, and model compliance burden among individual taxpayers.2  Next, we present overall 


estimates of compliance burden, and highlight key findings.  Next, we present results from a 


simulation of economic and policy changes that took place between Tax Year 2000 and Tax 


Year 2001.  Finally, we discuss applications of the burden models and review future 


development plans. 







Methodology 


Definition of Burden 


 In theory, the total burden of the tax system includes all of the costs and inefficiencies that 


would disappear if the federal tax system did not exist. For the purposes of this study, it is useful 


to think of this burden as having two components—tax liability and excess burden. Tax liability 


is the net cost of all transfer payments between taxpayers and the IRS, including the tax bill 


itself, penalties or interest that are due as a result of late or incorrect payment, as well as the 


interest foregone or gained due to incorrect withholding of taxes during the year.  Excess burden 


includes all of the remaining resource costs of the federal tax system. There are three types of 


excess burden: 


n Taxpayer Compliance Burden, which includes the time and money spent by taxpayers to 


comply with the federal tax system.  In addition to completing and submitting tax forms, this 


category can include record keeping, tax planning, gathering tax materials, using IRS 


services, and working with a tax professional.  


n Efficiency Costs, which reflect the cost of non-optimal behavior induced by the tax system. 


For example, taxpayers may choose to alter their labor supply, consumption patterns or 


investment decisions in response to tax incentives that favor selected activities. 


n Psychological Costs, which include the dissatisfaction, frustration, and anxiety of taxpayers 


caused by their interaction with the tax system. 


 Taxpayers can affect the allocation of burden among tax liability and the three excess burden 


categories through their behavior and reactions to the tax system. For example, taxpayers can 


spend more time and money (components of excess burden) on tax planning in order to reduce 


the amount of tax they owe (the tax liability component of burden). Similarly, changes in tax 







policy or in the administration of that policy may affect total burden by changing any of the 


components of excess burden. Suppose, for example, that Congress enacts a new tax credit for a 


selected type of investment. Some taxpayers may ignore the credit to avoid any additional costs 


of compliance.  This would result in no change to either tax liability or excess burden. Others 


may claim the credit for investments they were already making, thus reducing their tax liability 


but increasing their compliance burden.  A third group may invest more in the qualifying asset, 


thereby incurring additional compliance costs.  This induced investment could reduce economic 


efficiency by re-allocating capital to assets with lower returns, assuming there are no external 


benefits associated with the subsidized asset. 


 No single measure of burden is appropriate for all purposes. IRS needs the flexibility to 


combine different components of burden to construct measures that are suitable for a variety of 


purposes. The segmented definition of total burden described above, and illustrated in Table 1, 


allows for this type of aggregation. 


Table 1: Components of Total Taxpayer Burden 







 


As shown in Table 1, different types of analytical models are used currently to estimate the 


major components of total taxpayer burden. The tax liability component of total taxpayer burden 


is estimated by the U.S. Treasury Department using microsimulation models based on tax return 


information. The efficiency cost component of excess burden is generally measured using 


models of economic behavior, either partial or general equilibrium.  Psychological costs, which 


are not captured in any of the other models, are generally considered to be beyond the practical 


ability of computer models to estimate.3 


 While all the components of total burden are important, the focus of this study is taxpayer 


compliance burden—the time and money that taxpayers spend to comply with the federal income 
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tax system.4  The advantages of this definition include: (1) it is an intuitive concept of 


compliance burden, (2) it eliminates redundancies and potential inconsistencies across burden 


components (e.g. avoids double counting burden that is picked up in revenue estimates), and (3) 


it is consistent with Office of Management and Budget (OMB) burden measurement guidelines 


for the Paperwork Reduction Act. 


 An estimate of the dollar cost of compliance burden that includes both out-of-pocket costs 


and a monetized value of taxpayer time is essential to support decisions that affect tradeoffs 


among three outcomes of IRS activities - IRS budgetary costs, tax revenue (through both direct 


enforcement yield and voluntary compliance rates), and taxpayer burden. Currently, there is no 


consensus in the research community regarding the best method for monetizing time. In light of 


this absence of consensus, the ITBM was designed to report time and money costs separately. 


This allows users to select the value or values of taxpayer time used to monetize time burdens. In 


addition, IRS commissioned a research paper as part of this study to review alternative 


monetization methodologies as they relate to tax compliance burden.5  


Measuring Burden 


 IBM collected data from W&I and SE taxpayers to measure the time and out of pocket 


expenses incurred to comply with federal tax rules and regulations.6  Both sets of taxpayers were 


asked questions about a variety of demographics, tax related activities, and compliance methods 


(e.g., use of a paid professional), as well as questions about the time and money they spent to 


comply with tax rules and regulations. Respondents provided this information either by 


participating in a 15 to 20 minute telephone interview or by completing a 10 to 12 page self-


administered questionnaire. 







 In evaluating the success of our taxpayer surveys, we relied on two primary metrics—


response rate and number of completed interviews relative to the desired number of completes.  


Our goal in the W&I survey was to complete 6,000 interviews—300 in each of the 20 sampling 


strata. In the end, we completed 6,366 interviews, including approximately 60 percent (3,815) by 


telephone and 40 percent (2,551) by mail.    For the SE study, we completed 9,081 interviews—


exceeding our goal of 8,000.7  The overall response rate was 60.5 percent for the W&I study and 


56.4 percent for the SE study. 


 Qualitative research conducted early in the study revealed that many SE taxpayers were 


unable to break out their paid professional expenses into, (1) fees paid for Federal income tax 


services, versus (2) fees paid for other services (e.g., financial planning, employment tax 


compliance, business tax returns).  To support the decomposition of paid professional fees, IBM 


conducted a separate survey of paid professionals.  IBM completed 415 interviews with paid 


professionals between October and December 2001. 


 Paid professionals who qualified for the study were presented with two different scenarios 


and asked to allocate their fee (in percentage terms) across the services included in each 


scenario.8  Table 2 offers a snapshot of the reported allocations.  For scenarios presented to paid 


professionals that did not include payroll, accounting or entity returns, the mean Federal tax-


related portion of fees is quite high, ranging from 85 percent (Schedule E – S Corp / Partnership / 


Rental) to 91 percent (Form 2106). Scenarios that include payroll, accounting, or entity returns 


have a much lower mean tax-related proportion of fees. On average, paid professionals that were 


given the scenario for Schedule E – S Corp with payroll only allocated 26 percent of their fees to 


Federal tax-related services. 







Scenario Sample n Mean Minimum First Quartile Median Third Quartile Maximum


Schedule C - Base 164 88% 50% 80% 90% 95% 100%
Schedule C - Accounting 71 49% 14% 30% 50% 65% 99%
Schedule C - Payroll 44 42% 12% 29% 40% 53% 90%
Form 2106 53 91% 30% 90% 95% 100% 100%
Schedule E - Rental  68 89% 40% 80% 90% 99% 100%
Schedule E - S/P - Accounting 73 31% 5% 20% 30% 40% 84%
Schedule E - S/P - Base 129 87% 0% 80% 90% 95% 100%
Schedule E - S/P - Entity Return 76 39% 10% 24% 40% 50% 90%
Schedule E - S/P - Payroll 41 26% 0% 15% 25% 35% 88%
Schedule E - S/P - Rental 29 85% 30% 80% 90% 95% 100%
Schedule E - S/P & Schedule C 44 90% 70% 83% 90% 95% 100%
Schedule E - Rental & Schedule C 30 88% 65% 85% 90% 95% 100%
Total 822 69% 0% 45% 80% 90% 100%


Estimating Factors Associated With Burden 


 In order to develop an empirical model of taxpayer behavior and burden, we needed a data 


file with information on each outcome variable, as well as a wide range of explanatory variables.  


To create this data file, we performed a micro-level link between survey responses and IRS 


administrative data records.  The survey data provides information on the level of compliance 


burden, as well as taxpayer demographics and behavior.  The administrative data provides 


detailed tax return information, both from the survey year and from the preceding tax year.9 


 IBM applied econometric and statistical techniques to this estimation data file to identify 


relationships between taxpayer characteristics, taxpayer decisions, and compliance burden.  


Specifically, multinomial logistic and OLS regression equations were used to simulate four key 


outcomes in the model: (1) preparation method, (2) submission method, (3) time burden, and (4) 


money burden. 


 IBM explored a number of different model specifications during the estimation phase of the 


project.  Different specifications were used to test a wide array of theoretical and empirical 


predictor variables, and to experiment with transformations of these variables.  In the end, three 


groups of explanatory variables were found to be major drivers of time and money burden: (1) 


taxpayer characteristics, including educational attainment, self-employment status, and marital 


Table 2: Distribution of Paid Professional Fees Allocated to Federal Tax Related Services 







status; (2) compliance methods, particularly use of a paid professional; and (3) complexity of the 


tax return, as measured by an “attribute index.” 


Creating an Index of Tax Return Complexity 


 Indicator variables that represent specific filing outcomes (i.e., the lines completed by a given 


taxpayer) offer a proxy for the volume and complexity of compliance activities encountered by a 


taxpayer. Unfortunately, the sheer quantity of these indicators makes them difficult to use in an 


estimation model. Moreover, the fact that they are indicators only of current filing outcomes 


limits their value when trying to simulate the effect of future filing outcomes. To overcome these 


two weaknesses, a new class of variables (attribute variables) was created, with two primary 


objectives: (1) to quantify the volume and complexity of all filing outcomes using a smaller 


number of variables, and (2) to measure the volume and complexity of current filing outcomes in 


a way that allows future filing outcomes to be measured on an identical scale. 


 Attributes are characteristics of tax rules or requirements that allow us to infer, based on a 


taxpayer’s filing outcomes, the activities and complexities faced by that taxpayer.  In 


establishing a set of attributes to measure, several criteria must be met. First, the set of attributes 


should be comprehensive—describing both a wide range of factors that influence burden (e.g., 


activity volume, complexity, ambiguity), and a wide range of tax compliance activities (e.g., 


form completion, record keeping, tax planning). Second, each attribute should be objectively 


defined, so that the attributes associated with a filing outcome are only minimally subject to 


interpretation. Third, the attributes should be easy to measure, both for existing filing outcomes 


and for new filing outcomes. 


 The attribute framework we have developed attempts to balance these criteria by using three 


distinct types of attributes—source attributes, operation attributes, and complexity attributes. 







This attribute framework was designed based on the notion that tax compliance burden is 


primarily a function of three things: (1) the information the taxpayer has to provide, (2) the 


operations the taxpayer performs on that information, and (3) the difficulty of gathering the 


information and performing operations. Source attributes describe the information source for a 


given filing outcome—such as an information return or a worksheet. Operation attributes 


describe the operations performed in order to realize a filing outcome—such as calculations, 


comparisons, or consulting a lookup table. Complexity attributes describe factors that influence 


the difficulty of performing the aforementioned activities—such as exceptions to the standard tax 


rules for certain individuals or certain income types.10 


 In principle, each of the twenty-one attributes that we measured could be used as a separate 


explanatory variable in the time and money burden equations. In practice, however, this 


approach is not practical due to the high degree of multicollinearity among the attributes. IBM 


addressed this issue in two steps. First, we employed principal component analysis to uncover 


the variation in the number of attributes recorded on different returns with a single principal 


component. Second, we used attribute-specific coefficients associated with the first principal 


component to construct an attribute index. 


 Representing tax return complexity through the use of a single attribute index allows analysts 


to simulate changes in tax burden resulting from a wide array of administrative and policy 


changes. By adjusting attribute counts to reflect a proposed scenario, analysts can simulate 


changes in return complexity, and estimate the resulting change in time and money burden. An 


important benefit of this approach is that it becomes possible to simulate the effects on taxpayer 


burdens of new tax structures (e.g., a new form) by measuring the attributes associated with the 


new structure. Such analyses would not be possible if return complexity were instead represented 







by a series of tax form or line item dummy variables, since the estimated coefficients of these 


variables would not provide a link to the burden of a new tax structure. 


Simulating Changes in Burden 


 The primary source of input data for the burden model is the Continuous Work History 


Sample (CWHS)—a simple random sample of tax returns prepared annually by IRS’s Statistics 


of Income Division.11  Selected data elements from the taxpayer survey are merged to the CWHS 


data file through a constrained statistical match.  The resulting data file contains 70,781 


observations, representing a population of 125.9 million individual taxpayers in tax year 2000 


(TY00). 


 Once the input data file is prepared, it is passed through each component of the burden model 


to generate simulated outcomes (e.g., filing outcomes, compliance methods, burden levels). The 


simulated outcomes for each taxpayer are then compared against reported outcomes, and the 


model is calibrated to minimize the impact of any discrepancies. The nature of this calibration 


depends on the reason for the discrepancy and on our ability to resolve the discrepancy. 


 The model forecasts changes in burden through a microsimulation approach. 


Microsimulation is a technique widely used to investigate the impact of public policies by 


examining the behavior of agents at the micro-level. Microsimulation models are, in essence, 


computer programs that use a series of algorithms to simulate the behavior of agents, whose 


characteristics are provided by an input data file.  Table 3 illustrates the high level functional 


components of the ITBM and provides a brief description of each model component. 


To simulate the burden impact of a change in tax policy, administration, or other factors, a 


model user selects an input data file, then defines two scenarios—one that reflects the current or 


base state and a second that reflects an alternate state. The model then processes each taxpayer 







record from the input data file, simulates its behavior under the two scenarios, and aggregates the 


results across all taxpayers. By comparing totals across scenarios, the user can see the projected 


impact of the alternate state on taxpayer behavior and burden.   


 


 


 


 


 


 


 


 


 


 


 


 


 







Table 3: Functional Components of the Individual Taxpayer Burden Model 
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User Interface / IDST: A graphical user interface 
that gives users access to simulation levers and 
helps users create what-if scenarios 


Data Inputs: Input to the burden model, 
describing taxpayer demographics, filing 
outcomes, and other key characteristics 


Preprocessor System: A data preparation module 
that integrates tax return data with survey data and 
imputes selected data elements 


Forecasting System: A data-aging module that 
adjusts weights and income/expense amounts 
based on user specifications 


Tax Engine System: An enhanced tax calculator 
that evaluates tax rules and taxpayer characteristics 
to determine filing requirements and filing 
outcomes 


Decision System: A model that simulates taxpayer 
decisions and behavior (e.g., preparation method, 
submission method, elective filing outcomes). 


Burden System: A simulation model that predicts 
time and out-of-pocket burden based on taxpayer 
characteristics, filing outcomes, and compliance 
methods 


Report System: A report generator that tabulates 
the distribution of burden across various 
dimensions and creates output data files 


 
To illustrate the functionality of the ITBM, consider a scenario where the user wants to 


simulate the impact of increasing the standard deduction for married taxpayers in Tax Year 2005.  


The user simply adjusts the standard deduction parameter to the desired level (or specifies a set 


of indexing parameters), and then runs the simulation.  The model simulates the following 


outcomes: 


n Forecast Module ages the population to TY05 levels and computes the TY05 value of 


indexed tax parameters. 







n Tax Engine  computes TY05 tax liability for each taxpayer and simulates which forms they 


file.  Due to the increase in the standard deduction, some taxpayers who previously itemized 


will now claim the standard deduction, and will no longer file Schedule A. 


n Decision System simulates changes in taxpayer behavior, which could include: (1) reduced 


reliance on tax professionals among taxpayers who now have a simpler tax return, (2) 


increased use of electronic filing among taxpayers who now receive a refund, and (3) 


increased use of Form 1040EZ and 1040A among taxpayers who no longer itemize. 


n Burden System computes a new attribute index for each taxpayer, and then simulates the 


level of time and money burden based on simulated outcomes under the scenario.  


 
Note that the model does not simulate second order economic impacts that may occur under 


the scenario.  For example, if there is an increase in the tax rate on capital gains, there may be a 


second order decrease in transactions that produce capital gains.  The model does not simulate 


this outcome endogenously, but it does allow users to apply off-model data or analysis to study 


the burden impact of this outcome. 


Main Differences with Prior Burden Methodology 


From both a methodological and functional standpoint, IRS’s new burden model represents a 


significant step forward relative to the model IRS has used since the mid-1980s.  Some of the 


most important advantages of the new model are listed below.  


n Computes Taxpayer-Level Burden Estimates.  Unlike the old model, which produces 


estimates of burden for each tax form, the new model produces estimates of burden at the 


taxpayer level.  This has two important advantages.  First, it allows IRS to examine the 


distribution of burden (or changes in burden) across different subgroups of taxpayers.  


Second, taxpayer-level burden estimates are conceptually more defensible than form-level 







burden estimates, particularly for taxpayers who use tax software or paid professionals, and 


therefore do not interact directly with tax forms. 


n Provides Access to More Simulation Levers.  The old model computes burden as a 


function of a few simple determinants, such as the number of lines on a tax form and the 


number of words in the instructions.  A model that measures burden based on the number of 


forms and words on a form has little value as a simulation tool because it can generate very 


misleading results.  For example, adding a few more lines to make instructions clearer instead 


of referring the taxpayer to a code section for clarification would be seen to increase burden 


in such a model.  In contrast, the ITBM assesses burden based on a wide range of variables 


related to tax policy, tax system administration, tax complexity, compliance methods, 


taxpayer behavior, demographic trends, and economic conditions. 


n Supports Integrated Evaluation of Tax Policy.  Because the ITBM includes a Tax Engine 


as one of its components, users can simulate changes in tax policy and trace through the 


resulting impacts on tax form usage rates and taxpayer burden.  With the old model, users 


would have to conduct off-model analysis to simulate the impact of a policy change and 


tabulate changes in the use of various tax forms and schedules, then apply those results to 


form-level burden estimates produced by the ADL model. 


n Increases the Scope and Detail of Burden Estimates.  Unlike the old model, which 


produces burden estimates only in terms of time, the ITBM produces separate estimates of 


time and money burden, and allows the user to test alternative assumptions regarding the 


monetization rate for taxpayer time.  Moreover, the ITBM measures and simulates a broader 


range of activities associated with burden than was addressed in the prior model, which 


focused on paperwork burden as defined by the PRA of 1980. 







Overall Estimates of Compliance Costs 


Tables 4 through 6 provide descriptive statistics on the overall level of compliance burden in 


tax year 2000 (TY00), as estimated using the ITBM.  Key findings include: 


n In TY00, 125.9 million individual taxpayers experienced a total compliance burden of 3.21 


billion hours and $18.8 billion.  This translates into an average burden of 25.5 hours and $149 


per taxpayer. (Table 4) 


n Although SE taxpayers represent only about 25 percent of all individual taxpayers, they 


experience approximately 60 percent of the time and money burden.  As a result, the average 


time and money burden of SE taxpayers (59.5 hours, $363) is substantially greater than that 


of W&I taxpayers (13.8 hours, $75). (Table 4)  


n Average time burden is higher among taxpayers who use software (40.1 hours) or a paid 


professional (26.1 hours) than it is among taxpayers who prepare their return independently 


(18.2 hours), although this is likely due to differences in the average complexity of their 


returns.  Not surprisingly, taxpayers who use a paid professional spend much more money on 


tax compliance ($244) than do software users or self-preparers ($47 and $20, respectively). 


(Table 4)  


n Average time and money burden are greater among taxpayers who have a more complex 


primary form (Form 1040 instead of 1040A or 1040EZ), and among taxpayers who have 


higher adjusted gross income.  An exception to the latter pattern is that taxpayers with 


negative AGI have relatively high time and money burden, probably because many of these 


taxpayers have complex returns with a significant amount of positive income offset by 


business losses. (Table 4)  







n Average return complexity—as measured by the attribute index—is dramatically higher for 


SE returns than for W&I returns.  Similarly, returns that are prepared by a paid professional 


or with tax software tend to be more complex than returns that are self-prepared (Table 4). 


n By applying a dollar value to each hour of time burden, we obtain an estimate of total 


monetized compliance costs for individual taxpayers.  The authors make no 


recommendations regarding the appropriate monetization rate, but note that alternative rates 


(between $15 and $25 per hour) yield a total compliance cost that varies between $67 billion 


and $99 billion.  Roughly 60 percent of these total compliance costs are experienced by SE 


taxpayers. (Table 5) 


n Average compliance burden is consistently higher among taxpayers who have more complex 


tax returns, and this pattern applies to both W&I and SE taxpayers.  For example, W&I 


taxpayers who itemize their returns spend an average of 21.3 hours and $114 on tax 


compliance, compared with 11.4 hours and $63 for W&I taxpayers who do not itemize.  


Similarly, SE taxpayers who file Form 6251 (Alternative Minimum Tax) spend an average of 


97.3 hours and $752 on tax compliance, compared with 56.6 hours and $334 for SE taxpayers 


who do not file Form 6251. (Table 6) 


n The attribute index appears to provide a reasonable proxy for overall return complexity.  The 


index score is: (1) consistently higher for SE taxpayers than for comparable W&I taxpayers, 


and (2) consistently higher for taxpayers that file complex forms (e.g., itemizers, Schedule D 


filers) than it is for taxpayers who lack those forms. (Table 6) 







Hours per
Return


 Dollars per
Return 


 Complexity 
Measure per 


Return 
All Tax Returns 25.5 $149 0.304


By Taxpayer Type
Wage and Investment 13.8 $75 (1.220)
Self-Employed 59.5 $363 4.714


By Preparation Method
Paid Preparation 26.1 $244 1.221


Self Preparation w/o Software 18.2 $20 (1.708)


Software Preparation 40.1 $47 1.059


By Submission Method
Paper 28.7 $155 0.696
TeleFile 8.2 $2 (4.367)


Other e-File 18.8 $151 (0.228)


Hours per
Return


 Dollars per
Return 


 Complexity 
Measure per 


Return 
By Primary Form
1040 33.8 $205 2.016


1040A 10.9 $64 (1.847)


1040EZ 8.1 $17 (4.355)


By Adjusted Gross Income
Negative AGI 35.6 $215 1.496
$0 to <$15K 14.4 $86 (1.667)


$15K to <$30K 17.3 $106 (0.892)


$30K to <$45K 22.1 $127 (0.271)
$45K to <$60K 28.0 $157 0.861


$60K to <$90K 38.1 $206 2.603


$90K to <$120K 48.4 $257 4.062


$120K or more 70.8 $461 7.085


Table 4 - Compliance Burden of Individual Taxpayers in TY00, by 
Selected Characteristics


 


 


 


 







Table 5 - Monetized Compliance Burden of Individual Taxpayers in TY00, by Selected Characteristics


Returns 
(millions)


Hours 
(billions)


Money 
($billions)


Monetize Time 
@ $15/Hour


Monetize Time 
@ $20/Hour


Monetize Time 
@ $25/Hour


Average
@20/Hour 


(dollars) 
All Tax Returns 125.9 3.21 $18.8 $67.0 $83.0 $99.1 $532


By Taxpayer Type
Wage and Investment 93.6 1.29 $7.0 $26.4 $32.8 $39.3 $282
Self-Employed 32.3 1.92 $11.7 $40.6 $50.2 $59.8 $1,255


By Preparation Method
Paid Preparation 70.8 1.84 $17.2 $44.9 $54.1 $63.3 $635
Self Preparation w/o Software 38.5 0.70 $0.8 $11.3 $14.8 $18.3 $292


Software Preparation 16.7 0.67 $0.8 $10.8 $14.1 $17.5 $648


By Submission Method
Paper 89.8 2.58 $13.9 $52.5 $65.4 $78.3 $585


TeleFile 3.9 0.03 $0.0 $0.5 $0.6 $0.8 $124


Other e-File 32.3 0.61 $4.9 $14.0 $17.0 $20.0 $432


Returns 
(millions)


Hours 
(billions)


Money 
($billions)


Monetize Time 
@ $15/Hour


Monetize Time 
@ $20/Hour


Monetize Time 
@ $25/Hour


Average
@20/Hour 


(dollars) 
By Primary Form
1040 82.6 2.79 $16.9 $58.8 $72.8 $86.8 $712


1040A 24.0 0.26 $1.5 $5.5 $6.8 $8.1 $228
1040EZ 19.3 0.16 $0.3 $2.7 $3.4 $4.2 $138


By Adjusted Gross Income
Negative AGI 0.9 0.03 $0.2 $0.7 $0.9 $1.0 $749
$0 to <$15K 32.5 0.47 $2.8 $9.8 $12.2 $14.5 $303


$15K to <$30K 31.2 0.54 $3.3 $11.4 $14.1 $16.8 $365
$30K to <$45K 20.0 0.44 $2.5 $9.2 $11.4 $13.6 $458
$45K to <$60K 13.3 0.37 $2.1 $7.7 $9.5 $11.4 $577


$60K to <$90K 14.9 0.57 $3.1 $11.6 $14.4 $17.3 $778
$90K to <$120K 6.1 0.30 $1.6 $6.0 $7.5 $9.0 $982


$120K or more 7.0 0.49 $3.2 $10.6 $13.1 $15.5 $1,523


Monetized Time Plus Money ($billions)


Monetized Time Plus Money ($billions)


 







 Time Burden


Returns Average Average Returns Average Average
(millions) Hours Complexity (millions) Hours Complexity


Itemizer 22.5 21.3 1.405 19.3 69.0 6.181
Non-Itemizer 71.1 11.4 (2.050) 13.0 45.3 2.543


Filed Schedule D 14.3 23.8 2.892 13.0 78.9 7.611
Did Not File Schedule D 79.3 12.0 (1.958) 19.4 46.4 2.770


Paid Estimated Taxes 4.9 25.3 3.893 8.0 81.8 7.969
Did Not Pay Estimated Taxes 88.7 13.1 (1.504) 24.3 53.1 3.638


File Form 6251 1.3 24.6 4.715 2.2 97.3 10.044
Did Not File Form 6251 92.3 13.7 (1.304) 30.1 56.6 4.316


Money Burden


Returns Average Returns Average
(000s) Dollars (000s) Dollars


Itemizer 22 $114 1.405 19 $428 6.181
Non-Itemizer 71 $63 (2.050) 13 $266 2.543


Filed Schedule D 14 $153 2.892 13 $516 7.611
Did Not File Schedule D 79 $61 (1.958) 19 $261 2.770


Paid Estimated Taxes 5 $185 3.893 8 $553 7.969
Did Not Pay Estimated Taxes 89 $69 (1.504) 24 $300 3.638


File Form 6251 1 $264 4.715 2 $752 10.044
Did Not File Form 6251 92 $72 (1.304) 30 $334 4.316


Table 6 - Average Compliance Burden of Individual Taxpayer Burden in TY00, by Selected 
Characteristics


Wage and Investment Self-Employed      


Wage and Investment Self-Employed      


 


Illustrative Simulations 


In this section, we present simulation results from the Individual Taxpayer Burden Model.  


To demonstrate a wide range of model functionality, we chose to run a series of scenarios, which 


collectively simulate the change in compliance burden between Tax Year 2000 and Tax Year 


2001.  By running these scenarios incrementally, we are able to isolate the impact of the 


following factors: 


n Changes resulting from the change in year, including demographic changes, economic 


changes, indexing of tax parameters, and implementation of 2001 provisions of prior law.12 







n Changes resulting from IRS administrative initiatives 


n Changes resulting from the new tax law 


n Changes related to temporary changes and taxpayer behavioral response (or lack thereof) 


Description of Scenarios 


Our analysis includes four incremental scenarios, which are described in the bullets below.  


Two of these scenarios (Scenarios 2 and 4) were implemented in multiple steps, in order to 


isolate the marginal impact of specific changes in tax law.  In addition, to distinguish between 


the short-term and long-term impact of the reduction in tax rates, we ran this component of the 


scenario in two ways.  First, we estimated the short-term impact, by assuming: (1) advance 


payment of the rate reduction, a worksheet for certain dependents, and a rate reduction credit, 


rather than a reduced tax rate, and (2) no behavioral response with respect to tax withholding and 


estimated tax payments.  Second, we estimated the long-term impact, by assuming the converse 


outcomes (i.e., a reduced tax rate and a reduction in tax withholding and estimated tax payments 


that totally offset the effects of the tax cut on refunds).13 


n Scenario 1: Tax Year 2000 Baseline.  Demographics, tax law, and administrative rules 


simulated at TY00 levels. 


n Scenario 2: Tax Year 2000 Law (including 2001 provisions) at 2001 Levels.  Same as 


Scenario 1, but projects demographic and economic variables at 2001 levels, and uses TY01 


indexed tax parameters.  Adds provisions of prior law that take effect in 2001, incrementally. 


− 2.1) TY2000 law (without 2001 provisions) & attributes at 2001 levels 


− 2.2) Add tax calculations for selected 2001 provisions of prior law: 


o Qualified 5-year gains on Schedule D (and corresponding changes to AMT) 


o Increase in MAGI phaseout for the IRA deduction 







o Increase in the maximum deductible qualified student loan interest 


o Change in the estimated tax penalty safe harbor for higher income taxpayers 


n Scenario 3: Tax Year 2000 Law (including 2001 provisions), at 2001 Levels and with 


2001 IRS Administrative changes.  Same as Scenario 2, but adjusts burden attributes to 


reflect selected IRS administrative initiatives for TY2001 as well as administrative changes 


resulting from provisions newly active in 2001.  IRS administrative changes include: (1) 


simplification of Schedule D for taxpayers having neither 28 percent gains nor unrecaptured 


Section 1250 gains, (2) simplification of state and local tax worksheet, (3) 


1040/1040A/1040EZ third-party designee option added, (4) Form 4136 modification, and (5) 


changes in instructions to various forms. 


n Scenario 4:  2001 Tax Law (2001 provisions only), at 2001 Levels.  Same as Scenario 3, 


but with 2001 provisions of TY2001 tax law changes added incrementally: 


− 4.1) Lower income tax rates (including ten percent bracket)14 


− 4.2) Marriage penalty relief for AMT Exemption 


− 4.3) Modify rules for child tax credit (CTC) and additional child tax credit (ACTC) 


− 4.4) Advance payment of ten percent bracket rate reduction (in place of ten percent 


bracket) 15 


This scenario is illustrative and should not be viewed as an estimate of the long-run effect of 


the 2001 Tax Act on taxpayer burdens.  In particular, we did not model provisions of the 2001 


Act that take effect after tax year 2001, including provisions that sunset the entire tax law after 


2010 and selected provisions of the tax law in earlier years.  In addition, we did not model a 


number of minor tax provisions affecting individuals and businesses.  Provisions affecting 


individuals that we did not model include: tax benefits for parents of kidnapped children, 







Holocaust victims restitution, tax relief for victims of terrorist attacks, and the designation of 


Afghanistan as a combat zone.   We also did not consider the effect of the additional child tax 


credit on welfare benefits.  Provisions affecting businesses that we did not model include the 


election of the cash method of accounting for qualifying small businesses, the election of the 


installment method, the election to re-designate estimated tax payments, the election to rollover 


gain from the sale of empowerment zone assets. 


Scenario Results 


Table 7 reports time and money burden for the incremental scenarios in the simulation of 


individual compliance burden changes from 2000 to 2001.  Incremental, sub-total, and total 


changes in burden are reported.  For each scenario, a brief description is given of the primary 


factors driving its change in compliance burden compared with the preceding scenario.   


 


 


 


 


 


 


 


 


 


 


 


 







Scenario Definition
Total Change Total Change


1. TY00 Baseline 3,213 N/A $18,780 N/A


+  2.  TY00 Tax Law and Administration at TY01 Levels 3,271 58.2 $19,960 $1,181


   2.1  Demographic and economic growth to TY01 3,271 57.8 $19,957 $1,178


+ 2.2  2001 Provisions of 2000 Law 3,271 0.4 $19,960 $3


+ 3. TY01 Tax Administration Changes 3,299 28.0 $19,827 -$134


+ 4. TY01 Tax Law Changes (2001 Provisions) 3,304 5.2 $20,009 $182


   4.1  Rate Reduction (including 10% bracket) 3,305 6.3 $19,961 $134


+ 4.2 Marriage penalty relief for AMT exemption 3,298 -7.0 $19,887 -$74


'+ 4.3  Modify rules for CTC and ACTC 3,302 3.7 $19,952 $65


+ 4.4  Advance Payment & Rate Reduction Credit 3,304 2.3 $20,009 $57


TY01 Projection (net change from TY01 base) 3,304 91.4 $20,009 $1,230


Table 7: Projected 2001 Burden Impact of 2001 Federal Individual Income Tax Changes and Related IRS 
Administration Changes as Compared with 2000 Burden


Burden Impact


Time Burden 
(millions of hours)


Money Burden 
(millions of $)


 


We project an increase in overall individual taxpayer compliance burden of 91.4 million 


hours (2.8 percent) and $1.23 billion (6.5 percent) between 2000 and 2001, but only a small 


fraction of that increase in burden (six percent of increased hours and five percent of increased 


dollars) is attributable to the 2001 Tax Act.  We attribute approximately 63 percent of the 


increase in time burden (57.8 million hours) and 96 percent of the increase in money burden 


($1.18 billion) to demographic changes and economic growth from 2000 to 2001, most of which 


reflects an increase in the taxpaying population. The 2001 Tax law changes were estimated to 


increase time burdens by about five million hours (about 0.2 percent) and money burdens by 


about $182 million (0.9 percent) in 2001.  This overall increase reflects the combined effects of 


provisions that increased and reduced burdens.  Marriage penalty relief in the form of an 


increased AMT exemption for married taxpayers reduced time and money burdens by 7.0 million 







hours and $74.0 million, respectively.  The rate reduction increased burdens, largely because it 


increased the number of taxpayers subject to the AMT. The advanced payment of the ten percent 


bracket rate reduction combined with a rate reduction credit and a worksheet for certain 


dependents increased taxpayer compliance burden by an additional 2.3 million hours and $56.8 


million dollars, compared with the effect on burden from simply lowering the rate to ten percent 


for 2001.  


These results are preliminary because they are based on a forecast from TY2000 records 


using limited data from TY2001.  We emphasize again that the simulation includes only selected 


portions of the tax changes in effect in 2001 and omits the important changes that will occur only 


after 2001.  It does, however, illustrate how the model can be used to simulate the effect of 


changes in the tax law on taxpayer burdens. 


Conclusions and Future Developments 


The Individual Taxpayer Burden Model shows great promise as an analytical tool, and 


represents a significant step forward in IRS’s ability to measure, model, and manage tax 


compliance burden.  The model has a strong empirical foundation, built around survey data from 


more than 15,000 taxpayers, and predictive algorithms derived through rigorous econometric 


analysis.  Moreover, the development of a microsimulation model based on these data and 


algorithms gives analysts the ability to explore a wide range of issues surrounding taxpayer 


compliance burden. 


Going forward, IRS faces a number of challenges related to the effective use, maintenance, 


and expansion of its burden models.  With respect to model use, IRS is continuing to test the 


model, running a wide range of scenarios to verify that the model produces plausible and 


consistent results.  The ITBM is a complex tool that requires considerable sophistication and 







judgment on the part of model users in order to be used effectively.  Understanding its strengths 


and limitations is a critical step in building confidence in the new model within the tax 


community. 


With respect to model maintenance, IRS is taking steps to ensure that the ITBM does not 


become dated, as did the prior model developed by ADL in the early 1980s.  IRS is building a 


core technical team which, in conjunction with IBM, will be responsible for periodically 


refreshing the model to reflect more recent administrative data, updated economic forecasts, and 


changes in tax law.  IRS also recognizes the need for periodic, targeted supplements to the 


survey data and—on a less frequent basis—replication of the core taxpayer survey and re-


estimation of the econometric equations that underlie the model. 


Finally, IRS is working towards expansion of its suite of models to measure compliance 


burden beyond that associated with individual income tax compliance.  This expansion is 


planned along three dimensions: (1) across taxpayer types (i.e., individual taxpayers, small 


businesses, large and midsize businesses, tax exempt and government entities); (2) across tax 


types (e.g., income tax, employment tax, excise tax); and (3) across time period (i.e., pre-filing, 


filing, post-filing).   


                                                                 
1 The authors wish to thank Sean Hennessy, Sarah Myers, and Sarah Tuohy of IBM Business Consulting Services 
for research and technical assistance.  The authors would also like to thank Michael Udell from the staff of the Joint 
Committee on Taxation for his comments on an earlier version of this paper. 
2 For a more detailed discussion of the ITBM development methodology, please see the IBM report titled, 
"Individual Taxpayer Burden Model -- Project Documentation."  Copies of this report are available through the IRS 
National Headquarters Office of Research. 
3 Although psychological costs are not measured directly, their existence affects other components of the burden 
measure. For example, if taxpayers fail to minimize their taxes because they fear the consequences of tax avoidance, 
actions to reduce psychological costs will increase their tax liability. Alternatively, if taxpayers use preparers to 
reduce their stress over completing tax returns, the result will be higher out of pocket costs. The psychological costs 
that remain (e.g., taxpayer anxiety) are real, but are not measured. 
4 Many activities and costs commonly associated with tax compliance are necessary not only to comply with the 
federal income tax system, but also for other purposes such as state taxes or loan applications. In cases where a 
single activity is motivated both by federal tax requirements and by other requirements or interests, the joint costs of 
the activity must be allocated. A reasonable approach is to designate one set of activities as foundational, and assign 
all joint costs to the foundational activity set. The definition used in this study treats federal tax requirements as 







                                                                                                                                                                                                                 
foundational to state tax requirements, and other requirements (e.g., financial planning and reporting) as 
foundational to both federal and state tax requirements. 
5 Dr. Trudy Ann Cameron.  “Revealed And Stated Preference Estimation of the Value of Time Spent for Tax 
Compliance.”  May 2000.  Copies of this report are available through the IRS National Headquarters Office of 
Research. 
6 The IRS selected the W&I and SE taxpayer samples from the Returns Transaction File (RTF) and Midwest 
Automated Compliance System (MACS) databases, respectively, based on specifications provided by IBM.  IBM 
collected data from W&I taxpayers between May 1, 2000 and October 31, 2000, and from SE taxpayers between 
May 1, 2001 and October 31, 2001. 
7 Of the 6,366 W&I responses, 5,851 were successfully matched to TY99 RTF data.  Of the 9,081 SE responses, 
8,192 were successfully matched to TY00 MACS data.  Only those responses that were matched to an 
administrative data record were included in the model estimation. 
8 In order to more efficiently target respondents, we created three questionnaires.  One questionnaire focused on 
professionals providing payroll and/or accounting services to Schedule E taxpayers. A second focused on 
professionals providing payroll and/or accounting services to Schedule C taxpayers. The final questionnaire focused 
on professionals providing financial advice to taxpayers filing Schedules C, Schedule E, and/or Form 2106. 
9 To preserve the anonymity of survey respondents and avoid disclosure of Social Security Numbers, the data match 
was performed in two steps: (1) IRS appended a unique (non-SSN) identifier to each administrative data record and 
sent this file to IBM, then (2) IBM collected survey data from these taxpayers and linked the survey responses to 
administrative data records based on the unique identifier.  
10 In all, we measured the prevalence of 21 distinct attributes on all of the most common forms completed by 
individual taxpayers.  Included in the 21 attributes are six source attributes (Personal Information, Information 
Return, Third Party Records, Taxpayer Records, Same Form or Worksheet, and Other Form or Worksheet), seven 
operation attributes (Compare, Evaluate Conditions, Calculate, Decide, Document, Consult Lookup Table, and 
Refer to Instructions), and eight complexity attributes (Tax Tip or Caution, Exclusion, Exception, Temporal Rules, 
Reference to Publication, Reference to Instructions – Same Form, Reference to Instructions – Other Form, and 
Reference to Internal Revenue Code). 
11 The CWHS data file provided by IRS contains 63,435 records; of which 46,962 represent TY00 W&I returns and 
16,174 represent TY00 SE returns.  A small number of observations on the file represent prior-year tax returns that 
were submitted in calendar year 2001—these observations were dropped as they are outside the scope of the model. 
12 Note that these simulations are run using on a TY2000 data file.  Consequently, all baseline 2001 demographic 
and economic characteristics for the 2001 scenarios are forecast. 
13 These assumptions with respect to withholding behavior have important implications for the simulated level of 
burden, due to the fact that the ITBM simulates a lower level of burden for taxpayers who receive a refund than for 
those who have an amount due. 
14 Assumes presence of ten percent bracket at filing time in place of advance payment, tax worksheet for certain 
dependents, and rate reduction credit. 
15 Assumes ten percent bracket is replaced with advance payment, tax worksheet for certain dependents, and rate 
reduction credit.  Estimates include the impact on burden from erroneous claims of the rate reduction credit.  
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A Cluster Analysis Approach To Describing Tax Data


Brian G. Raub and William W. Chen, Internal Revenue Service  


The Statistics of Income (SOI) Division of the 
Internal Revenue Service (IRS) produces data 
using information reported on tax returns.  These 


administrative data are used by the Department of the 
Treasury, the Joint Committee on Taxation, and various 
Federal statistical agencies and are disseminated to the 
public via the World Wide Web and publications such 
as the SOI Bulletin.  The Corporate Foreign Tax Credit 
(CFTC) study is in many ways typical of SOI studies.  
Data are collected from tax forms (in this case Form 
1118) by SOI field staff and are subjected to error reso-
lution by analysts at National Headquarters.  The error-
resolved data are used to create statistical tables that are 
published annually with descriptive text and technical 
notes.  These statistical tables display selected aggregate 
fields from Form 1118 by industry, type of income, and 
country to which foreign taxes were paid.  


The present paper will describe a population of 
Form 1118 filers using cluster analysis, with the goal of 
identifying alternative ways of organizing and analyzing 
tax data.  A second goal is to identify new insights about 
this population of filers.  


 Background


The Corporate Foreign Tax Credit is claimed by 
U.S. multinational firms to offset some or all of their 
taxes paid to foreign countries.  Under U.S. tax law, 
U.S. corporations are taxed on income earned both in 
the U.S. and in foreign countries.  Income earned in 
foreign countries may also be subject to taxation by the 
authorities in those foreign countries, resulting in double 
taxation.  The foreign tax credit was adopted to alleviate 
this problem.  


To claim the foreign tax credit, U.S. corporations 
file Form 1118, Foreign Tax Credit‑‑Corporations.  On 
this form, taxpayers report their incomes within broad 
categories such as interest, dividends, services, rents, 
and other. Deductions and tax liability are also reported.  


Further, taxpayers are required to report these items 
detailed by country.  


For 2001, taxpayers were required to segregate their 
incomes, deductions, and taxes into several limitation 
categories, or “baskets,” such as the Passive Income bas-
ket or the General Limitation Income basket.  A separate 
foreign tax credit was calculated for each basket, with 
the total foreign tax credit being the sum of the separate 
foreign tax credits from each basket.  The purpose of 
this provision and related limitations was to prevent 
taxpayers from using foreign tax credits to offset taxes 
on U.S.-source income, thus denying the United States 
tax revenues due on income earned domestically.


For Tax Year 2001, U.S. corporations claimed a 
combined $41.1 billion in foreign tax credits.  This was 
the single largest type of tax credit, accounting for 86.7 
percent of all credits claimed by corporations in that 
tax year.  This credit is elective, meaning that, if the 
taxpayer chooses to take the credit, no deductions for 
those foreign taxes are available.  A majority of taxpayers 
decide to take the credit, since it offsets the U.S. income 
tax dollar for dollar, unlike a deduction, which may only 
offset every dollar of U.S. tax by the percentage of the 
tax rate [1].  


 Data Description


The 2001 CFTC study is based on a stratified, 
weighted sample of corporation income tax returns 
with a foreign tax credit that were included in the 2001 
SOI sample of returns with accounting periods ending 
between July 2001 and June 2002.  These returns were 
selected after administrative processing but prior to any 
amendments or audit examination.  The corporate tax 
return forms included in this sample were Forms 1120, 
1120S, 1120-L, 1120-PC, 1120-REIT, and 1120-RIC.  


The 2001 CFTC data sets contain 2,563 returns 
claiming foreign tax credits.  These returns are weighted 
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up to a population estimate of 5,478 returns.  For the 
present paper, we used a “defined population” approach 
by including only those returns with a sample weight of 
1.  This defined population of 1,075 returns accounted 
for an estimated 98.3 percent of the total foreign credit 
claimed on all returns for 2001.  


 Cluster Analysis


Cluster analysis, or clustering, refers to a set of 
mathematical techniques for sorting observed data into 
groups so as to maximize the similarity of observations 
within the same group and minimize the similarity of 
observations across different groups.  These techniques 
can be used to discover associations and structures within 
a data set that may not have been known. Cluster analysis 
has been widely used in the biological and social sciences 
to help define classification schemes or taxonomies.  It 
has also been used to suggest new ways of describing a 
population in business and marketing applications.  


Cluster analysis techniques can be broadly separated 
into two approaches, hierarchical and nonhierarchical.  
The hierarchical approach builds clusters of successively 
larger size using some measure of similarity or distance.  
Typical algorithms used in this approach include single 
linkage (nearest neighbor), complete linkage (furthest 
neighbor), and Ward’s Method, which minimizes the 
mean square distance between the center of a cluster and 
each member.  Nonhierarchical clustering approaches 
also exist, including the K-means method.  


For the present data set, we chose hierarchical clus-
tering since this set of techniques is available in SAS’s 
PROC CLUSTER.  We clustered a sample of our data 
set using each of the 11 methods available in SAS and 
ultimately selected Ward’s Method for two main reasons.  
First is the efficiency of this method, useful given the 
relatively large number of observations (1,075) and 
clustering variables (9). Second is the tendency of this 
method to create clusters of relatively equal size. We 
noted a strong tendency for other clustering algorithms 
to create clusters with very few observations.   Although 
the existence of these outliers may be an interesting 
outcome in a subject-matter sense, allowing very small 
clusters could create a disclosure problem [2]. 


In Ward’s Method, the distance between two clusters 
is defined as


DKL = distance between clusters CK and CL


DKL =  


where 


CK =  Kth cluster, subset of {1,2,…,n}


 xi =  ith observation


NK = number of observations in Ck


XK  = mean vector for cluster CK


x   = Euclidian length of the vector x , that is, the 
sum of the squares of the elements of x .


If the distance between observations x and y ,d(x,y)=   
2/2yx − , then the combinatorial formula is


DJM = (NJ  + NK )DK + (NJ + NL )DJL ‑ NJDKJ )/


(NJ + JM ) 


The distance between two clusters is the ANOVA 
sum of squares between the two clusters added up over all 
the variables.   At each generation, the within-cluster sum 
of squares is minimized over all partitions obtainable by 
merging two clusters from the previous generation [3]. 


To define our clustering variables, we started by 
considering the main variables in the CFTC study data 
sets:  selected data from Form 1120; gross income and 
deduction items from Form 1118, Schedule A; foreign 
tax items from Schedule B, Part I; and foreign tax credit 
computation items from Schedule B, Parts II and III.  The 
first variable of interest that we identified was the total 
foreign tax credit, which is calculated on Form 1118, 
Schedule B, Part III and carried over to Form 1120.  
One concern that we identified immediately is that the 
total foreign tax credit amount varies significantly by 
corporation and is strongly correlated to the overall size 
of the corporation.  Therefore, clustering on this variable 


)/1/1/(
2
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in its original form would tend to create clusters based 
primarily on the size of the corporation.  This clustering 
would add little to our current knowledge of the filer 
population and would likely fail to capture relationships 
between other clustering variables.  To overcome this 
limitation, we standardized this variable by taking the 
ratio of the total foreign tax credit to the corporation’s 
income tax liability.  


Since the types of income, deductions, and taxes re-
ported by taxpayers are important elements of the CFTC 
study, we chose to use a set of variables that capture these 
elements.  As deductions and taxes for each income type 
are closely correlated with the gross income for that type, 
we decided that including deduction and tax variables in 
our clustering would add little value.  Thus, we focused 
only on gross income for each type--dividends, interest, 
rents, services, and other.  We also standardized each of 
the gross income variables into a ratio by dividing the 
total for each type of gross income by the total gross 
income for the corporation. These ratios became five of 
our clustering variables.


The final data element of the CFTC data set that we 
used in our cluster analysis was foreign-source coun-
try of the gross income reported by each corporation. 
Defining clustering elements based on country proved 
to be somewhat challenging, however, since there are 
over 300 countries in our system, and it was necessary 
to limit the number of clustering variables for the sake 
of efficiency.  Ultimately, we decided to create variables 
for the top three countries as defined by amount of total 
gross income.  These three countries, Canada, Japan, and 
the United Kingdom, combined for 32.6 percent of the 
total gross income reported by the firms in our defined 
population.  The corresponding clustering variables were 
defined as the ratio of gross income allocated to each 
country to the total amount of gross income for each 
company.  Figure 1 summarizes the clustering variables 
by description and the names we assigned. 


Determining the number of clusters to be used in this 
cluster analysis was largely a heuristic process.   


Figure 1.--Clustering Variables


Variable Name Variable Description 


FTC Foreign tax credit divided by 
income tax liability 


Dividends Dividend income divided by total 
gross income 


Interest Interest income divided by total 
gross income 


Rents  Rents income divided by total 
gross income 


Services Services income divided by total 
gross income 


Other Other income divided by total 
gross income 


UK UK-source income divided by total 
gross income 


Japan Japan-source income divided by 
total gross income 


Canada Canada-source income divided by 
total gross income 


Cluster Number of 
Observations 


High Dividend Firms 295 
Low CFTC/Other Income Firms 201 
Interest/Service Firms 367 
High CFTC/Manufacturing Firms 208 


From a subject-matter standpoint, we began with the 
assumption that it made sense to look for at least three 
clusters but that more than eight clusters would become 
cumbersome and provide less valuable insight into our 
defined population.  After considering the output from 
these options, we concluded that viewing our data in 
four clusters provided the most insight into our data and 
could be described most effectively.  We named these 
clusters “High Dividend Firms,” “Low CFTC/Other 
Income Firms,” “Interest/ Service Firms,” and “High 
CFTC/Manufacturing Firms.”


 Clustering Results


Figure 2 displays the number of observations in 
each cluster.


Figure 2. --Cluster Summary
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The relative similarity in the number of observations 
in each cluster is consistent with our choice of Ward’s 
Method for our clustering algorithm, while the absence 
of very small clusters serves our requirement of protect-
ing taxpayer confidentiality.  


In comparing the makeup of the four clusters below, 
we will use the average of each variable for the firms in 
the respective cluster, expressed as a percentage rather 
than a pure ratio for ease of use.   


The “High Dividend Firms” cluster is summarized 
in Figure 3.  Dividends is the dominant income vari-
able with an average of 72.0 percent, while the average 
Interest, Rents, and Services are all below 5.0 percent.  
The average FTC for “High Dividend Firms” is 16.7 
percent, below the overall average of 32.4 percent for 
companies in our defined population.  The UK variable 
has the highest average value among the four clusters 
at 15.4 percent, while the average Japan variable is the 
lowest among the clusters at 0.9 percent.


Figure 3.--“High Dividend Firms” Summary


Variable Average Percentage Value 
FTC  16.7 


Dividends 72.0 
Interest 3.1 
Rents 4.7 


Services 1.6 
Other 6.7 
UK 15.4 


Japan 0.9 
Canada 18.8 


As seen in Figure 4, the average company in “Low 
CFTC/Other Income Firms” has a significantly differ-
ent set of characteristics.  For this group, the dominant 
income variable is Other, with an average of 82.8 per-
cent.  In contrast, the average Services and FTC values 
in this cluster are the lowest among the four clusters at 
0.6 percent and 8.3 percent, respectively.  The average 
country variables for this cluster are middling--with 
neither a high nor a low for any country variable among 
the clusters.  


Figure 4.--“Low CFTC/Other Income Firms”       
Summary


 


Summary statistics for “Interest/Service Firms” 
appear in Figure 5.  For companies in this cluster, Inter-
est, Rents, and Services incomes combine for nearly 
all of the gross incomes, with an average Interest of 
33.4 percent, an average Rents of 31.1 percent, and an 
average Services of 23.2 percent.  The average FTC for 
companies in this cluster is below the average of all the 
companies in our defined population at 15.8 percent.  
Among the country variables, the average Canada and 
Japan values are the highest of any cluster, 23.1 percent 
and 8.1 percent, respectively, while the average UK value 
is the lowest at 9.2 percent.  


Figure 5.--“Interest/Service Firms” Summary


Figure 6 displays the variable averages for compa-
nies in “High CFTC/Manufacturing Firms.”  Other is 
the dominant income variable with an average of 36.0 
percent, followed by Dividends and Rents with 28.8 
percent and 15.0 percent, respectively.  The average FTC 


Variable Average Percentage Value 
FTC  8.3 


Dividends 4.1 
Interest 4.9 
Rents 5.7 


Services 0.6 
Other 82.8 
UK 13.5 


Japan 4.9 
Canada 16.8 


Variable Average Percentage Value 
FTC  15.8 


Dividends 5.7 
Interest 33.4 
Rents 31.1 


Services 23.2 
Other 4.4 
UK 9.2 


Japan 8.07 
Canada 23.1 
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of companies in this cluster is dramatically larger than 
for any other cluster at 80.2 percent.  Among the country 
variables, the average Canada value is the lowest of the 
four clusters at 7.1 percent, as is the combined average 
of the three country variables, 24.6 percent.  


Figure 6.--“High CFTC/Manufacturing Firms” 
Summary


 Industry Analysis


One additional element of note in the CFTC data 
is the industry classification of the companies filing 
Form 1118.   Using industry classification in our cluster 
analysis, however, proved infeasible.  Although each 
corporation in our defined population has a six-digit 
industry code assigned to it using the North American 
Industry Classification System (NAICS), this number 
is of an ordinal, rather than cardinal, nature.  Therefore, 
although the NAICS code could be used as a clustering 
value, interpreting and describing the meaning of the 
industry code in the clustering output would be prob-
lematic.  However, because industry classification is an 
element of interest, we analyzed the industry breakdown 
for each cluster ex post facto.


Our industry analysis reveals significant differences 
between clusters.  Although Manufacturing, the largest 
industry among the firms in our defined population, rep-
resents a significant portion of the observations in each 
cluster, its contribution to the clusters ranged from 26.2 
percent of “Interest/Service Firms” to 63.9 percent of 
“High CFTC/Manufacturing Firms.”  Mining, Utilities, 
and Construction companies are distributed relatively 


evenly between the clusters, with a low of 4.0 percent 
and a high of 7.2 percent.  The remaining four industries 
make up more widely varied portions of the cluster 
totals.  The Finance, Insurance, Real Estate, and Rental 
and Leasing industry makes up a low of 4.3 percent of 
“High CFTC/Manufacturing Firms” but a high of 33.6 
percent of “High Dividend Firms.”  Information com-
panies comprise 3.7 percent of “High Dividend Firms” 
but 8.2 percent of “High CFTC/Manufacturing Firms.”  
Services companies make up only 6.0 percent of “Low 
CFTC/Other Income Firms” but 23.2 percent of “Inter-
est/Service Firms.”  Distribution and Transportation 
companies make up 8.2 percent of “High CFTC/Manu-
facturing Firms” but 17.4 percent of “Low CFTC/Other 
Income Firms.”  


The industry distribution of “High Dividend Firms,” 
shown in Figure 7, reveals that Finance, Insurance, Real 
Estate, Rental, and Leasing is the dominant industry, 
comprising 33.6 percent of this cluster.  This is the high-
est percentage of firms in this industry among the four 
clusters.  The 13.2 percent of companies in the Services 
industry was the second highest among the clusters, 
while the 3.7 percent of companies in the Information 
industry was the lowest.  


Figure 7.--“High Dividend Firms” Selected Industry 
Breakdown


The industry distribution of “Low CFTC/Other In-
come Firms,” shown in Figure 8, reveals that companies 
in the Distribution and Transportation industry represent 
a larger share than in any other cluster, with 17.4 of the 
total.  In contrast, companies in the Services industry 
represent a smaller share of the total, 6.0 percent, than 
in any other cluster.    


Industry Percent of Total 
Mining, Utilities, and 
Construction 6.4 


Manufacturing 30.2 
Distribution and Transportation  11.9 
Information 3.7 
Finance, Insurance, Real Estate, 
Rental and Leasing 33.6 


Services 13.2 


Variable Average Percentage Value 
FTC  80.2 


Dividends 28.8 
Interest 5.3 
Rents 15.0 


Services 1.7 
Other 36.1 
UK 12.4 


Japan 5.2 
Canada 7.1 
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Figure 8.--“Low CFTC/Other Income Firms”  
Selected Industry Breakdown


Figure 9 displays the industry distribution of “In-
terest/Service Firms.”  This cluster has the highest 
concentration of companies in the Services industry, 
23.2 percent, and the lowest concentration of companies 
in the Manufacturing industry, 26.2 percent.  “Interest/
Service Firms” has 367 members, the most among the 
four clusters.


Figure 9.--“Interest/Service Firms” Selected Industry 
Breakdown


 


As seen in Figure 10, manufacturing firms dominate 
the “High CFTC/Manufacturing Firms” cluster, with 
63.9 percent of the total, while the other industry groups 
each comprise 8.2 percent or less of the total.


 Implications


To gauge the effectiveness of cluster analysis in gain-
ing insight to our data, we should consider its value to 
analysts both within SOI and outside.  To SOI analysts 
who work with the CFTC data, some of the output of 
this cluster analysis may seem relatively obvious and 
merely confirms prior knowledge about our defined 
population.  An example of this kind of result is that firms 


in the “High CFTC/Manufacturing” cluster, dominated 
by manufacturing companies, claim the highest average 
foreign tax credit as a percentage of their income tax 
liabilities.  On the other hand, at least one output of our 
cluster analysis was somewhat surprising: the relation-
ship between reporting primarily Other gross income and 
offsetting a relatively smaller portion of tax liability with 
foreign tax, revealed in the “Low CFTC/Other Income 
Firms” cluster. Although it may have been possible to 
find this relationship by exhaustively querying our data 
files, cluster analysis has here served a useful function 
by pointing us in the right direction for further inquiry.


To those outside SOI who use CFTC data, our cluster 
analysis may also have value.  Because, in most cases, 
users outside the Department of the Treasury do not have 
access to our data files, their ability to use our data is 
limited by what we provide in the published tables or in 
requested special tabulations.  For example, while our 
published data tables do include summary statistics by 
industry and by country, they do not capture both rela-
tionships together as does our cluster analysis with the ex 
post facto industry distribution.  Here again, the output 
from our cluster analysis may serve a useful function in 
revealing areas for further research.


 Limitations


The 2001 Corporate Foreign Tax Credit statistics 
quoted in this article do not represent the final amounts 
credited that year.  Complete foreign tax credit statistics 
for 2001 would reflect the results of any audits.  Also, 
some corporations did not file Form 1118 because 
they did not have a U.S. income tax liability and were, 
thus, unable to credit any foreign taxes paid, accrued, 


Industry Percent of Total 
Mining, Utilities, and 
Construction 6.0 


Manufacturing 26.2 
Distribution and Transportation  12.8 
Information 6.8 
Finance, Insurance, Real Estate, 
Rental and Leasing 24.0 


Services 23.2 


Industry Percent of Total 
Mining, Utilities, and 
Construction 7.2 


Manufacturing 63.9 
Distribution and Transportation  8.2 
Information 8.2 
Finance, Insurance, Real Estate, 
Rental and Leasing 4.3 


Services 8.2 


Industry Percent of Total 
Mining, Utilities, and 
Construction 4.0 


Manufacturing 39.8 
Distribution and Transportation  17.4 
Information 7.5 
Finance, Insurance, Real Estate, 
Rental and Leasing 23.4 


Services 6.0 


Figure 10.--“High CFTC/Manufacturing Firms” 
Selected Industry Breakdown
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or deemed paid for 2001.  Finally, other corporations 
could have deducted their foreign taxes from their gross 
incomes instead of claiming a foreign tax credit.


As noted above, our analysis used only those firms 
from our sample with a weight of 1, i.e., those not 
weighted up to represent a greater part of the popula-
tion estimates.   This group of companies combined to 
claim 98.3 percent of all CFTC tax credits.  Thus, while 
our analysis includes the large companies that claim an 
overwhelming majority of the total dollar amount of 
credits, it excludes many small companies that claim 
comparatively small CFTC’s.


The output of our cluster analysis depended to a 
significant extent on choices made about our clustering 
techniques and our selection of clustering variables.  As 
noted above, selecting which clustering algorithm to 
use and the number of clusters in the output is largely a 
heuristic process.  Our set of clustering variables does 
not take into account several broad elements of the 
CFTC data sets, including “limitation baskets,” data from 
Schedules F, G, H, I, and J, and country detail other than 
for Canada, Japan, and the UK.  


 Conclusion


Cluster analysis can be a useful set of techniques 
for exploring and describing data sets, including those 
produced by SOI based on tax return data.  By iden-
tifying relationships among the variables that are not 
immediately obvious to internal or external research-
ers, clustering can enhance knowledge of the data set 
and serve as the starting point for further research.  The 
costs of cluster analysis should be manageable in many 
applications, since widespread software tools such as 
SAS® include clustering capability.  


One challenge in using cluster analysis for data sets 
like those produced by SOI is that these tools may add 
the most value for data sets with a very large number 


of observations and/or variables where relationships 
may be more difficult to identify by other techniques.  
However, these data sets may also be the most difficult 
to model for efficient clustering. In these cases, an al-
ternative algorithm such as SAS’s PROC FASTCLUS 
may be more appropriate, though at a loss of power and 
flexibility relative to PROC CLUS.  


Another potential challenge in using cluster analysis 
on data sets like those produced by SOI presents itself 
for those which use sampling and weighting.  Many data 
sets are significantly less “top-heavy” in dollar terms than 
the CFTC data set.  In these cases, using only returns 
with a weight of 1 might entail the exclusion of many 
observations of interest from the clustering analysis.  In 
the alternative, using returns with a weight of greater 
than 1 would require additional statistical consider-
ations.  The tradeoffs between these approaches could 
be analyzed using a Pareto analysis of the observations 
in the data set.  


Thus, while cluster analysis can be a useful tool for 
data exploration and description in applications such 
as SOI’s Corporate Foreign Tax Credit project, further 
study is needed to assess its potential costs and benefits 
for larger data sets. 


 Endnotes


[1] For more background on the Corporate Foreign 
Tax Credit, see Luttrell, Scott, “Corporate Foreign 
Tax Credit, 2000,” Statistics of Income Bulletin, 
Fall 2004, Volume 24, Number 2.


[2]  The Internal Revenue Code prohibits the IRS from 
releasing information that could be used to identify 
specific taxpayers.


[3]  Description of Ward’s Method adapted from SAS/
STAT User’s Guide, Version 6.





